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Abstract
For more than a century dendritic spines have been a source of fascination and speculation. The
long-held belief that these anatomical structures are involved in learning and memory are
addressed. Specifically, two lines of evidence that support this claim are reviewed. In the first, we
review evidence that experimental manipulations that affect dendritic spine number in the
hippocampus also affect learning processes of various sorts. In the second, we review evidence
that learning itself affects the presence of dendritic spines in the hippocampus. Based on these
observations, we propose that the presence of spines enhances synaptic efficacy and thereby the
excitability of the network involved in the learning process. With this scheme, learning is not
dependent on changes in spine density but rather changes in the presence of dendritic spines
provide anatomical support for the processing of novel information used in memory formation.
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Introduction
The capacity to learn and remember is undeniably critical for our livelihood. Without these
abilities, life would be a series of fragmented snapshots lacking unified meaning. The
neurobiological mechanisms that underlie learning and memory however have proved quite
difficult to understand. In part, this is because they must account for the very rapid induction
of memory as well as its persistent expression. Because memories persist long after the
molecules involved in their induction have degraded, it is likely that the expression of new
memories involves long-term changes in neuronal plasticity, and in particular synaptic
plasticity. Indeed, it has long been assumed that changes in the structure and organization of
synapses can be brought about by anatomical modifications (1). Dendritic spines, small
protrusions found on the shaft of dendrites in the mammalian brain, are one aspect of
cellular anatomy that may play a role in the expression of memory (see Fig. 1). Because
spines represent potential sites of postsynaptic excitatory input, an increase in their number
can translate into an increase in the number of excitatory synapses (2,3). Thus, changes in
the density of spines can have a major impact on the amount of excitatory neurotransmission
in a particular brain region and presumably on the processing of information by that region.

There are numerous reports that behavioral training can alter aspects of dendritic anatomy,
such as length and branching (4,5) but few have directly tested the effects of new experience
on the presence of dendritic spines themselves. However, upon examination of these studies,
it does appear that there is a relationship between the presence of dendritic spines and the

Copyright © 2004 Humana Press Inc. All rights of any nature whatsoever reserved.
*Author to whom all correspondence and reprint requests should be addressed. shors@rci.rutgers.edu.

NIH Public Access
Author Manuscript
Mol Neurobiol. Author manuscript; available in PMC 2012 February 14.

Published in final edited form as:
Mol Neurobiol. 2004 April ; 29(2): 117–130. doi:10.1385/MN:29:2:117.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



formation and expression of new memories. The evidence to support such a relationship
comes in several forms. There are studies suggesting that experimental manipulations
affecting spine density also affect learning processes. In turn, there are a number of studies
showing that processes of learning affect the presence of dendritic spines. In this review, the
data that account for these two different relationships between spines and memories are
summarized. Finally, we discuss what these two types of findings may reveal about a
functional relationship between the presence of dendritic spines and the formation of
memories.

Dendritic Spines and Memory: The Estrogen Connection
One of the most potent modulators of dendritic spines so far established is the ovarian
hormone estrogen. It has been shown that exposure to estrogen either exogenously or
endogenously during proestrus greatly enhances the density of dendritic spines on pyramidal
cells in area CA1 of the hippocampus (6–8). Over the 5-d estrous cycle of the rat, spine
density can fluctuate as much as 30% (9). Moreover, these changes in dendritic spines have
been shown to reflect changes in synapse density and to be accompanied by changes in
astrocytic volume (10,11). This regulation of pyramidal cell spine density by estrogen is not
specific to rats but also occurs in nonhuman primates (12).

That estrogen exerts such a profound influence on synaptic morphology in the hippocampus,
a brain region implicated in various forms of learning and memory, changed the way ovarian
hormones were traditionally regarded. Although areas associated with reproduction, such as
the hypothalamus, were known to exhibit estrogen-induced changes in synaptic morphology
(13,14), changes in hippocampal spine density provided a means whereby estrogen could
potentially have an important impact on cognitive processes. Indeed, the stage of proestrus,
when both estrogen levels and spine density are highest, is positively related to enhanced
performance of both hippocampal-dependent and independent types of classical eyeblink
conditioning (see Fig. 2) (15,16). Moreover, estrogen replacement in ovariectomized
animals increases CA1 spine density and also improves spatial memory retention in the
Morris water maze (17).

Progesterone has been shown to modulate the increase in spine density and associated
memory enhancement following estrogen treatment (7). In ovariectomized females, a single
injection of progesterone after estradiol initially augments the estradiol-induced increase in
spine density but results in a more rapid decrease than estradiol treatment alone. That is,
without progesterone, spine density gradually diminishes over a 7–8 d period whereas
progesterone accelerates the decline to baseline levels within 24 h. Thus, there are differing
time courses of estrogen-mediated spine density regulation which depend on progesterone.
Similarly, the memory enhancing effects of estradiol have been reported to be modulated by
progesterone. Animals are better able to remember the location of an escape platform in the
water maze within 8 h of progesterone administration (when spine density is augmented),
but not 24 h after progesterone administration (when spine density has returned to baseline)
(17). This temporal relationship between hormonally regulated changes in hippocampal
connectivity and learning ability suggests that the presence of dendritic spines may provide
anatomical structures that can be used for learning.

It was recently reported that in the male hippocampus, gonadal hormones are also important
for maintaining spine number with gonadectomy producing a 50% decrease in spine density
(18). Although the loss of dendritic spines is not affected by estrogen, treatment with
testosterone reverses the decline. Thus, the hormonal regulation of hippocampal spine
density differs in males vs females. As with estrogen, there are data to suggest that
testosterone-mediated changes in spine density may be associated with cognitive ability. In
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both rats and humans, testosterone depletion reduces cognitive performance, an effect that
can be prevented by testosterone replacement (19,20).

Sex Differences and Opposite Effects of Stress on Learning and Dendritic
Spines

In general, there appears to be a positive relationship between estrogen-induced increases in
spines and learning processes of various sorts. However, one might imagine that there are
ways in which an increase in spines could affect learning indirectly and not be substrates for
learning, per se. For example, changes in spine density in response to estrogen may alter
motor activity or motivation and if a task required either, the animals would appear to learn
better under conditions when spines were increased. One approach to resolving some of
these issues is to examine responses that are directed in opposite directions. Under such
circumstances, dissociations would be most evident. In past studies, we found sex
differences and opposite effects of stress on associative memory formation (16,21). Under
unstressed conditions, females outperform males on the task of classical eyeblink
conditioning (see Fig. 3A). Moreover, exposure to an acute stressful experience of
intermittent tailshocks greatly increases classical eyeblink conditioning in male rats but
decreases conditioning in female rats (see Fig. 3A). Given these opposite effects of sex and
stress on memory formation, we examined whether there would be sex differences in spine
density (8,8a) and whether exposure to a stressful experience would have opposite effects on
spine density. Using Golgi impregnation to examine dendritic spines in the hippocampus,
we found that exposure to the stressor was associated with an increase in spine density on
CA1 pyramidal neurons in males but a decrease in females (see Fig. 3B). Thus, exposure to
an acute experience had a similar effect on spine density as it did on new learning, at least
for this particular learned response. In combination with the sex differences in learning, it
appears that the presence of spines is positively related to the later acquisition of new
associative memories.

Environmental Complexity Enhances Dendritic Spines and Learning
In addition to these data on stressful experience, there are studies indicating that a more
general experience of environmental complexity can alter the presence of dendritic spines
and this experience can affect learning ability on a variety of tasks (22–24). Moser et al.
(23,25) exposed separate groups of animals to a complex environment after which one group
underwent spatial learning in the water maze and the other group was sacrificed for spine
density analysis. Enriched animals possessed a higher density of dendritic spines on
pyramidal cells in the CA1 region of the hippocampus. Moreover, animals exposed to the
complex environment showed faster acquisition in the water maze task. Similarly, Rampon
et al. (24) reported a 20% increase in hippocampal dendritic spine density as well as
enhanced performance on both object recognition and fear conditioning tasks following
environmental enrichment. Taken together, such results suggest that experience leading to
increased spine density can also improve new learning. It should be noted that enrichment
also induces changes in spine number in cortical regions (26). Thus, even though there may
be a positive relationship between the presence of spines and learning, it is at this point
unclear how one region participates, either individually or together with other regions, to
improve learning ability.

Trace Conditioning and Dendritic Spines in the Hippocampus
As the discussion above demonstrates, there are numerous studies which report, albeit
indirectly, a positive association between dendritic spines and learning. There is also
evidence to suggest that learning itself affects dendritic spines in the hippocampus. In one
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study, it was found that exposure to a passive-avoidance task increased the presence of
dendritic spines in the dentate gyrus (27). A similar increase in spine density was found after
training on a spatial water maze task, although others did not observe a change (28,29).
While these data suggest that training experiences affect the presence of dendritic spines in
the hippocampus, again, there are some issues that should be addressed. The primary
concern is that these types of changes may be due to the training experience and not to
learning, per se. These are difficult issues to resolve using tasks in which control
experiences that do not involve learning do not exist. The other problem as noted earlier, is
that changes in other behaviors such as activity could alter spines and thus present a positive
relationship, but not a direct one, between new memories and new spines. Although there
are no irrefutable ways to resolve these issues, there are tasks that are more useful for
addressing them, such as classical conditioning procedures. Several studies have used such
procedures, most commonly, trace eyeblink conditioning. During this task, an auditory
conditioned stimulus (CS) is preceded by and predicts the occurrence of an unconditioned
stimulus (US), which is a periorbital shock to the eyelid. The shock to the eyelid elicits a
blink, which is the unconditioned response (UR). When the shock to the eyelid is repeatedly
paired with and preceded by the auditory stimulus, the auditory stimulus itself comes to
elicit an eyeblink conditioned response (CR). Because the CS is separated in time from the
US, the animal must presumably form a “memory trace” of the CS in order to make the
appropriate association across the temporal gap. Trace conditioning is a form of associative
learning dependent on area CA1 of the hippocampal formation (30–32). Moreover, it is a
useful task for evaluating changes in structure in response to learning since one can compare
the effects of learning a positive relationship between the stimuli (paired) to those that might
occur in response to learning a negative relationship between the same stimuli (unpaired).

Because of these procedural advantages, we tested whether the acquisition of trace
memories alters the presence of dendritic spines in the hippocampus (33). Adult male rats
were trained on the trace eyeblink conditioning paradigm. Control rats were exposed to the
same number of stimuli presented in an explicitly unpaired manner or were naive. Twenty-
four hours following training, brain tissue was processed for Golgi impregnation and the
density of dendritic spines was measured. Our data demonstrate that trace conditioning was
associated with an increase in the density of dendritic spines on pyramidal cells of area CA1
of the hippocampus (see Fig. 4A,B). Since the increase was only observed in those exposed
to the paired stimuli and not in those exposed to explicitly unpaired stimuli, it appears to be
specific to learning a positive association between the two conditioning stimuli. However,
the possibility remains that other aspects of the training experience are responsible for the
alteration in spine number. To address this issue, we took advantage of previous studies
demonstrating that acquisition of the conditioned eyeblink response is dependent on
activation of the N-methyl-D-aspartate (NMDA) type of glutamate receptor (34,35). A
competitive NMDA-receptor antagonist (CPP) was administered prior to training to
determine whether changes in spine density are evident following the blockade of learning.
Animals that were injected with the antagonist did not emit CRs and showed no increase in
spine density suggesting that the training-induced increase in spine density appears to be
specific to learning the association between the CS and the US (Fig. 4C,D). In combination,
these results demonstrate that changes in spine density occur as a result of learning and not
simply exposure to the training procedures.

These learning-associated changes in spine density were not specific to hippocampal-
dependent learning but were also evident in animals trained on the hippocampal-independent
task of delay conditioning in which the CS and US overlap and are thus continuous in time
(Fig. 4E,F). Both trace and delay eyeblink conditioning result in increased hippocampal
neuronal excitability which could influence the formation or extension of dendritic spines
(36). Indeed, changes in activity have been associated with alterations in synaptic structure
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on cerebellar Purkinje cells after classical eyeblink conditioning (37) and recent studies
indicate that activity enhances the de novo appearance of dendritic spines, at least in vitro
(38,39). Furthermore, exposure to both trace- and delay-conditioning increase other
measures of synaptic plasticity in area CA1 of the hippocampus, such as the binding affinity
of AMPA receptors (40). These data suggest that initial acquisition of these associations
affects the density of dendritic spines regardless of whether the hippocampus is necessary.

Interestingly, the effects of classical conditioning on spine density were evident on basal,
and not apical, dendrites. Similarly, others have found that experiences such as
environmental enrichment and stimulus exposure increase spine density on basal, and not
apical dendrites, and these experiences were associated with enhanced spatial learning
ability (23,25,26). Why would structural alterations related to learning preferentially occur
on the basal dendrites? Relative to the apical, basal dendrites receive more contralateral
input (41–43) as well as fewer inhibitory inputs from interneurons (44). There also are
physiological differences between these regions, at least to the extent that the magnitude of
LTP is greater when recording in stratum oriens, the area in which basal dendrites reside
(45). Together, these data suggest that basal dendrites in CA1 have a high capacity for
synaptic plasticity.

That classical conditioning did not affect spine density on apical dendrites is consistent with
findings by Geinisman et al. (46) who reported that synapse density in the CA1 stratum
radiatum was not altered in animals trained on the trace eyeblink conditioning task. This is
not to say that trace conditioning does not induce structural changes in the apical dendritic
region. Indeed, the area of the postsynaptic density (PSD) was increased after trace eyeblink
conditioning (46). Given that the PSD contains proteins involved in signal transduction,
including receptors and ion channels, an increase in PSD area may be related to an addition
of these components with a resultant increase in synaptic efficacy. Trace conditioning has
also been shown to increase the number of multiple synapse boutons that synapse with more
than one dendritic spine (47). Together these data suggest that trace eyeblink conditioning is
accompanied by a remodeling of existing synaptic contacts in stratum radiatum, and not the
formation of new synaptic contacts. It should be noted that structural changes following
classical eyeblink conditioning also occur in the cerebellum (37,48), another region critical
for acquisition and performance of the learned response (49).

Spine Density Changes in the Cortex
In addition to the hippocampus, some cortical regions have also been shown to exhibit
training-related alterations in dendritic morphology. For example, pyramidal cells in the
piriform cortex possess more dendritic spines 3 d following training on an olfactory
discrimination task in which rats learn to distinguish between two pairs of odors (50).
Moreover, dendritic spines are more numerous in the prefrontal cortex than other cortical
regions of the macaque monkey and may thus be related to the presumed increase in
complexity of processing that occurs at synapses further from sensory regions (51). There is
some support of this notion in that cortical regions involved in the early stages of processing
(i.e., primary sensory areas) possess fewer dendritic spines than regions which play a role in
later stages of processing such as the prefrontal cortex (52).

In humans, abnormalities in cortical dendritic spine formation have been associated with
deficiencies in cognitive capabilities. The density of dendritic spines is decreased in persons
with some types of mental retardation such as Downs syndrome. They reportedly have fewer
spines on pyramidal neurons of the hippocampus and cingulate gyrus (53,54). In contrast,
other types of mental retardation, such as fragile X syndrome exhibit abnormal morphology,
but an increased density of spines (55). Schizophrenia is another disorder characterized by
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poor performance on cognitive tasks, particularly those in which the dorsolateral prefrontal
cortex is important. Spine density in this region, as well as the temporal cortex, is decreased
in schizophrenic subjects (56,57). Finally, reduced numbers of dendritic spines have also
been observed on cortical pyramidal neurons in Alzheimer’s disease and senile dementia
(58,59). Taken together, these data implicate dendritic spines as an anatomical substrate
important for normal cognitive processes and suggests that a reduction in spine number may
contribute to the cognitive dysfunction characteristic of these disorders. However, other
interpretations are feasible and the possibility remains that changes in spine number are a
consequence and not a cause of the disorder.

Additional Evidence for the Relationship Between Dendritic Spines and
Learning

There is also evidence that learning and performance are related to spine number in other
vertebrate species such as birds. For example, chicks can be trained to avoid pecking at
beads coated with an aversive substance, and will subsequently avoid an identical but dry
bead. Control chicks that are water trained but not exposed to the aversive substance
continue to peck at water coated or dry beads. Using Golgi impregnation it was determined
that this paradigm, known as one-trial passive-avoidance conditioning, is associated with an
increase in spine density on neurons of two forebrain regions 24 h after training (60). These
changes appear specific to memory formation since chicks given subconvulsive shock 5 min
after training were rendered amnesic for the experience and did not express an increase in
spine density. Morphological correlates of learning have also been shown to occur in other
avian species. In particular, differences in the complexity of song learning leads to
differences in both the amount learned as well as dendritic spine density in a specific
forebrain song nucleus known as the high vocal center (61). Songbirds that were exposed to
and learned large song repertoires had a greater number of dendritic spines than birds that
were exposed to and learned small repertoires. These studies suggest that neurons of the bird
brain are also sensitive to learning-related changes in dendritic spines.

Conclusions
How changes in spine density would alter processes involved in learning and memory
remains to be determined (62). One might propose that the presence of spines enhances
synaptic efficacy and thereby enhances the excitability of the network involved in the
learning process. In this particular scenario, learning is not necessarily dependent on spine-
density changes; rather changes in density indirectly enhance the environmental support for
information processing; i.e., they provide anatomical structure for processes that are either
occurring or will occur in the future. This scenario, simplistic though it may be, is consistent
with data accumulated over the past several decades. In the case of estrogen for example, an
increase in spine density would alter the presence of spines during proestrus, a time in the
female cycle when she is most exploratory and when mate selection would produce
offspring (63). In the case of stress, the increase in spine density in males persists for at least
24 h and correlates with increased learning. This is a time period when the chance of
stressful encounters (with predators, for example) remains relatively high. The presence of
spines may provide anatomical support for forming associations at a more rapid rate during
that time period. Another example would involve the spine increase that occurs after trace-
and delay-eyeblink conditioning. It has been shown in several preparations that neurons in
the CA1 pyramidal cell regions are more excitable during and for some time after training
(36). These cells exhibit decreases in the afterhyperpolarization (AHP) which would
contribute to and possibly account for increases in excitability (64). Regardless of the exact
mechanism, excitability and spine density tend to correlate under these experimental training
conditions. Whether the increase in excitability results in increases in spine density or vice
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versa is debatable, but in either case, increased excitability in the network could thereby
enhance its processing capability. This idea proposes a rather broad and nonspecific effect of
training on spine formation and is thus inconsistent with the more traditional ideas about
how spines may be involved in learning processes. In most, it is assumed that the changes
that occur at the synaptic level are relatively specific to just a few synapses necessary to
encode an association; learning would not influence most of, or even a substantial number
of, cells in the network. However, the data that we have reviewed indicate that spine
changes in response to experience are not relegated to just a few neurons in a network.
Rather, there are 20–30% increases in spine density in area CA1 after these acute
experiences. It is clear that a great number of cells are being affected by the experience,
more than would be necessary to encode a single association.

It is perhaps instructive in this regard that spines are so sensitive to changes in hormonal
status. As discussed, estrogen and testosterone are potent mediators of spine density. The
use of hormones to alter spine density may be one way that the nervous system alters their
presence in a relatively ubiquitous fashion to then alter learning ability. In the case of
proestrus, the release of estrogen would enhance density on multiple types of neurons and
brain regions. In the hippocampus, apical and basal dendrites are sensitive to estrogen, and
thus an estrogen-induced increase in spine density could have a number of functional
consequences, only one of which may be related to learning and memory. In response to
learning alone, however, it appears that spines on the basal dendrites are especially sensitive.
The more selective response to learning may represent a more specific response to the
formation of an associative memory. Thus, the sensitivity of spines to hormonal status may
provide the opportunity for broad changes in synaptic density and efficacy, whereas the
more localized response to learning may reflect more specific responses to experience (see
Fig. 5).

It wasn’t too long ago that we considered dendritic spines to be relatively stable substrates of
the nervous system. We now know that they are remarkably plastic, some even in constant
motion (65). Thus, it is perhaps not so surprising that they could respond so rapidly and yet
change persistently to new learning experiences. With new live imaging techniques, we can
now visualize spines in real time and in the future will be able to observe their response to
experience (66). This technology will greatly assist in the effort to understand the function
of spines. Even so, it is likely that we will remain as enamored by their presence in the next
100 yr as we have in the past.
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Fig. 1.
Dendritic spines in the hippocampus. Photomicrograph of Golgi-impregnated hippocampus
(A). Pyramidal cells in the hippocampus (B) possess dendritic spines protrusions on the
shaft of the dendrite that represent sites of postsynaptic excitatory input (C). Electron
micrograph of a spine synapse (arrow) in hippocampal area CA1 (D).
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Fig. 2.
Ovarian hormones regulate learning and dendritic spine density in the hippocampus (8,15).
Females in proestrus, when estrogen levels are highest (A), emit significantly more
conditioned responses on the classical eyeblink conditioning task (B) and possess a greater
density of dendritic spines (C) relative to females in estrus.
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Fig. 3.
Opposite effects of stress on learning and dendritic spine density in males vs females (8,16).
Under unstressed conditions, females outperform males on the classical eyeblink
conditioning task. Following exposure to an acute stressful event, conditioning is enhanced
in males but impaired in females (A). Spine density in the hippocampus is positively related
to performance. Females in proestrus have a greater density of dendritic spines than males
under unstressed conditions. After exposure to the acute stressful event, spine density is
increased in males but decreased in females (B).
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Fig. 4.
Associative learning increases the observation of dendritic spines in the hippocampus (33).
Animals that underwent trace conditioning with paired stimuli exhibited more conditioned
responses than animals trained with unpaired stimuli (A). Trace conditioning was associated
with an increase in the density of spines on basal dendrites of CA1 pyramidal neurons of the
hippocampus (B). Administration of a competitive NMDA-receptor antagonist (CPP) prior
to training blocked acquisition of the conditioned response (C) and prevented the training-
induced increase in spine density on basal dendrites (D). The hippocampal-independent task
of delay conditioning (E) also increased the density of spines in area CA1 (F).
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Fig. 5.
Factors altering spine density on the apical and basal dendrites of hippocampal CA1
pyramidal neurons. Hormonal status affects dendritic spines on both apical and basal
dendrites. In response to learning, spine density changes occur preferentially on basal
dendrites. The sensitivity of spines to hormones may provide the opportunity for broad
changes in synaptic density and efficacy, whereas the more localized response to learning
may reflect more specific responses to experience.
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