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Abstract

We show how a Schumpeterian process of creative destruction can induce rational, herd—
behavior by entrepreneurs across diverse sectors of the economy that may look like it is
fuelled by “animal spirits”. Consequently, a multi—sector economy, in which sector—specific,
productivity improvements are made by independent, profit—seeking entrepreneurs, can exhibit
regular booms, slowdowns and downturns as an inherent part of the long—run growth process.
The cyclical equilibrium that we study has a higher average growth rate but lower welfare than
the corresponding acyclical one. We find that across cycling economies, a negative relationship
emerges between volatility and growth, and that the cycles generated by our model exhibit
several features of actual business cycles.
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“The recurring periods of prosperity of the cyclical movement are the form progress

takes in capitalistic society.” (Joseph Schumpeter, 1927)

1 Introduction

Are business cycles simply random shocks around a deterministic trend, or are there more fun-

damental linkages between short—run fluctuations and long—run growth? Macroeconomists have

tended to study the sources of fluctuations and the determinants of growth separately, but there

are several reasons to question this standard dichotomy. First, post war cross—country evidence

(e.g. Ramey and Ramey, 1995) suggests a significant negative partial correlation between volatil-

ity and growth, after controlling for standard growth correlates. This correlation is economically

significant even amongst OECD countries. Second, while it is clear that some portion of aggregate

volatility is the result of exogenous disturbances, the recurring asymmetry between the responses

of the economy during upturns and downturns, is suggestive of an endogenously determined com-

ponent (see also Freeman, Hong and Peled, 1999). Third, there is increasing evidence that the

strength of cyclical upturns is related to the depth of preceding downturns (see Pesaran and

Potter 1997 and Altissimo and Violante 2001). Finally, even for fluctuations that are typically

associated with obvious aggregate shocks, the causal links are not clear.1

The view that growth and cycles are intimately linked is often associated with Schumpeter

(1927). He argued that growth occurs through a process of “creative destruction” – competition

amongst entrepreneurs in the search for new ideas that will render their rivals’ ideas obsolete. This

idea is central to modern theories of endogenous long run growth starting with Aghion and Howitt

(1992), Grossman and Helpman (1991) and Sergestrom, Anant and Dinopolous (1990). However,

Schumpeter also argued that this process of entrepreneurial innovation is responsible for the

regular short—run fluctuations in economic activity, which he termed the “normal” business cycle.2

The key to explaining such business cycles, he argued, was to understand why entrepreneurial

activity would be clustered over time.3

1For example, Zarnowitz (1998) argues that the US downturn in the early 1970s predates the 1974 oil price hike,
suggesting that this shock simply made an underlying cyclical movement worse.

2The “normal” business cycle should be distinguished from the quarter—to—quarter fluctuations emphasized by
the RBC literature. Rather it is more closely related to the NBER definition of a business cycle.

3Aghion and Howitt (1992) develop an identical engine of growth to Grossman and Helpman (1991) but differ
in focusing on a model with a single innovating sector. Lumpy growth in Aghion and Howitt is possible, since there
is no reason that single sectors should experience smooth growth. However, except by coincidence, this cannot
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One source of clustering was suggested by Schumpeter himself: “... as soon as any step in a

new direction has been successfully made it, at once and thereby, becomes easy to follow... the

first success draws other people in its wake and finally crowds of them, which is what the boom

consists of.” (Schumpeter, 1927). He further argued that there would be a downturn prior to

the boom as resources are allocated to learning and imitation. Recently, several authors have

formalized these “Schumpeterian cycles” in an attempt to understand their linkages to long—run

growth.4 However, these theories rely on the arrival of major technological breakthroughs that

influence all sectors – a General Purpose Technology (GPT). While the GPT story may be

consistent with “long waves”, most studies find little evidence to support the notion that such

economy—wide advances can explain high frequency business cycles (see for example Jovanovic

and Lach 1997, Andolfatto and MacDonald, 1998).

An alternative theory of why activity in diverse sectors of the economy may be clustered is

developed by Shleifer (1986). He shows that when imitation limits the longevity of monopoly

profits, a strategic complementarity arises that could lead entrepreneurs to implement innovations

at the same time, even if the innovations themselves arrive uniformly through time. The clustering

of implementation results in a boom in labor demand, which in turn generates the high demand

for output necessary to support the boom. The temporary nature of the associated monopoly

profits induces entrepreneurs to delay implementation until demand is maximized, so that a self—

reinforcing cycle arises. Shleifer interprets his theory as a formalization of Keynes’ (1936) notion

of “animal spirits”.5

There are, however, several important limitations to Shleifer’s theory of implementation cycles.

Firstly, since innovations arrive exogenously, long—run growth is exogenous, so the theory has no

implications for the impact of cycles on growth. Secondly, because of the multiplicity of equilibria

that arise in his model, it is not possible to obtain precise predictions even for the effect of growth

on cycles. Thirdly, the temporary nature of profits relies on the assumption of drastic, but costless

imitation. It is not clear how robust the results would be to a less abrupt erosion of profits. Finally,

Shleifer’s theory depends critically on the impossibility of storage. If they could, innovators would

explain the diffused productivity improvements observed over the business cycle. See Phillips and Wrase (1999)
for further discussion.

4See, for example, Jovanovic and Rob (1990), Cheng and Dinopoulos (1992), Helpman and Trajtenberg (1998)
and Li (2000). The literature on Schumpeterian cycles is discussed by Aghion and Howitt (1998), who note that
GPTs are suited to generating Schumpeterian long waves.

5The expressions “animal spirits” is often associated with stochastic changes in the expectations of investors
that turn out to be self—fulfilling. In the cyclical equilibrium that we study, however, the behavior of entrepreneurs
may have the appearance of being fuelled by animal spirits, but in fact expectations are deterministic.
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choose to produce when costs are low (i.e. before the boom), store the output and then sell it

when demand is high (i.e. in the boom). Such a pattern of production would undermine the

existence of cycles.6

In this article, we draw on the insights of Schumpeter (creative destruction) and Shleifer

(animal spirits), to develop a simple theory of endogenous, cyclical growth. We show how a multi—

sector economy, in which sector—specific, productivity improvements are made by independent,

profit—seeking entrepreneurs, can exhibit regular booms, slowdowns and downturns in economic

activity as an inherent part of the long—run growth process. We establish the existence of a

unique cyclical growth path along which the growth rate and the length and amplitude of cycles

are endogenously determined. Our theory does not rely on the arrival of GPTs nor on drastic

imitation, and allows for the possibility of storage. Specifically, we show that the process of

creative destruction itself can induce endogenous clustering of implementation and innovation.

Creative destruction implies that the dissemination of knowledge caused by implementation

eventually leads to improvements that limit a successful entrepreneur’s time of incumbency. An-

ticipating this, entrants will optimally time implementation to ensure that their profits arrive at a

time of non-depressed aggregate activity and that they maximize the length of their incumbency.

It is these effects which lead to clustering in entrepreneurial implementation and, hence, to an

aggregate level boom. If an entrepreneur implements before the boom, he reveals the informa-

tion underlying his productivity improvement to potential rivals who may use this information in

designing their own productivity improvements. By delaying implementation until the boom he

delays reaping the rewards but maximizes his expected reign of incumbency. During the delay,

entrepreneurs rely on maintaining secrecy regarding the nature of the innovations that they hold.7

Our cycle not only features clustering of implementation, but also endogenous clustering of in-

novation. It is this feature which generates the endogenous interactions between long—run growth

and short—run fluctuations. After the boom, wage costs are so high that it is initially not prof-

itable to undertake new entrepreneurial activities. As the next boom approaches, however, the

present value of new innovations grows until at some point it becomes profitable to allocate entre-

preneurial effort to innovation. As labor effort is withdrawn from production, per capita output
6Since questions of the timing of production and implementation clearly play an important role in producers’

minds, we believe the clustering of innovations underlying the theory should at least be robust to the possibility of
storage. For many goods, there is no reason to limit production to occuring only at the time of sale.

7As Cohen, Nelson and Walsh (2000) document, firms do indeed view secrecy as the best form of protection –
patenting is a less desired means of protecting knowledge.
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(and measured productivity) gradually decline. Eventually it becomes profitable to implement

the stock of innovations that have accumulated during the downturn, and the cycle begins again.

We adopt a broad interpretation of innovation to include any improvement that is the outcome

of purposive design in search of profit. Entrepreneurs are the source of refinements to process,

organization and product improvements that increase productivity within narrowly defined sec-

tors. The knowledge created by such entrepreneurial activity is both tacit and sector-specific.

Unlike R&D, or scientific knowledge, the improvements created may not be formally expressible

(as in a blueprint or design) and need not lend themselves to protection by patent. It is our view

that such mundane entrepreneurial decisions are the major source of high frequency productivity

improvements, not the patentable R&D improvements of a laboratory, which are often the focus

in the growth literature.8 In modern production activities much of the entrepreneurial function

has been allocated to managers and other skilled workers. It may therefore be more useful to

think of innovation as requiring a reallocation of labor effort within firms. This interpretation is

thus not unlike that of Hall (2000) who emphasizes the role of “reorganization” in a recession.9

Although our model is rather stylized, it has clear predictions for the interactions of long run

growth and short run fluctuations. Firstly, the cycle in our model shows a positive feedback from

both the duration and depth of downturns to the magnitude of succeeding upturns. This feature

is consistent with the evidence of Beaudry and Koop (1993), Pesaran and Potter (1997) and

Altissimo and Violante (2001). Secondly, the cycles generated by our model exhibit asymmetries

in upturns and downturns that have some features in common with the evidence of Emery and

Koenig (1992), Sichel (1993) and Balke and Wynne (1995). In particular, business cycles typically

exhibit rapid growth in output at the beginning of the boom, a gradual slowdown and then a

decline which occurs at a fairly constant rate. Thirdly, consistent with the evidence of Ramey and

Ramey (1995), variation in the productivity of entrepreneurship induces a negative relationship

between long run growth and output volatility.

Recently several authors have developed related, non—GPT models of endogenous growth

and cycles. Francois and Shi (1999) modify the Grossman and Helpman (1991) growth model

by allowing exogenous, drastic imitation (as in Shleifer 1986), by introducing a technological
8This view was shared by Schumpeter (1950, p.132): “...The function of entrepreneurs is to reform or revolu-

tionize the pattern of production by exploiting an invention or, more generally, an untried technological possibility
... This function does not essentially consist in either inventing anything or otherwise creating the conditions which
the enterprise exploits. It consists in getting things done”.

9We discuss these alternative interpretations, and their empirical counterparts in Section 6.
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innovation process requiring accumulated inputs through time, and by treating the interest rate

as exogenous. That model also inherits Shleifer’s (1986) non-robustness to storage. In Matsuyama

(1999) the clustering of innovations also results from the short—term nature of monopoly rents,

though through a different channel. In his framework growth arises due to increasing product

variety. Thus the upsurge in growth there arises through drastic innovations that represent wholly

new (though partially substitutable) products, and is driven by a few leading sectors. This again

lends itself more easily to a long cycle interpretation rather than the decentralized growth that

we observe in the high volatility cycle. Freeman, Hong and Peled (1999) develop a model of

cycles featuring a “time to build” component in innovation. As they emphasize, this technology

describes “big” research or infrastructural projects, once again suggesting a long wave application

of the cycle. However, the resulting dynamics of the economy are, at least superficially similar to

those reported here.

The present paper proceeds as follows. Section 2 presents the economy’s fundamentals and

defines a general equilibrium, and, in Section 3, we show that one equilibrium of the model is an

acyclical growth path that is qualitatively identical to that studied by Grossman and Helpman

(1991). Section 4 presents the main results of the paper. We posit a cycle and derive the

equilibrium behavior of households, firms and entrepreneurs that would be consistent with such

a cycle. We then derive the sufficient conditions required for a unique cyclical equilibrium to

exist, and show that the cyclical equilibrium is stable. Section 5 examines the implications of our

equilibrium growth process for the endogenous relationship between long—run growth and short—

run volatility. We also compare the long run growth and welfare in the acyclical and cyclical

equilibria. Section 6 considers the implications of our model for some aggregates over the cycle

and compares these to available evidence. The final section concludes. Technical details of proofs

and derivations are relegated to the appendix.

2 The Model

2.1 Assumptions

Time is continuous and indexed by t. We consider a closed economy with no government sector.

Households have isoelastic preferences

U(t) =
Z ∞
t
e−ρ(s−t)

c(s)1−σ

1− σ
ds (1)
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where ρ denotes the rate of time preference and we assume that σ ∈ (0, 1). Each household
maximizes (1) subject to the intertemporal budget constraintZ ∞

t
e−[R(τ)−R(t)]c(τ)dτ ≤ B(t) +

Z ∞
t
e−[R(τ)−R(t)]w(τ)dτ (2)

where w(t) denotes wage income, B(t) denotes the household’s stock of assets at time t and R(t)

denotes the discount factor from time zero to t.

Final output is produced by competitive firms according to a Cobb-Douglas production func-

tion utilizing intermediates, k, indexed by i, over the unit interval:

y(t) = exp

µZ 1

0
ln ki(t)di

¶
. (3)

Final output is storable (at an arbitrarily small cost), but cannot be converted back into an input

for use in production. We let pi denote the price of intermediate i.

Output of intermediate i depends upon the state of technology in sector i, Ai (t) , and the

labor resources devoted to production, li, in a linear manner:

ksi (t) = Ai(t)li(t). (4)

Labor receives the equilibrium wage w(t). There is no imitation, so the dominant entrepreneur in

each sector undertakes all production and earns monopoly profits by limit pricing until displaced

by a higher productivity rival. We assume that intermediates are completely used up in produc-

tion, but can be produced and stored for use at a later date. Incumbent intermediate producers

must therefore decide whether to sell now, or store and sell later.

Competitive entrepreneurs in each sector attempt to find ongoing marginal improvements

in productivity by diverting labor effort away from production and towards innovation.10 They

finance their activities by selling equity shares to households. The probability of an entrepreneurial

success in instant t is δxi(t), where δ is a parameter, and xi is the labor effort allocated to

entrepreneurship in sector i. At any point in time, entrepreneurs decide whether or not to allocate

labor effort to innovation, and if they do so, how much. The aggregate labor effort allocated to

entrepreneurship is given by X(t) =
R 1
0 xi(t)dt.

New innovations dominate old ones by a factor eγ. Entrepreneurs with innovations must

choose whether or not to implement their innovation immediately or delay implementation until a
10This process can equivalently be thought of as a search for product improvements, process improvements,

organizational advances or anything else in the form of new knowledge which creates a productive advance over
the existing state of the art.
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later date. Once they implement, the knowledge associated with the innovation becomes publicly

available, and can be built upon by rival entrepreneurs. However, prior to implementation, the

knowledge is privately held by the entrepreneur. We let the indicator function Zi(t) take on the

value 1 if there exists a successful innovation in sector i which has not yet been implemented, and

0 otherwise. The set of periods in which innovations are implemented in sector i is denoted by

Ωi. We let V Ii (t) denote the expected present value of profits from implementing an innovation at

time t, and V Di (t) denote that of delaying implementation from time t until the most profitable

time in future.

Finally, we assume the existence of arbitrageurs who instantaneously trade assets to erode

any profit opportunities. There are three potential assets in our economy: claims to the profits

of intermediate firms, stored intermediate output and stored final output. As we shall see, in all

of the equilibria discussed below, only claims to the profits of intermediate firms will be traded

– intermediate and final output are never stored. However, the potential for stored output to

be traded imposes restrictions on the possible equilibria that can emerge.

In summary, our model is formally identical to that developed by Grossman and Helpman

(1991), but with an elasticity of intertemporal substitution, 1/σ, that exceeds unity. However,

we have expanded the set of possible strategies by divorcing the realization of innovations from

the decision to implement them (as in Shleifer, 1986) and by allowing intermediate output to be

potentially storable.

2.2 Definition of Equilibrium

Given an initial stock of implemented innovations represented by a cross—sectoral distribution of

productivities {Ai(0)}1i=0 and an initial distribution of unimplemented innovations, {Zi(0)}1i=0,
an equilibrium for this economy satisfies the following conditions:

• Households allocate consumption over time to maximize (1) subject (2). The first—order con-
ditions of the household’s optimization require that

c(t)σ = c(s)σeR(t)−R(s)−ρ(t−s) ∀ t, s, (5)

and that the transversality condition holds

lim
s→∞ e

−R(s)B(s) = 0 (6)
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• Final goods producers choose intermediates to maximize profits. The derived demand for

intermediate i is then

kdi (t) =
y(t)

pi(t)
(7)

• Intermediate producers set prices. It follows that the price of intermediate i is given by

pi(t) =
w(t)

e−γAi(t)
, (8)

and the instantaneous profit earned is

πi(t) = (1− e−γ)y(t). (9)

Note crucially that firm profits are proportional to aggregate demand.

• Labor market clearing: Z 1

0
li(t)di+X(t) = 1 (10)

Labor market equilibrium also implies

w(t)(1−X(t)) = e−γy(t) (11)

• Free entry into arbitrage. For all assets that are held in strictly positive amounts by households,
the rate of return between time t and time s must equal R(s)−R(t)s−t .

• There is free entry into innovation. Entrepreneurs select the sector in which they innovate so
as to maximize the expected present value of the innovation. Also

δmax[V Di (t), V
I
i (t)] ≤ w(t), xi(t) ≥ 0 with at least one equality (12)

• In periods where there is implementation, entrepreneurs with innovations must prefer to imple-
ment rather that delay until a later date

V Ii (t) ≥ V Di (t) ∀ t ∈ Ωi (13)

• In periods where there is no implementation, either there must be no innovations available to
implement, or entrepreneurs with innovations must prefer to delay rather than implement:

Either Zi(t) = 0, (14)

or if Zi(t) = 1, V Ii (t) ≤ V Di (t) ∀ t /∈ Ωi.

In what follows we characterize two types of equilibria that satisfy these conditions. The first

mirrors the familiar acyclical growth path analyzed by Grossman and Helpman (1991). However,

the second is a growth path featuring regular downturns and upsurges in economic activity.
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3 The Acyclical Equilibrium

Along an acyclical growth path, the rate of innovation is constant and output grows at a constant

rate. The key feature of this equilibrium is that innovation occurs every period and implementa-

tion occurs immediately, so that Zi(t) = 0 ∀ i, t. Although this growth path is well understood,
it is useful to briefly outline the equilibrium and, in particular, to see why implementation of

innovations is never delayed.

In the acyclical equilibrium, consumption is a continuous function of time and its growth rate

can be described by the familiar differential equation

ċ(t)

c(t)
=
r(t)− ρ

σ
. (15)

where r (t) = Ṙ denotes the instantaneous interest rate. Since all innovations are implemented

immediately, the aggregate rate of productivity growth is

g(t) = δγX(t) (16)

No—arbitrage implies that

r(t) + δX(t) =
π(t)

V (t)
+
V̇ (t)

V (t)
(17)

Since, innovation occurs in every period, free entry into entrepreneurship implies that

δV (t) = w(t). (18)

Putting these conditions together yields:

Proposition 1 : If

(1− e−γ)γ(1− σ) <
ρ

δ
< eγ − 1, (19)

then there exists an acyclical equilibrium with a constant growth rate given by

ga =
[δ(1− e−γ)− ρe−γ ]γ
1− γ (1− σ) e−γ

. (20)

Along this equilibrium growth path the first inequality in (19) implies that r(t) > ga(t) at

every moment.11 Along a balanced growth path, this condition must hold for the transversality

condition to be satisfied and hence for utility to be bounded. However, this condition also
11The second condition in Proposition 1 ensures that entrepreneurs are sufficiently profitable to warrant invest-

ment, when σ < 1. Otherwise growth would be zero.
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Figure 1: The Cyclical Growth Path

ensures both that no output is stored, and that the implementation of any innovation is never

delayed. The return on storage is the growth in the price of the intermediate good in non—

innovating sectors, which in turn equals ga(t). Thus, since r(t) > ga(t), it never pays to store

the intermediate.12 That delay is never optimal in this equilibrium can be seen by considering

the extreme case where obsolescence is certain after implementation. In this case the gain from

delay is the growth in profits equal to ga(t). However, since this gain is discounted at the rate

r(t), immediate implementation is always optimal. If obsolescence is not certain, the relative gain

from immediate implementation is even greater.

4 The Cyclical Equilibrium

In this section we posit a cyclical growth path along which innovations are implemented in clusters

rather than in a smooth fashion. We derive the optimal behavior of agents in such a cyclical

equilibrium and the evolution of the key variables under market clearing. We derive sufficient
12Obviously, since r > 0, final output is never stored either.
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conditions for the existence of such a cyclical equilibrium and show that market clearing implies

a unique positive cycle length and long run growth rate.

Suppose that the implementation of entrepreneurial innovations occurs at discrete intervals.

An implementation period is denoted by Tν where v ∈ {1, 2, ...,∞}, and we adopt the convention
that the vth cycle starts in period Tv−1 and ends in period Tν . The evolution of final output during

a typical cycle between implementation periods is depicted in Figure 1. A boom occurs when

accumulated innovations are implemented at Tv−1. After that there is an interval during which no

entrepreneurial effort is devoted to improvement of existing technologies and consequently where

all resources are used in production. During this interval, no new innovations are implemented

so that growth slows to zero. At some time TEv innovation commences again, but successful

entrepreneurs withhold implementation until time Tv. Entrepreneurial activity occurs throughout

the interval [TEv , Tv] and causes a decline in the economy’s production, as resources are diverted

away from production towards the search for improvements. At Tv all successful entrepreneurs

implement, and the (v + 1)th cycle starts with a boom.

Over intervals during which the discount factor does not jump, consumption is allocated as

described by (15). However, as we will demonstrate here, along the cyclical growth path, the

discount rate jumps at the boom, so that consumption exhibits a discontinuity during imple-

mentation periods. We therefore characterize the optimal evolution of consumption from the

beginning of one cycle to the beginning of the next by the difference equation

σ ln
c0(Tv)

c0(Tv−1)
= R(Tv)−R(Tv−1)− ρ (Tv − Tv−1) . (21)

where the 0 subscript is used to denote values of variables the instant after the implementation

boom. Note that a sufficient condition for the boundedness of the consumer’s optimization

problem is that ln c0(Tv)
c0(Tv−1) < R(Tv)−R(Tv−1) for all v, or that

1

Tv − Tv−1 ln
c0(Tv)

c0(Tv−1)
<

ρ

1− σ
∀ v. (22)

In our analysis below, it is convenient to define the discount factor that will be used to discount

from some time t during the cycle to the beginning of the next cycle. This discount factor is given

by

β(t) = R(Tv)−R(t) = R(Tv)−R(Tv−1)−
Z t

Tv−1
r(s)ds. (23)
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4.1 Entrepreneurship

Let Pi(s) denote the probability that, since time Tv, no entrepreneurial success has been made

in sector i by time s. It follows that the probability of there being no innovation by time Tv+1

conditional on there having been none by time t, is given by Pi(Tv+1)/Pi(t). Hence, the value of

an incumbent firm in a sector where no innovation has occurred by time t during the vth cycle

can be expressed as

V Ii (t) =

Z Tv+1

t
e−
R τ
t
r(s)dsπi(τ)dτ +

Pi(Tv+1)

Pi(t)
e−β(t)V I0,i(Tv+1). (24)

The first term here represents the discounted profit stream that accrues to the entrepreneur with

certainty during the current cycle, and the second term is the expected discounted value of being

an incumbent thereafter.

In the acyclical equilibrium, the role of secrecy is not relevant because innovators would

always prefer to implement even if it were possible that, by delaying, they could protect their

knowledge. Since simultaneous innovation can only occur with a second order probability in

that equilibrium, it is assumed away. In the cyclical equilibrium considered here, secrecy (i.e.

protecting the knowledge embodied in a new innovation by delaying implementation) can be

a valuable option.13 Innovations are withheld until a common implementation time, so that

simultaneous implementation is a possibility. However, as the following Lemma demonstrates,

such duplications do not arise in the cyclical equilibrium:

Lemma 1 In a cyclical equilibrium, successful entrepreneurs can credibly signal a success im-

mediately and all research in their sector will stop until the next round of implementation.

If an entrepreneur’s announcement is credible, other entrepreneurs will exert their efforts in

sectors where they have a better chance of becoming the dominant entrepreneur. One might

imagine that unsuccessful entrepreneurs would have an incentive to mimic successful ones by

falsely announcing success to deter others from entering the sector. But there is no advantage

to this strategy relative to the alternative of allocating effort to the sector until, with some

probability, another entrepreneur is successful, and then switching to another sector.14

13As Cohen, Nelson and Walsh (2000) document, delaying implementation to protect knowledge is a widely
followed practice in reality.
14With an arbitrarily small signalling cost, the equilibrium would involve strictly dominant strategies. This

equilibrium relies on the memoryless nature of the Poisson process governing innovation. However, with memory
a similar shutting down of innovation after a success would arise if innovative effort is directly observable so that
success can be inferred. In this case, however, it must not be possible for outsiders to observe the direction of the
innovative effort, otherwise incumbents might allocate effort in their own sectors to deter entry.
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In the cyclical equilibrium, entrepreneurs’ conjectures ensure no more entrepreneurship in

a sector once a signal of success has been received, until after the next implementation. The

expected value of an entrepreneurial success occurring at some time t ∈
³
TEv , Tv

´
but whose

implementation is delayed until time Tv is thus:

V Di (t) = e
−β(t)V I0,i(Tv), (25)

Since no implementation occurs during the cycle, the entrepreneur is assured of incumbency until

at least Tv+1. Incumbency beyond that time depends on the probability that there has not been

another successful innovation in that sector up until then.15 The symmetry of sectors implies that

innovative effort is allocated evenly over all sectors that have not yet experienced an innovation

within the cycle. Thus the probability of not being displaced at the next implementation is

Pi(Tv) = exp

Ã
−
Z Tv

TEv

δx̃i(τ)dτ

!
(26)

where x̃i(τ) denotes the quantity of labor that would be allocated to entrepreneurship if no

innovation had been discovered prior to time τ in sector i. The amount of entrepreneurship

varies over the cycle, but at the beginning of each cycle all industries are symmetric with respect

to this probability: Pi(Tv) = P (Tv) ∀i.

4.2 Within—cycle dynamics

Within a cycle, t ∈ [Tv−1, Tv], the state of technology in use is unchanging. A critical variable

is the amount of labor devoted to entrepreneurship, the opportunity cost of which is production.

In order to determine this, we first characterize wages paid to labor in production.

Lemma 2 The wage for t ∈ [Tv−1, Tv] is pinned down by the level of technology

w(t) = e−γ exp
µZ 1

0
lnAi(Tv−1)di

¶
= wv. (27)

The wage is completely pinned down by the technology given competition between the produc-

ing firms in attempting to hire labor. This competition does not drive the wage up to labor’s
15A signal of further entrepreneurial success submitted by an incumbent is not credible in equilibrium. This is

for the standard reason that innovation in other sectors is always more profitable than innovation in one’s own, so
that an incumbent’s success signals do not dissuade innovation.
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marginal product because firms earn monopolistic rents. However, it does ensure that labor ben-

efits proportionately from productivity advancements. We denote the improvement in aggregate

productivity during implementation period Tv (and, hence, the growth in the wage) by eΓv , where

Γv =

Z 1

0
[lnAi(Tv)− lnAi(Tv−1)] di (28)

Since wages are determined by the level of technology in use, and since this does not change

within the cycle, wages are constant within the cycle.

Following an implementation boom, the economy passes through two distinct phases:

The Slowdown:

As a result of the boom, wages rise rapidly. Since the next implementation boom is some time

away, the present value of engaging in innovation falls below the wage, δV D(t) < w(t). During

this phase, no labor is allocated to entrepreneurship and no new innovations come on line. Since

technology is unchanging, final output must be constant

g(t) =
ẇ(t)

w(t)
= 0 (29)

With zero growth, the demand side of the economy dictates that the interest rate just equal the

discount rate,

r(t) = σg(t) + ρ = ρ. (30)

Since the economy is closed, and there is no incentive to store either intermediate or final output

when r(t) ≥ 0, it must be the case that:

c(t) = y(t). (31)

During the slowdown, the expected value of entrepreneurship, δV D(t), is necessarily growing

at the rate of interest, r(t) = ρ, but continues to be dominated by the wage in production. Since

the wage is constant during the cycle, δV D(t), must eventually equal w(t). At this point, the

entrepreneurship commences. The following Lemma demonstrates that it does so smoothly:

Lemma 3 At time TEv , when entrepreneurship first commences in a cycle, wv = δV D(t) and

X
³
TEv

´
= 0.

The Downturn:

For positive entrepreneurship to occur under free entry, it must be that wv = δV D(t). Since the

wage is constant throughout the cycle, δV D(t) must also be constant during this phase. Since
14



the time until implementation for a successful entrepreneur is falling and there is no stream of

profits because implementation is delayed, the instantaneous interest rate must be zero.

r(t) =
V̇ D(t)

V D(t)
=
ẇ(t)

w(t)
= 0. (32)

With a positive discount rate, ρ > 0, a zero interest rate implies that consumption must be

declining. Since the economy is closed, it follows once again that, because there is no incentive

to store output, (31) holds.16 Hence, per capita output must also decline:

g(t) =
r(t)− ρ

σ
= −ρ

σ
. (33)

This occurs during the downturn because labor flows out of production and into entrepreneurship

(knowledge capital is being built). Using (11), (33) and the fact that X(TEv ) = 0, yields the

following expression for aggregate entrepreneurship at time t:

X(t) = 1− e− ρ
σ
[t−TEv ]. (34)

The proportion of sectors that have not yet experienced an entrepreneurial success by time

t ∈ (TEv , Tv) is given by
P (t) = exp

Ã
−
Z t

TEv

δx(τ)dτ

!
. (35)

Recalling that labor is only devoted to entrepreneurship in sectors which have not innovated since

the start of the cycle, the labor allocated to entrepreneurship in each sector is then

x(t) =
X(t)

P (t)
. (36)

Differentiating (35), and substituting in (36), we thus obtain the aggregate rate of entrepreneurial

success,

Ṗ (t) = −δx(t)P (t) = −δX(t). (37)

Observe that although the rate of decline in the proportion of sectors that have not yet innovated,

P (t), is proportional to the amount of entrepreneurship in each sector, the level reductions in

P are proportional to the aggregate amount of entrepreneurship. This reflects the fact that as

new innovations arise, aggregate innovative effort is allocated across fewer and fewer sectors. We

characterize an equilibrium in which the cycle is never long enough that all sectors innovate,

P (Tv) < 1. The parameter restrictions that ensure this is the case are discussed in Section 4.5.
16Although r = 0, strict preference for zero storage results from arbitrarily small storage costs.
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The dynamic movement of variables implied by our hypothesized cycle is sketched in Figure

1. The resulting allocation of labor to entrepreneurship (34) determines the size of the output

boom at the end of the cycle. Denote the interval over which there is positive entrepreneurship

by

∆Ev = Tv − TEv . (38)

Then we have:

Proposition 2 In an equilibrium where there is positive entrepreneurship only over the interval

(TEv , Tv], the growth in productivity during the succeeding boom is given by

Γv = δγ∆Ev − δγ

Ã
1− e− ρ

σ
∆E
v

ρ/σ

!
. (39)

Equation (39) tells us how the size of the productivity boom depends positively on the amount of

time the economy is in the entrepreneurship phase, ∆Ev . The amount of innovation in that phase

is determined by the movements in the interest rate, so once the length of the entrepreneurship

phase is known, the growth rate over the cycle is pinned down. The size of the boom is convex

in ∆Ev , reflecting the fact that as the boom approaches, the labor allocated towards innovation is

increasing. This also implies that the boom size is increasing in the depth of the downturn, since

from (34) the longer the downturn the greater the allocation of innovative effort and hence the

larger the decline in output.

4.3 Market Clearing During the Boom

For an entrepreneur who is holding an innovation, V I(t) is the value of implementing immedi-

ately. Just prior to the boom, when the probability of displacement is negligible, the value of

implementing immediately must equal that of delaying until the boom:

δV I(Tv) = δV D(Tv) = wv. (40)

During the boom, since entrepreneurs prefer to implement immediately, it must be the case that

V I0 (Tv) > V
D
0 (Tv). Thus the return to innovation at the boom is the value of immediate (rather

than delayed) incumbency. It follows that free entry into entrepreneurship at the boom requires

that

δV I0 (Tv) ≤ wv+1 (41)
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The opportunity cost to financing entrepreneurship is the rate of return on shares in incumbent

firms in sectors where no innovation has occurred. Just prior to the boom, this is given by the

capital gains in sectors where no innovations have occurred

β(Tv) = log

Ã
V I0 (Tv)

V I(Tv)

!
. (42)

Note that since the short—term interest rate is zero over this phase, β(t) = β(Tv), ∀ t ∈ (TEv , Tv).
Combined with (40) and (41) it follows that asset market clearing at the boom requires

β(Tv) ≤ log
µ
wv+1
wv

¶
= Γv. (43)

Provided that β(t) > 0, households will never choose to store final output from within a cycle

to the beginning of the next because it is dominated by the long—run rate of return on claims to

future profits. However, unlike final output, the return on stored intermediate output in sectors

with no innovations, is strictly positive because of the increase in its price that occurs as a result

of the boom. Even though there is a risk that the intermediate becomes obsolete at the boom, if

the anticipated price increase is sufficiently large, households may choose to purchase claims to

intermediate output rather than claims to firm profits.17

If innovative activities are to be financed at time t, households cannot be strictly better off

buying claims to stored intermediate goods. There are two types of storage that could arise,

but the return to each is the same. In sectors with unimplemented innovations, entrepreneurs

who hold innovations have the option of implementing immediately but not actually selling until

the boom. The best way to do this is to hire labor and produce an instant prior to the boom;

producing any earlier will not be any cheaper and will yield a higher probability of displacement.

Also, the best time to sell is an instant after the boom, since after the boom interest rates are

positive and demand is flat. Since the revenue is the same, the difference between producing an

instant before the boom and an instant after the boom, is that the former involves the current wage

and the latter involves the higher future wage. Thus, the return on claims to stored intermediates

is logwv+1/wv = Γv. In sectors with no innovation, incumbent firms could sell such claims, use

them to finance greater current production and then store the good to sell at the beginning of
17Since returns to innovation are identical across sectors, one may suppose that incumbents have an incentive to

store intermediate production and threaten to use it to undercut any future innovator in their sector. If credible,
such a threat would lead outside entrepreneurs to search for innovations in other sectors. However, such a threat
is not credible. If faced with an innovator holding a productive advantage that will be implemented at time T, an
incumbent would always have incentive to sell stockpiled intermediates before time T since by doing so they would
obtain a higher price than by delaying and selling it in competition with the new innovator.
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the next boom when the price is higher. In this case, since the cost of production is the same

whether the good is stored or not, the rate of return on claims to stored intermediates in sector

i is log pi,v+1 /pi,v = Γv.

It follows that the long run rate of return on claims to firm profits an instant prior to the

boom must satisfy

β(Tv) ≥ Γv. (44)

Because there is a risk of obsolescence, this condition implies that at any time prior to the boom

the expected rate of return on claims to stored intermediates is strictly less than β(t).

Combining (43) and (44), and observing that β(Tv) = σΓv + ρ∆Ev , yields the following impli-

cation of market clearing during the boom for the long—run growth path:

Proposition 3 Long run asset market clearing requires that

Γv =
ρ∆Ev
1− σ

. (45)

Since the short term interest rate during the downturn is zero, asset market clearing requires that

the long term interest rate at the end of the downturn is equal to its value at the beginning. The

value at the end must equal the size of the productivity boom in equilibrium; the value at the

beginning reflects the size of the future boom and the time until it occurs. It follows that asset

market—clearing yields a unique relationship between the length of the downturn and the size of

the subsequent productivity boom.

Figure 2 depicts the two conditions (39) and (45) graphically. As shown by the solid lines,

combining the two conditions yields a unique (non—zero) equilibrium pair (Γ,∆E) that is consis-

tent with the within—cycle dynamics and the asset market clearing condition. Combining them

implies that ∆E must satisfy µ
1− ρ

δγ(1− σ)

¶
∆E =

1− e− ρ
σ
∆E

ρ/σ
(46)

Note that although we did not impose any stationarity on the cycles, the equilibrium conditions

imply stationarity of the size of the boom and the length of the downturn. For a unique positive

value of ∆E that satisfies this condition to exist it is sufficient that ρ
δγ(1−σ) < 1.
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Figure 2: Equilibrium Recession length and Boom Size

4.4 Optimal Entrepreneurial Behavior

It has thus far been assumed that entrepreneurs are willing to follow the innovation and implemen-

tation sequence hypothesized in the cycle. The equilibrium conditions that we have considered

so far effectively assume that entrepreneurs who plan to innovate will implement at Tv and that

they start innovation at TEv . However, the willingness of entrepreneurs to delay implementation

until the boom and to just start engaging in innovative activities at exactly TEv depends crucially

on the expected value of monopoly rents resulting from innovation, relative to the current labor

costs. This is a forward looking condition: given Γ and ∆E , the present value of these rents

depend crucially on the length of the subsequent cycle, Tv+1 − Tv.
Since Lemma 3 implies that entrepreneurship starts smoothly at TEv , free entry into entrepre-

neurship, requires that

δV D(TEv ) = δe−β(T
E
v )V I0 (Tv) = wv (47)

Since the increase in the wage across cycles reflects only the improvement in productivity:

wv+1 = eΓwv, and since from the asset market clearing conditions, we know that β(TEv ) = Γ, it

immediately follows that the increase in the present value of monopoly profits from the begin-

ning of one cycle to the next must, in equilibrium, reflect only the improvements in aggregate

productivity:

V I0 (Tv+1) = e
ΓV I0 (Tv). (48)
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Equation (48) implies that, given some initial implementation period, and stationary values of Γ

and ∆E , the next implementation period is determined. Notice, once again that this stationarity

is not imposed, but is an implication of the equilibrium conditions. Letting ∆v = Tv − Tv−1, we
therefore have the following result:

Proposition 4 Given the boom size, Γ, and the length of the entrepreneurial innovation phase,

∆E, there exists a unique cycle length, ∆, such that entrepreneurs are just willing to commence

innovation, ∆E periods prior to the boom.

In the appendix we show that the implied cycle length is given by

∆ = ∆E +
1

ρ
ln
h
1 + µ∆E

i
, (49)

where

µ =

µ
ρ

δγ(1− σ)
− ¡1− e−γ¢¶ /Ã1− e−γ

ρ
− e

−γ

δ

!
> 0. (50)

In addition, the equilibrium conditions (12), (13) and (14) on entrepreneurial behavior also

impose the following requirements on our hypothesized cycle:

• Successful entrepreneurs at time t = Tv, must prefer to implement immediately, rather than

delay implementation until later in the cycle or the beginning of the next cycle:

V I0 (Tv) > V
D
0 (Tv). (E1)

• Entrepreneurs who successfully innovate during the downturn must prefer to wait until the
beginning of the next cycle rather than implement earlier:

V I(t) < V D(t) ∀ t ∈ (TEv , Tv) (E2)

• No entrepreneur wants to innovate during the slowdown of the cycle. Since in this phase of the
cycle δV D(t) < w(t), this condition requires that

δV I(t) < w(t) ∀ t ∈ (0, TEv ) (E3)

Figure 3 illustrates the evolution of the relevant value functions in the cyclical equilibrium, and

the productivity adjusted wage wv/δ. At the beginning of the cycle wv = δV I(Tv) > δV D(Tv).

Since the wage is constant, δV D(t) grows and δV I(t) declines during the first phase of the cycle,
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this condition implies that δV D(t) and δV I(t) must intersect before δV D(t) reaches w(t). It

follows that when entrepreneurship starts, it is optimal to delay implementation, V D(TEv ) >

V I(TEv ). Over time, during the entrepreneurship phase, the probability of not being displaced at

the boom if you implement early declines so that V I(t) rises. Eventually, an instant prior to the

boom, V I(Tv+1) = V D(Tv+1), but until that point it continues to be optimal to delay. At the

boom, the value of immediate implementation rises by more than the value of delay, so that all

existing innovations are implemented. However, since the wage increases by at least as much as

V I(t), entrepreneurship ceases and the cycle begins again.

4.5 Existence

In constructing the equilibrium above we have implicitly imposed the requirement that the down-

turn is not long enough that all sectors innovate:

P (T ) > 0. (E4)

The following proposition demonstrates that there is a non—empty parameter space such that the

triple (∆E ,∆,Γ) > 0 solving (39), (45) and (49) also implies that conditions (E1), (E2), (E3) and

(E4) are satisfied.
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Proposition 5 If

max
£
(1− e−γ)γ(1− σ), γ(1− σ)− σ

¤
<

ρ

δ
< γ(1− σ)− σ

³
1− e−( 1−σσ )γ

´
(51)

then there exists a unique cyclical equilibrium growth path, (∆E ,∆,Γ).

The left—hand inequality in (51) is sufficient for (E1) to hold. This is equivalent to the transver-

sality condition that the long run interest rate exceeds the long run growth rate. It also implies

that, during the cycle, the instantaneous interest rate always exceeds the instantaneous growth

rate. This implies that at the beginning of a cycle, implementation is never delayed, because any

gain in profits from delay is less the rate at which it is discounted. However, during the downturn,

this the left side of (51) also implies that implementation is delayed until the next boom, (E2).

To understand this, note that the boom is the only time during the cycle at which the increment

in output exceeds the increment in the discount factor. Although, the increment in productivity,

Γ, exactly equals the increment in the discount factor, β, the reallocation of resources back into

production implies that output increases by more than the increment in productivity. Thus, the

increase in profits at the boom exceeds the rate at which they are discounted. If the probability of

being displaced is sufficiently low (which it is towards the end of the cycle), there is an incentive

to delay implementation. The right—hand inequality in (51) is necessary for (E4) to be satisfied,

so that not all sectors innovate during the cycle. It is also sufficient to ensure that the value

of immediate implementation, V I(t), declines monotonically during the slowdown. Since, at the

beginning of the cycle, δV I(Tv−1) = wv, (E3) follows.

The parameter restrictions imposed by (51) are stronger than those needed for the existence

of the acyclical equilibrium in (19). Note, however, that while they are sufficient for existence

they are not necessary. In particular, the cyclical equilibria can exist even if the condition that

γ(1− σ)− σ < ρ
δ , is violated. Table 1 (in Section 5) gives some parameter examples that satisfy

(51), and yield long run growth rates in the 2-3% range. Perhaps the strongest implication of

these restrictions is that σ must be strictly below 1. This should not be surprising: the existence

of the cycle depends in part on the willingness of households to put off consumption during the

downturn in exchange for a high return on their savings during the boom.18

18Estimates of σ based on aggregate consumption data typically exceed 1. However, as Beaudry and van Wincoop
(1996) document, these estimates are biased upwards. When one uses more disaggregate data, values below 1 cannot
be rejected.
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4.6 Stability

4.6.1 Stability of the instantaneous equilibrium

In every instant of the cycle, labor chooses between entrepreneurship and production, entre-

preneurs choose between implementing today or delaying until tomorrow, and incumbents must

decide whether to sell now or store. We now consider the stability of the instantaneous equilibrium

with respect to each of these decisions in turn:

Stability in the labor market: Consider a small perturbation of the equilibrium such that

at t, too little labor, by an amount ε, flows into entrepreneurship. In the slowdown, production

strictly dominates entrepreneurial effort, w(t) > δmax[V D(t), V I(t)]. Small errors of this kind,

will thus not affect others’ optimal behavior. The same is not true, however, in the downturn,

when w(t) = δV D(t). Then from (33) the short—run growth rate is given by g (t) = − ρ
σ + ε. It

follows from (15) that r (t) > 0, so that V̇
D(t)

V D(t)
> 0, which, since ẇ(t)w(t) = 0, implies more labor will be

allocated to entrepreneurship. Thus, since a smaller than equilibrium flow into entrepreneurship

induces greater incentives for entrepreneurship, the relationship is stable.

Stability of entrepreneurial delay: Suppose now that some measure of entrepreneurs er-

roneously implement their innovations immediately during the downturn rather than delaying.

Such unanticipated implementation leaves V D (t) unchanged because the technology in use at

the time of the boom is unchanged – some of it has just been implemented earlier. However,

it raises V I (t) due to the unexpected increase in productivity of technology τ ∈ [t, Tv]. Since
V D (τ) is discretely bigger than V I (τ) over this phase, a small deviation from the equilibrium

has no effect on incentives to delay. This is true even the instant before implementation, since

limτ→Tv V D (τ)−V I (τ) = 0. This limit still converges following a surprise implementation, since
the two terms must be equivalent at Tv. Thus, although earlier implementation raises V I relative

to V D, it cannot alter the relative ranking of the two.

Stability of No—Storage: Long—run asset market clearing in a cyclical equilibrium requires

that the return on claims to firm profits equals the return to storage in the last instant of the

cycle, β(Tv) = Γ. Consider a mistaken offer to finance the production of extra intermediate

output for storage, by buying claims to the stored output. This act effectively draws labor effort

out of entrepreneurship causing the anticipated value of Γ to decline so that β(Tv) > Γ. In the

next instant the buyer will be better off selling the intermediate output and using the proceeds

to finance entrepreneurs, which will restore the equilibrium.
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4.6.2 Dynamic stability

A second notion of stability relates to the dynamic convergence of the economy to its long—run

growth path. Like the acyclical growth path, the cyclical equilibrium is “jump stable”. As our

analysis demonstrates, there is a unique triple
³
Γ,∆E ,∆

´
that is consistent with equilibrium.

Thus the economy necessarily involve jumps to this long run path since no other
³
Γ,∆E ,∆

´
triple can hold, even in the short run, without violating the equilibrium conditions. In principle,

the economy could jump to the acyclical equilibrium if expectations regarding which equilibrium

the economy is in were to change in a coordinated way. However, it should be emphasized that

the cycles generated by our model are not the result of exogenous shifts in expectations, as in

Evans, Honkapohja and Romer (1998) for example. Note finally that there is one element of

indeterminacy in the cycling equilibrium; the length of the first cycle ∆0 is indeterminate on the

interval [∆E ,∆] since there is no previous entrepreneurship phase to pin it down.

5 Implications for Growth, Welfare and Volatility

In this section we compare the long—run growth rates in the cycling and acyclical economies and

examine the impact of changes in the productivity of innovative effort.

5.1 Growth and Welfare in Cyclical and Acyclical Economies

Let the average growth rate in the cycling equilibrium be denoted

gc = Γ/∆, (52)

and recall the acyclical equilibrium growth, ga given in (20). Then we have

Proposition 6 The long run growth rate in the cyclical equilibrium gc exceeds that in the acyclical

equilibrium, ga.

The cyclical equilibrium yields higher average growth because all entrepreneurship occurs in the

downturn when growth is negative and the interest rate is low relative to the economy’s long

run average. Thus compared with the acyclical economy where the interest rate is constant, the

same expected flow of profits for the same expected length of incumbency has higher value in the

cycling economy, thereby inducing more entrepreneurship and higher growth.
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Although the long—run growth rate is higher in the cyclical equilibrium, the same is not true

of welfare. Consider two economies that start with an identical stock of implemented technologies

and zero unimplemented innovations. Suppose one of the economies is in a cyclical equilibrium

at the beginning of a cycle and the other is in an acyclical equilibrium. Then:

Proposition 7 Welfare in the acyclical economy exceeds that in the cyclical one.

There are three key differences that determine relative welfare in the two economies: (1) the

long—run growth rate in the cyclical economy is higher, (2) the initial consumption in the cyclical

economy is higher because some labor is allocated to production in the acyclical economy, whereas

none is during this phase of the cyclical equilibrium, and (3) until the next boom, the short—run

growth rate in the cyclical economy is zero or negative, whereas it is positive in the acyclical

one. As the Proposition demonstrates, this last factor dominates, so that welfare is lower in the

cyclical economy.

5.2 Impact of Entrepreneurial Productivity

Consider the impact of an increase in entrepreneurial productivity δ on the cyclical growth path.19

Lemma 4 An increase in δ results in shorter cycles, smaller booms and shorter recessions.

To understand these results first consider Figure 2. For a given cycle length and downturn length

(∆,∆E), an increase in δ causes the size of the boom to be larger because entrepreneurship is

now more productive. This is illustrated by the outward shift in OA to OA’. However, now the

economy would be to the right of OB, so that the asset market is out of equilibrium, with β < Γ

just prior to the boom, so that there is an incentive to store. Arbitrageurs would be willing to

offer incumbents and entrepreneurs incentives to produce more intermediate output than needed

to supply current demand. In particular, entrepreneurs with unimplemented innovations would

respond by bringing production forward slightly from the boom. But if all entrepreneurs do this,

the boom would actually occur earlier and the incentive to store would disappear. Applying this

argument recursively, one can see that the length of the downturn (and hence the entire) cycle

would fall until it is just short enough to ensure that for the (smaller) size of the boom that

results, the incentive to produce early and store has been removed (i.e. β = Γ just prior to the
19 In our model human capital is normalized to unity. However, in a more general set up, varying the amount of

human capital would be equivalent to varying δ.
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boom). Thus, as noted in the Lemma, the cycle length, recession length and boom size, would

all fall.

The economy’s volatility is also affected by a change in δ. Since the standard deviation is not

well—defined in our context, we measure volatility as the average absolute size of deviations in log

output from trend:

Σ =
1

∆

Z ∆−∆E

0
|Γ− gct|dt+ 1

∆

Z ∆

∆−∆E
|Γ− ρ

σ
(t− (∆−∆E))− gct|dt (53)

The variable δ affects this through numerous channels; ∆,∆E and gc. Though the affects on phase

lengths are unambiguous (see Lemma 4), the relationship between on gc and Σ is not analytically

clear. The first three rows of Table 1 shows how growth, volatility and cycle length vary with

changes in δ, within the parameter space given by (51). These numerical examples illustrate what

extensive simulations show is a more general result:

The long—run relationship between growth, gc, and volatility, Σ, across economies with different

levels of entrepreneurial productivity is negative.

Thus, the relationship between growth and volatility across cyclical equilibrium is, at least su-

perficially, consistent with the empirical results of Ramey and Ramey (1995). Note however that

this relationship does not represent the impact of volatility on growth, nor the impact of growth

on volatility. Rather it is an induced relationship due to variation in the productivity of entrepre-

neurship. Note further that, as Table 1 illustrates, the relationship induced by changes in other

parameters is not always negative.

Table 1: Growth and Volatility

Benchmark Parameters Long Run Volatility Cycle
δ γ ρ σ Growth, (%) Σ Length, ∆
2.0 0.120 0.025 0.25 2.67 0.194 3.8
2.4 3.26 0.186 2.6
1.8 2.38 0.200 4.9

0.115 2.44 0.190 4.4
0.125 2.91 0.201 3.4

0.022 2.70 0.189 3.3
0.028 2.64 0.199 4.4

0.20 2.68 0.202 2.7
0.27 2.66 0.191 4.4
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6 Implications for the Business Cycle

We have detailed a mechanism through which the process of creative destruction that drives

growth in a multi—sector economy can also result in endogenous fluctuations due to strategic

complementarity. While we do not claim that the model can provide a full account of the business

cycle, in this section we consider the extent to which some essential features of the implied

cyclical process are qualitatively consistent with the facts. In our conclusion we also discuss

several extensions to the model that we believe will allow it to match the data more closely. We

emphasize that our discussion relates more closely to the NBER definition of the business cycle,

rather than the quarter—to—quarter fluctuations emphasized by the RBC literature.

6.1 The Downturn is not a Consequence of Mismeasurement

The downturn in our cycle results from the allocation of labor to entrepreneurship in anticipation

of the upcoming boom. Since this reallocation represents an investment in intangible assets, one

may wonder whether the implied downturn is really just a result of mismeasurement which would

disappear if we included intangible investment, I(t), in computing aggregate GDP. If we did so,

aggregate GDP during the downturn would be

GDP = c(t) + I(t) = y(t) +wvX(t)

= π(t) +wv[1−X(t)] +wvX(t) (54)

= (1− e−γ)y(t) +wv.

Thus, the downturn does not arise from mismeasurement – even though the wage is constant

through the cycle, GDP declines because profits decline.20 This is because imperfect competition

in the intermediate sector implies that the total marginal cost of labor leaving production (i.e. its

marginal product) exceeds the private marginal cost (i.e. the wage). Although workers are equally

well off in the two activities, the re—allocation has a negative externality on current profits.21

6.2 Stockmarket Implications

Our model also has predictions for the cyclical behavior of the stockmarket. In particular, it

predicts that although the average value of firms on the stock market is not strictly procyclical,
20Computing GDP at factor cost (profits plus wages) yields the same result.
21A similar implication emerges in the GPT driven downturn discussed by Helpman and Trajtenberg (1998).
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it does anticipate movements in GDP. To see this, observe that the stock market in our model

consists of three types of firm: incumbents in sectors where no new innovations have occurred,

“terminal” incumbents in sectors where innovations have occurred, and new entrants in those

sectors that have not yet implemented, but have value.22 In the slowdown, only the first type

of firm exists, but during the downturn all three are present. At any point in time the measure

of sectors in which no innovation has occurred is P (t), therefore the total value of firms on the

stockmarket is given by

Π(t) = (1− P (t))[V T (t) + V D(t)] + P (t)V I(t), (55)

where V T (t) denotes the value of “terminal” firms who are certain to be made obsolete during

the next wave of implementation. The value of these firms can be written as

V T (t) = V I(t)− P (Tv)
P (t)

V D(t). (56)

Substituting into (55) yields

Π(t) = V I(t) + (1− P (t))
·
1− P (Tv)

P (t)
V D(t)

¸
. (57)

During the slowdown, P (t) = 1 so that Π(t) = V I(t). Immediately prior to the boom P (t) =

P (Tv), so that again Π(Tv) = V I(Tv). Thus, the evolution of the aggregate value of the stock-

market during the cycle resembles that of incumbent firms in sectors that have not yet innovated,

V I(t), (see Figure 3) except that during the downturn it is always higher, reflecting the fact that

incumbents with uncertain longevity are being replaced by new entrants who will have incum-

bency for at least one full cycle length.23

Thus, although the value of the stockmarket increases during the boom (although less so than

output), it falls during the slowdown, in anticipation of the subsequent recession, and rises during

the downturn, in anticipation of the subsequent boom. This cyclical anticipation of future profits

implicit in aggregate stock prices accords well with the findings of Hall (2001), who compares the

growth rate of cash flows implicit in securities values with the actual five—year forward growth rate

of cash flow (see his Figure 9). He argues that between 1955 and 2000, aggregate movements in

the stockmarket over the business cycle were validated by subsequent profit experience. While, of

course, much of the variation in profits reflect unexpected shocks to the economy, Hall’s results are
22More generally, we could interpret firms as bundles of “ideas” which are implicitly valued in the traded shares.
23 If it were not for this potential obsolescence, incumbents and entrants would be equally valued, since profits

depend only on aggregate demand.
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consistent with the view that a significant component of cyclical fluctuations is indeed anticipated

by equity markets.

6.3 The Clustering of Implementation

A crucial feature of the cycle is that the implementation of innovations is clustered over time and

is pro—cyclical. Indeed, this is a feature our model shares with the pure RBC model, although

our interpretation of a business cycle is somewhat different and we actually model the clustering

rather than assume it arises exogenously. Recently, a number of authors including Burnside, et

al.(1995) and Basu (1996) have questioned the importance of shocks to technology. In particular,

once one takes account of variations in capital utilization and labor hoarding over the cycle, the

implied movements in TFP are much smaller and much less procyclical. However, King and

Rebelo (2000) argue that once one endogenizes variations in factor utilization (by introducing

adjustment costs), large fluctuations in output can result from small changes in TFP. Moreover,

the TFP movements needed to account for output movements, are hardly ever negative, and

hence more consistent with their interpretation as technology improvements.

There is, however, more direct evidence of procyclical clustering of implementation during

booms. Geroski and Walters (1995) investigate high frequency movements in both the granting

of patents in the US to UK firms and the implementation of major innovations in the UK for

the period 1948-83. They find that the implementation of innovations and patenting activity are

procyclical,24 and that they occur in small (several year) clusters. Based on Granger causality

tests, they argue that changes in demand cause changes in innovation. However, Collins and Tao

(1998) demonstrate that the econometric methodology underlying this last result is invalid and

argue that the relationship likely exhibits two—way causation. More generally, Griliches’ (1990)

survey on patents also concludes that the basic procyclicality of patenting, first suggested by

Schmookler (1966), has not been overturned.

6.4 The Countercyclicality of Innovative Effort

Another central feature of the equilibrium cycle is that innovative effort is countercyclical. One

often used measure of innovative effort is R&D expenditure. Fatas (2000) documents that growth

in real R&D expenditures in the US is positively correlated with real GDP growth. However, if we
24Though Geroski and Walters term their observations “innovations”, their data involves the actual implemen-

tation of innovations. It therefore corresponds to implementation in our terminology.
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consider only privately funded R&D and distinguish between basic research, which is not generally

driven by commercial considerations (and is a small proportion of the total), and applied research

which is, then this stylized fact is not so clear. There is, in fact, no significant correlation between

growth rates in real applied research (NSF data) and real GDP for the US over the period 1953

to 1999. As may be seen in Figure 5, although the big increases during the 50s and 60s appear

to occur during booms, those of 1973-74, 1981 and 1991 occur during recessionary periods. The

increase during the mid—1990s is an outlier in this regard, perhaps associated with the IT boom,

but it is interesting to note that during the period of rapid GDP growth in 1998, applied research

declines.

Figure 4: Applied Research and GDP Growth in the US

On the whole then, the evidence on R&D expenditures is not strongly supportive of either a

pro— or counter—cyclical view. However, innovation is a much broader concept than that measured

by R&D investment. Much of the entrepreneurial function in modern production is undertaken

by skilled workers and managers within industries.25 Since much of their innovative effort occurs

without separately measured expenditures or occupational reallocation, the usual aggregate data

sets are not helpful. Instead, what we require is detailed information about plant level activities.

Although the evidence so far is disparate, a number of studies (discussed below) have used either
25This interpretation of innovation is not unlike the “reorganization” activity emphasized by Hall (2000). Note

that although incumbents in our model would not engage in innovation within their own product line, they do have
an incentive to innovate in other product lines.

30



specialized data sets based on surveys or proxies to obtain related estimates.26

A frequently emphasized feature of business cycles is the apparent employment of labor dur-

ing recessions beyond that which is technologically necessary to meet regular production require-

ments. Recently, the RBC literature has argued that this behavior reflects “labor hoarding” –

like capital, there are significant costs to adjusting labor (e.g. hiring and firing costs) which cause

firms to hold on to skilled labor during recessions. However, another interpretation is that this

labor is actually doing something productive – coming up with new ideas and approaches that

will be useful in the future. In a survey of US manufacturing plants, Fay and Medoff (1985) find

that during a trough quarter the typical plant paid for about 8 percent more labor hours than

technologically necessary. Only half of this was hoarded labor – the remainder was used in other

productive activities. Of the respondents that re-assigned workers during recessions (more than

half of respondents), about one third allocated them to “reworking output” and another third to

“training”.

One might suspect that innovative activities are more likely to require skilled, non—production

workers, so that during downturns the ratio of skilled to unskilled workers should rise. Although

this is typically the case in the data, it is possible that this is motivated by labor hoarding

since the costs of adjustment for skilled workers are relatively high. However, such a motivation

would not lead to an absolute increase in skilled employment during a downturn. Using Span-

ish Manufacturing data (a balanced panel of 1080 non-energy manufacturers from 1986-1991),

Aguirregabiria and Alonso-Borrego (2001) find the employment of white collar workers to be

significantly countercyclical – a 1% decrease in real sales implied a 19% decrease in employment

of blue collar workers, but a short term increase of 14% and 16% in employment of professionals

and managers, respectively.

More direct evidence of what managers are doing during downturns is provided by Nickell,

Nicolitsas and Patterson (2001). They investigate whether managerial innovations occur in down-

turns using 2 unique data sets. The first, based on the Confederation of British Industries Pay

Databank (66 manufacturing firms during the period 1981-86) includes information on two mea-

sures of innovation - the removal of restrictive practices and the introduction of new technology.

The second data set includes small to medium sized manufacturing firms in engineering, plastics,
26 If we interpret innovative effort even more broadly to include any withdrawal of labor effort from contempora-

neous production to activities that increase future productivity, it is also suggestive that post-secondary educational
investments in OECD countries are counter-cyclical (Sakellaris and Spilimbergo, 2000).
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electronics and food, drink and tobacco. This categorizes levels of managerial innovation from

91-94 and compares them to lagged performance variables from the period 88-91.27 Both data

sets support the view that when demand is slack and profitability low, managers and workers

devote more time to innovation. In the second data set, for example, a fall in profit per employee

of 2000 British pounds or more led to a 40 to 60 percentage point increase in the probability that

the level of managerial innovation increases from moderate to major in the subsequent period.

6.5 Downturns and Subsequent Productivity Growth

In the cyclical process implied by our model, larger downturns are associated with bigger booms.

This is broadly consistent with the aggregate empirical characterizations of Pesaran and Potter

(1997) and Altissimo and Violante (2001). More direct evidence is provide by Atella and Quin-

tieri (1998). Using Italian data for 9 industries from 1967 to 1990, they find strong evidence

that downturns tend to be followed by subsequent increases in TFP. The correlation of negative

demand movements with subsequent TFP growth was greater than either public capital or R&D

expenditures. In a similar study for 2-digit SIC industries in the US (using the NBER annual

productivity database from 1958-1991), Malley and Muscatelli (1999) find that demand reduc-

tions to manufacturing as a whole are significantly positively correlated with subsequent TFP

growth.28

The notion that downturns will enhance long—run growth, is often associated with the impact

of negative shocks in the context of Schumpeterian growth models. The reason is that by lowering

wages, recessions reduce the opportunity costs of innovative effort and induce greater productivity

improvements (see Aghion and Saint Paul (1998) for a survey). However, as illustrated by Barlevy

(2001), while this may be socially optimal, it is not a necessary consequence of a decentralized

equilibrium in all Schumpeterian growth models.29 Moreover, it should be recognized that this

“opportunity cost” view of recessions emphasizes a different mechanism from that driving the

relationship between recessions and booms here. In the cyclical equilibrium that we detail, wages
27The managerial innovation variables included: significant change in structure; organization leaner as result of

change; significant changes resulting in more decentralized organization; significant changes in human resources
management practices and industrial relations; the implementation of just in time technologies.
28At a more disaggregated level, they find that temporary industry level downswings are associated with long

term productivity gains (9 out of 20 industries showed a significant relationship between demand innovations and
subsequent TFP growth, with all but one being negative. These effects tended to be highest in those sectors with
high job reallocation rates, controlling for capital intensity.
29Barlevy (2001) shows that, in the presence of aggregate shocks, the timing of innovations may be an additional

source of inefficiency in the Schumpeterian growth process.
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are constant during the downturn (there is no negative “shock”). The clustering of innovation

occurs because the discounted benefits rise as the next boom approaches – the downturn is a

consequence of the withdrawal of labor from production, not a cause.

7 Concluding Remarks

This paper has established the existence of cycles along a balanced growth path of a completely

standard multi—sectoral Schumpeterian growth model that allows for the possibility of delayed

implementation and storage. Specifically, we show that: even with multiple sectors, in general

equilibrium, with reasonable assumptions on preferences, technology and market competition, no

static increasing returns to scale, no stochastic expectations, no threshold effects, and rational

forward looking behavior, there exists a business cycle that is interlinked with the economy’s

growth process. Moreover, we establish conditions under which a unique cycling equilibrium

arises.

The endogenous cycles generated by our model have several features that we believe are

crucial to understanding actual business cycles. First and foremost, the cyclical fluctuations are

the result of independent actions by decentralized decision—makers. They are not the result of

economy—wide shocks or economy—wide technological breakthroughs, but emerge as a result of

pecuniary demand externalities that induce coordination. This is true of both the boom, which

reflects Shleifer’s formalization of “animal spirits” in the joint implementation of innovations,

and of the downturn, which reflects the common incentives of entrepreneurs in anticipation of

the upcoming boom. Second, as in our cycle, the quantitative analyses of Emery and Koenig

(1992), Sichel (1993) and Balke and Wynne (1995), suggest that the average cycle starts with a

growth spurt which is then followed by a growth slowdown before the economy enters a period

of relatively constant decline during the recessionary phase. Thirdly, as is consistent with the

findings of Pesaran and Potter (1997) and Altissimo and Violante (2001) there is a positive

feedback from downturns to subsequent cyclical upturns. Finally, the equilibrium relationship

between growth and volatility is negative, which is consistent with the cross—country evidence of

Ramey and Ramey (1995).

A valuable feature of the model developed here is its parsimony. Apart from a slight gener-

alization of preferences, the model is identical to Grossman and Helpman (1991, Ch. 4). The

ultimate value of theoretical endeavors aimed at understanding the interactions between growth
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and cycles will be in their ability to provide a convincing account of the high frequency data.

While the model fits some features of the “normal” business cycle, we do not claim to have done

that yet. However, the model’s simplicity allows it to be used as a platform for these more empir-

ically motivated extensions. The central mechanism described here is robust to extensions which

shall be explored in future work, and which we briefly describe below:

• Abruptness of the boom – The growth spurt and the start of the slowdown are unrealisti-

cally abrupt. In reality expansions tend to be spread out over time, so that positive growth is

more common than zero or negative growth. However, the expansion can be made longer and

smoother by allowing for a period of learning—by—doing in sectors with newly implemented inno-

vations, such that maximum productivity is not achieved immediately.30 In contrast to Shleifer

(1986), innovations are not immediately imitated upon implementation and incumbents retain

their position for the duration of the cycle. So long as firms learn quickly enough to ensure that

the initial wage exceeds the value of entrepreneurship, the cycle continues to exist.

• Tangible capital assets – Although we allow for saving through intangible assets and for the

possibility of storing output, we assume away physical capital as a vehicle for smoothing aggregate

consumption over time. Introducing physical capital that is completely liquid would destroy the

cyclical equilibrium because households would try to consume the anticipated benefits of the boom

in advance by dis—saving. However, suppose (realistically) that capital exhibits “putty—clay”

characteristics, and the capital—labor ratio cannot be adjusted fully except through expansion,

then the cyclical equilibrium would still exist. During the downturn, capital would be left idle as

complementary labor resources shift out of production. Because of the high opportunity cost (the

return on intangible assets), investment in new capital would be delayed until after the initial

boom that is associated with implementation and the increased utilization of existing capital.

• Aggregate uncertainty –The length and other characteristics of actual business cycles, vary

from cycle to cycle and look rather different from the deterministic equilibrium cycle described

here. However, introducing a degree of aggregate uncertainty would be possible without changing

the basic analysis. For example, the stochastic arrival of GPTs that raises productivity in all

sectors, say, would cause the size and length of booms and recessions between GPTs to vary over

time. Moreover, the indeterminacy regarding the length of the initial cycle can yield a sunspot

equilibrium in which the cycle is inevitable, but the length of the cycle is stochastic.

30Alternatively one could introduce adjustment costs in the reallocation of labor across sectors.
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Appendix

Proof of Proposition 1: From the household’s Euler equation we have

σg(t) + ρ = r(t). (58)

Differentiating (18) yields V̇ (t)V (t) =
ẇ(t)
w(t) = g(t). Substituting into (17) and rearranging gives

r(t) =
δ(1− e−γ)(1−X(t))

e−γ
+ δγX(t)− δX(t) (59)

Equating (58) and (59) and solving for the stationary allocation of labor to entrepreneurship thus

yields

X(t) = X∗ =
δ(1− e−γ)− ρe−γ

δ − (1− σ)e−γδγ
. (60)

Substituting into (16) gives (20). Note that with σ < 1, the existence of a positive growth path

requires that δ(1−e−γ) > ρe−γ which rearranges to the second inequality in (19). Also for utility

to bounded and the transversality condition to hold requires that r(t) > g(t). Using (20) and

(58) a sufficient condition given by the first inequality in (19).

Proof of Lemma 1 We show: (1) that if a signal of success from a potential entrepreneur is

credible, other entrepreneurs stop innovation in that sector; (2) given (1) entrepreneurs have no

incentive to falsely claim success.

Part (1): If entrepreneur i0s signal of success is credible then all other entrepreneurs believe that i

has a productivity advantage which is eγ times better than the existing incumbent. If continuing

to innovate in that sector, another entrepreneur will, with positive probability, also develop a

productive advantage of eγ. Such an innovation yields expected profit of 0, since, in developing

their improvement, they do not observe the non-implemented improvements of others, so that

both firms Bertrand compete with the same technology. Returns to attempting innovation in

another sector where there has been no signal of success, or from simply working in production,

w (t) > 0, are thus strictly higher, .

Part (2): If success signals are credible, entrepreneurs know that upon success, further innovation

in their sector will cease from Part (1) by their sending of a costless signal. They are thus

indifferent between falsely signalling success when it has not arrived, and sending no signal.

Thus, there exists a signalling equilibrium in which only successful entrepreneurs send a signal of

success.
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Proof of Lemma 2: From the production function we have ln y(t) =
R 1
0 ln

y(t)
pi(t)

di. Substituting

for pi(t) using (8) yields 0 =
R 1
0 ln

w(t)eγ

Ai(Tv−1)di 0 which re-arranges to (27).

Proof of Lemma 3: Note that in any preceding no-entrepreneurship phase, r (t) = ρ. Thus,

since, in a cycling equilibrium, the date of the next implementation is fixed at Tv, the expected

value of entrepreneurship, δV D, also grows at the rate ρ > 0. Thus, if under X(TEv ) = 0,

δV D(TEv ) > wv, then the same inequality is also true the instant before, i.e. at t→ TEv , since wv

is constant within the cycle. But this violates the assertion that entrepreneurship commences at

TEv . Thus necessarily, δV
D(TEv ) = wv at X

³
TEv

´
= 0.

Proof of Proposition 2: From (28), long—run productivity growth is given by

Γv+1 = (1− P (Tv))γ (61)

Integrating (37) over the entrepreneurship phase and substituting for X(·) using (34) yields

1− P (Tv) = δ

Z Tv+1

TEv+1

³
1− e− ρ

σ
[t−TEv+1]

´
dτ . (62)

Substitution into (61) and integrating gives (39).

Proof of Proposition 3: The increase in output from the beginning of one cycle to the beginning

of the next reflects only the improvement in productivity y0(Tv) = eΓvy0(Tv−1). Moreover, since

all output is consumed it follows that c0(Tv) = eΓvc0(Tv−1). This implies that the long run

discount factor is given by β(t) = σΓv + ρ (Tv+1 − Tv)−
R t
Tv
r(s)ds. In particular, since r(t) = 0

during the downturn, β(t) = σΓv + ρ∆Ev ∀ t ∈ (TEv , Tv). Combining this with (43) and (44)
yields (45).

Proof of Proposition 4: The discounted monopoly profits from owning an innovation at time

Tv is given by V I0 (Tv) = (1− e−γ)
R Tv+1
Tv

e
−
R τ

Tv
r(s)ds

y(τ )dτ + P (Tv)e
−β(Tv)V I0 (Tv+1). Substituting

for V I0 (Tv+1) using (48), and integrating yields

V I0 (Tv) =

Ã
(1− e−γ)y0(Tv)
1− P (Tv)eΓ−β(Tv)

!"
1− e−ρ(TEv+1−Tv)

ρ
+ e−ρ(T

E
v+1−Tv)

Ã
1− e− ρ

σ
∆E

ρ/σ

!#
. (63)

Asset market clearing during the boom and the fact that X(Tv) = 0 implies (using (11)) that

δV I0 (Tv) = wv+1 = e
−γy0(Tv). Substituting into (63) we have

(1− e−γ)δ
"
1− e−ρ(TEv+1−Tv)

ρ
+ e−ρ(T

E
v+1−Tv)

Ã
1− e− ρ

σ
∆E

ρ/σ

!#
= e−γ

³
1− P (Tv)eΓ−β(Tv)

´
. (64)
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But β(Tv) = ρ(TEv+1 − Tv) + Γ, so that multiplying through by eρ(T
E
v+1−Tv) and collecting terms

yieldsÃ
(1− e−γ)δ

ρ
− e−γ

!³
eρ(T

E
v+1−Tv) − 1

´
= e−γ (1− P (Tv))− (1− e−γ)δ

Ã
1− e− ρ

σ
∆E

ρ/σ

!
. (65)

Since [1− P (Tv)] γ = Γv from (45) we have that 1− P (Tv) = ρ∆E

γ(1−σ) , substituting this into the

above, using (46) to substitute out the second term on the right hand side, and rearranging yields

eρ(T
E
v+1−Tv) = 1 + µ∆E , (66)

where µ is defined in (50). Taking logs and noting that TEv+1− Tv = Tv+1− Tv −∆E = ∆v −∆E

yields (49).

Proof of Proposition 5: It is easily verified that under (51) there does exist a unique triple

(∆E ,∆,Γ) > 0 which solves (39), (45) and (49). The remainder of the proof shows that each of

the conditions (E1) through (E4) under (51):

(E1): Since V I0 (Tv+1) = e
ΓV I0 (Tv), we can write V

D
0 (Tv) = e

−β(Tv)+ΓV I0 (Tv). From the proof of

Proposition 3, β(Tv) = ρ∆ + σΓ, so that condition (E1) requires that ρ∆ > (1 − σ)Γ, which

must be true for the consumer’s optimization problem to be bounded. Using (45), this condition

simply requires that ∆ > ∆E , which, from (49) and the definition of µ in (50) is true as long as
ρ
δ > γ(1− σ) (1− e−γ) . This holds if the left—hand inequality in (51) is satisfied.

(E2): This inequality can be written as

V I(t) =

Z Tv

t
e−
R τ
t
r(s)dsπ(τ)dτ +

P (Tv)

P (t)
V D(t) < V D(t) ∀ t ∈ (TEv , Tv) (67)

During the downturn we know that V D(t) = wv−1/δ = e−γy0/δ and r(t) = 0. Substituting these

and rearranging yields

e−γ
µ
1− P (Tv)

P (t)

¶
− (1− e−γ)δ

Ã
1− e− ρ

σ
(Tv−t)

ρ/σ

!
> 0, (68)

where P (t) = 1 − R tTEv δ
³
1− e− ρ

σ
[τ−TEv ]

´
dτ = 1 − δ[t − TEv ] + δ

µ
1−e− ρ

σ [t−TEv ]

ρ/σ

¶
. When t = Tv,

this becomes P (Tv) = 1− δ∆E + δ

µ
1−e− ρ

σ∆
E

ρ/σ

¶
. It is easily verified that lnP (t) is decreasing and

convex in t. It follows that

− lnP (Tv)− lnP (t)
Tv − t ≥ d lnP (t)

dt

¯̄̄̄
t=Tv

(69)
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Let

q = −σ
ρ

d lnP (t)

dt

¯̄̄̄
t=Tv

=
δ

µ
1−e− ρ

σ∆
E

ρ/σ

¶
1− δ∆E + δ

µ
1−e− ρ

σ∆
E

ρ/σ

¶ . (70)

Now note that condition (51) implies that q > 1. To see this, note that it follows from (70)

that q > 1, if and only if δ∆E > 1. So we first demonstrate that δ∆E > 1. In Figure 2, at the

positive intersection of (39) and (45), the former (linear function) must be steeper than the latter

(concave function). Differentiating these two curves, this implies that ∆E must satisfy

1− e− ρ
σ
∆E

>
ρ

δγ(1− σ)
. (71)

Substituting using (46) this implies

δ∆E >
σ

γ(1− σ)− ρ/δ
. (72)

So that a sufficient condition for δ∆E > 1 is that ρ
δ > γ(1 − σ) − σ, which must be true under

(51).

We now have that q > 1, and it follows that

logP (Tv)− logP (t) ≤ −q ρ
σ
(Tv − t) (73)

Rearranging gives 1− P (Tv)
P (t) ≥ 1− e−q

ρ
σ
(Tv−t). It follows that a sufficient condition for (68) is that

e−γ
³
1− e−q ρσ (Tv−t)

´
− ¡1− e−γ¢ δÃ1− e− ρ

σ
(Tv−t)

ρ/σ

!
≥ 0 (74)

We know that (68), and hence (74), holds with equality at t = Tv, thus a sufficient condition is

that the left hand side of (74) declines monotonically with t < Tv. That is

−e−γq ρ
σ
e−q

ρ
σ
(Tv−t) +

¡
1− e−γ¢ δe− ρ

σ
(Tv−t) < 0 ∀ t ∈ [TEv , Tv]. (75)

Since q > 1, e−q
ρ
σ
(Tv−t) ≤ e− ρ

σ
(Tv−t), and so a sufficient condition is q > σ(1−e−γ)δ

ρe−γ . From (70),

this inequality holds if

δ

Ã
1− e− ρ

σ
∆E

ρ/σ

!
>

σ(eγ − 1)δ
ρ

"
1− δ∆E + δ

Ã
1− e− ρ

σ
∆E

ρ/σ

!#
(76)

Since δ∆E > 1, (E2) will hold if ρ
δ > σ(eγ − 1). If, instead, however, ρ

δ < σ(eγ − 1), (E2) can
still hold, so long as (51) is satisfied. To see this note that from (46)

∆E =
1− e− ρ

σ
∆E

ρ/σ
³
1− ρ

δγ(1−σ)
´ (77)
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Substituting into (76) and rearranging yields:µ
ρ

δγ(1− σ)

¶2
e−γ

µ
1− σ(eγ − 1)δ

ρ

¶
<

ρ

δγ(1− σ)
− ¡1− e−γ¢ (78)

Since the left hand side is negative when ρ
δ < σ(eγ−1), it is sufficient that ρ

δ > (1−e−γ)γ(1−σ),
which is true under the left—hand inequality in (51).

(E3): Long—run market clearing implies that δV I(Tv−1) = wv. It follows that a sufficient condi-

tion for (E3) is dV
I(t)
dt < 0, ∀ t ∈ (0, TEv ). Since during this phase r(t) = ρ and g = 0, the value of

immediate implementation can be expressed as

V I(t) = (1− e−γ)
Ã
1− e−ρ(TEv −t)

ρ

!
y0(Tv−1) + e−ρ(T

E
v −t)V I(TEv ). (79)

Differentiating w.r.t. to t yields

dV I(t)

dt
= −(1− e−γ)e−ρ(TEv −t)y0(Tv−1) + ρe−ρ(T

E
v −t)V I(TEv ). (80)

If (51) holds then from (E2), we have that V I(TEv ) < wv/δ = e
−γy0(Tv−1)/δ, and so

dV I(t)

dt
< −e

−ρ(TEv −t)y0
δ

£
(1− e−γ)δ − ρe−γ

¤
< 0. (81)

This requires that ρ
δ < eγ − 1. Since eγ − 1 > γ > γ(1 − σ), this follows from the right—hand

inequality of (51).

(E4): This is equivalent to Γ < γ. Substituting for ∆E in (46) using (45) and rearranging slightly

yields
1− e− 1−σ

σ
Γ³

1−σ
σ

´
Γ

= 1− ρ

δγ(1− σ)
(82)

The left hand side of this equation is monotonically decreasing in Γ (to see this note that 1− e−x
is an increasing, concave function of x and its slope, e−x, is just equal to 1 at x = 0, and then

declines with x). It follows that Γ < γ requires that

1− e− 1−σ
σ

γ³
1−σ
σ

´
γ

<
1− e− 1−σ

σ
Γ³

1−σ
σ

´
Γ

= 1− ρ

δγ(1− σ)
(83)

So a necessary and sufficient condition for (E4) is ρ
δ < γ(1− σ)− σ

³
1− e− 1−σ

σ
γ
´
, which holds

under the right hand inequality in (51).
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Proof of Proposition 6: Growth in the acyclical economy is given by ga in (20). In the cyclical

economy, from (45) the average long run growth rate can be expressed as gc = Γ
∆ = ρ

1−σ
∆E

∆ .

Using (49) and the fact that for any x > 0, ln(1+x) < x we have ∆ < ∆E+ µ
ρ∆

E . It follows that

gc >
ρ

1− σ

∆E³
∆E + µ

ρ∆
E
´ = [δ(1− e−γ)− ρe−γ ]γ

1− (1− σ) γe−γ
= ga. (84)

Proof of Proposition 7: Suppose that the economies start at T0 with identical distributions

of implemented innovations and no unimplemented innovations. Hence the maximum level of

output, y(T0), that could be produced if all labor were being used in manufacturing is the same

in both equilibria. In the acyclical equilibrium, household welfare is given by

WA(T0) =
c(T0)1−σ

1− σ

µ
1

ρ− (1− σ)ga

¶
=
y(T0)1−σ

1− σ

Ã
(1−X∗)1−σ
ρ− (1− σ)ga

!
(85)

where X∗ is the fraction of labor effort in entrepreneurship given by (60). In the cyclical equilib-

rium, household welfare at the beginning of the first cycle is

WC(T0) =
c(T0)

1−σ

1− σ

∞X
v=0

e−ρ(∆−∆
E)v

(
1− e−ρ(∆−∆E)

ρ
+ e−ρ(∆−∆

E)

Ã
1− e− ρ

σ
∆E

ρ/σ

!)

=
y(T0)

1−σ

1− σ

½
1

ρ
+
1

µ

µ
1− ρ

δγ(1− σ)

¶¾
(86)

Observe that rearranging (84) yields 1µ =
³
1−σ
ρ

´
ga

ρ−(1−σ)ga . Substituting into (86) and noting that
1
ρ ≡ 1

ρ−(1−σ)ga
³
1− (1−σ)ga

ρ

´
yields

WC(T0) =
y(T0)1−σ

1− σ

µ
1− ga

δγ

¶
1

ρ− (1− σ)ga
. (87)

But since ga = δγX∗, it follows that the ratio of welfare in the cyclical economy to that in the

acyclical one is given by WC(T0)
WA(T0)

= (1−X∗)σ < 1.
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