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Abstract

Background: Competence in transthoracic echocardiography (TTE) is unrelated to traditional measures of TTE
competence, such as duration of training and number of examinations performed. This study aims to explore
aspects of validity of an instrument for structured assessment of echocardiographic technical skills.

Methods: The study included 45 physicians with three different clinical levels of echocardiography competence
who all scanned the same healthy male following national guidelines. An expert in echocardiography (OG)
evaluated all the recorded, de-identified TTE images blindly using the developed instrument for assessment of TTE
technical skills. The instrument consisted of both a global rating scale and a procedure specific checklist. Two scores
were calculated for each examination: A global rating score and a total checklist score. OG rated ten examinations
twice for intra-rater reliability, and another expert rated the same ten examinations for inter-rater reliability. A small
pilot study was then performed with focus on content validity. This pilot study included nine physicians who
scanned three patients with different pathologies as well as different technical difficulties.

Results: Validity of the TTE technical skills assessment instrument was supported by a significant correlation found
between level of expertise and both the global score (Spearman 0.76, p<0.0001) and the checklist score (Spearman
0.74, p<0.001). Both scores were able to distinguish between the three levels of competence that were represented
in the physician group. Reliability was supported by acceptable inter- and intra-rater values. The pilot study showed
a tendency to improved scores with increasing expertise levels, suggesting that the instrument could also be used
when pathologies were present.

Conclusions: We designed and developed a structured assessment instrument of echocardiographic technical skills
that showed evidence of validity in terms of high correlations between test scores on a normal person and the
level of physician competence, as well as acceptable inter- and intra-rater reliability scores. Further studies should,
however, be performed to determine the adequate number of assessments needed to ensure high content validity
and reliability in a clinical setting.
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Background
Ultrasound procedures, such as transthoracic echocardi-
ography are widely used imaging techniques. However,
echocardiography is also a complex skill to master, as
the procedure involves demanding motor skills as well
as cognitive interpretation skills. Despite the complexity,
all cardiology trainees are expected to be able to both
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reproduction in any medium, provided the or
perform and interpret an adult transthoracic echocardi-
ography (TTE) examination [1-6].
Evaluation of TTE competence in cardiology training

has so far relied on sufficient duration of training and a
required minimum number of examinations performed,
and has been evaluated by a logbook or an in-training
evaluation report (ITER) [1-7]. However, Nair et al.
found that competence in transthoracic echocardiog-
raphy was unrelated to these traditional measures of
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TTE competence, and recommended an objective as-
sessment of technical and interpretation skills [8].
Assessment of clinical competence can be performed

using different methods, such as written tests, structured
or unstructured clinical observation, video reviews, or
clinical simulations [9]. The European Association of
Echocardiography offers a validated accreditation process
as a summative assessment of TTE interpretation and
skills competence [10]. However, the assessment methods
used during cardiology training pose a challenge, as log-
books do not provide any proof of quality of performance
and unstructured observations often lack reliability be-
cause of inconsistent agreement between observers [7].
A structured observation of technical skills perform-

ance using a checklist or a global rating will, however,
increase the reliability and validity of the assessment as
agreement between observers increases [11]. The use of
global ratings and checklists for observations has been
widely used for the assessment of technical skills within
surgery [12-15] and has also proven reliable for echocar-
diography in a non-workplace-based Objective Struc-
tured Clinical Examination (OSCE) [8].
Structured observations and feedback on the actual

performance of the procedure in the clinic are import-
ant, especially as feedback has a major influence on
learning [16]. Hence, assessment of technical echocardi-
ography skills based on such a structured observation
was recommended [6,7]. To our knowledge, no checklist
or global rating instrument intended for a structured ob-
servation of echocardiography technical skills in a clin-
ical setting - or any other ultrasound skills for that
matter - has been validated so far.
In this study, we wanted to develop an instrument that

consisted of both a global rating scale and a checklist
constructed to assess technical TTE competence in a
clinical setting. The focus of the assessment was the out-
come, or product of the performance, i.e. the images
produced, whereas in other objective structured as-
sessments of technical skills, the focus of the assessment
has been the performance itself.
Validity evidence in the study was based on the newest

consensus standards that describe validation as a process
of accumulating evidence of validity of test scores
obtained under certain conditions and for a particular
purpose [17]. The standards demand that the evidence
obtained on validity is based on test content, response
processes, internal structure, relations to other variables
and consequences of testing [18]. In this study, content
was determined by a literature-based development of the
test instrument and inclusion of cases with a diversity of
pathologies and technical challenges. Evidence based on
response processes was built on ensuring a study procedure
close to everyday practice. Relations to other variables
were studied by testing hypotheses of relations between
three different levels of clinical experience and test scores,
as well as case complexity and test scores. Internal struc-
ture was investigated by inter- and intra-rater reliability
[19], and consequences of testing was discussed in the light
of the time used for performing the TTE examination, as
well as the grading of the performance.
The aim of the study was to develop and gather validity

evidence of an instrument to assess echocardiographic
technical skills in clinical training. The objectives were
to gather evidence of validity in a standardised setting to
support further studies of the use of the instrument in
clinical practice. Validity evidence was gathered with re-
spect to content validity, response processes, relations to
other variables (construct validity) and internal structure
(reliability) with respect to inter- and intra-rater reliability.

Method
Material
The study primarily comprised two phases; the develop-
ment of an assessment instrument and a validity study in
a standardised, but authentic setting with focus on litera-
ture based content validity, construct validity and reliabil-
ity, including 45 physicians scanning one normal subject.
We also conducted a small pilot study with further

focus on content validity, which included nine physicians
scanning three patients with different pathologies and
different technical difficulties.

Development of an assessment instrument
We included both a global rating scale and a procedure
specific checklist in the assessment instrument to address
both the step-wise approach of novices and the automatic
performance of experts in performing technical skills [20].
The global rating scale consisted of a five-point scale,

which was ranging from very poor (1) to very good (5)
and which provided an overall assessment of the overall
examination, including the number and quality of images
performed. Consensus was made among the authors
(DGN,OG) on the criteria for images ratings. An examin-
ation not suitable for qualitative or quantitative assess-
ment was rated as very poor (1), if qualitative assessment
was possible the examination was considered poor (2). An
examination barely suitable for quantitative assessment
was rated as adequate (3), if quantitative assessment could
be done, the rating was good (4) and an examination with
exceptionally good images was rated very good (5).
To ensure content validity, the procedure specific

checklist was developed using a theoretical framework
based on national and international recommendations
and guidelines [3,21,22] and piloted in several sequences
by five TTE experts and technicians. The final checklist
included image rating of all images recommended by
DCS guidelines. For each image, factors of relevance for
perfect image presentation, which involved transducer



Table 1 Distribution of physician on university and
regional hospitals by level of expertise

Interns Residents Consultants

University hospital 9 10 9

Regional hospital 6 5 6
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manipulation and ultrasound system adjustments were
presented. These factors included: 1) anatomical presenta-
tion in 2D and colour Doppler images, 2) optimization of
screen window, 3) optimization of technical settings in 2D
and colour Doppler images as well as Pulsed Wave (PW)
and Continuous Wave (CW) curves, 4) colour presenta-
tion in colour Doppler images, 5) quality of Doppler
curves (PW/CW), and 6) optimization of scale in PW/CW
curves. For all images, the relevant factors on the checklist
were graded on a five-point rating scale from 1-very poor
(not suitable for interpretation) to 5-very good (exception-
ally good images), or not completed (0) with a possible
total score of 440. The full assessment instrument can be
seen in Additional file 1.

The validity study
Participants
Forty-five physicians with three different levels of echo-
cardiographic competence took part in this sub-study;
15 interns (novices), 15 cardiology residents in their first
to third year of cardiology training (intermediates), and
15 consultant echocardiographers (experts). A sample
size calculation was not possible as the assessment in-
strument was new and it was not possible to estimate
standard deviations or establish the smallest difference
between test scores that was considered important to
identify. Instead we turned to the literature where we
found that group sizes of 5 to 20 were traditionally in-
cluded [23-25]. Based on these findings we included 15
physicians in each group.
As no formal echocardiography training or evaluation

is offered to novice echocardiographers in Denmark, we
decided to train a group of inexperienced interns to en-
sure a homogeneous group with a minimum level of
TTE competence. We recruited physicians with less than
two years of clinical experience and no previous experi-
ence with echocardiography. Before entering the study,
all interns then received one hour of theoretical educa-
tion and three hours of practical training by the first au-
thor (DGN) with focus on transducer manipulation.
We included residents in their first to third year of car-

diology training, as we presumed that trainees at this level
would have some experience with echocardiography, but
not yet have reached the level of a TTE expert.
We included consultants with a special interest in

echocardiography to ensure that the expert group did in
fact consist of real experts within the field.
Interns were recruited from local regional and univer-

sity hospitals by means of flyers distributed in relevant
departments. Residents and consultants were recruited
by e-mail or direct contact at meetings, ensuring an
equal representation from all three university hospitals
in Denmark, as well as representation of a number of
regional hospitals (Table 1).
Participation was voluntary and all participants signed
a written consent. The study was presented to the local
ethical review board, which did not find further approval
necessary.

Procedure
The participants’ technical competence was assessed as
performance efficiency and as quality of performance re-
spectively [26].
Performance efficiency measure was the actual time

spent on the TTE examination. This measure was defined
as the time from when the probe was placed on the pa-
tient’s chest till the time when the probe was returned to
its holder.
Quality of performance was evaluated using a global

rating scale, as well as a checklist [12,13,15,27].
All 45 physicians performed a TTE examination of the

same person, a young healthy male with optimal acous-
tic windows and a vertically oriented heart. A GE Vivid
7 echo machine was used for all scans and set up to rec-
ord three sequences of heart-loops based on ECG trig-
gering. The participants were asked to perform the TTE
examination according to the guidelines of the Danish
Society of Cardiology (DCS) [21]. For reference, a list of
the DCS recommended TTE projections and associated
images was available through out the examination. Par-
ticipants were asked to record all recommended TTE
projections including 2D-loops, colour Doppler images,
PW- and CW curves, but in no particular order. Because
of the short training time, novices were not expected to
manage all functions of the ultrasound system and were
allowed to ask DGN to assist them with the recording of
images, applying colour Doppler or PW/CW, or with
any other relevant technical help needed. Assistance was
alone provided on the novices’ own initiative, and adjust-
ments were only performed if specifically asked for.
Each participant was assigned a ten-digit identification

number, which was unknown to the investigators. The
participants entered the relevant identification number
as patient identity on the echo machine and covered the
number on the screen by a piece of paper, so that the
identity of the participants would remain anonymous to
the investigators.

Grading of test results
An expert echocardiographer (OG) rated all 45 de-
identified examinations in a random order to ensure that



Nielsen et al. BMC Medical Education 2013, 13:47 Page 4 of 10
http://www.biomedcentral.com/1472-6920/13/47
the rater was also blinded for level of expertise of the
participant. Two different scores were presented for each
examination; a global rating score and a total checklist
score. Firstly, OG assigned a global rating score between
1 and 5 based on the pre-defined criteria by looking at
all the images on a review screen. After completing the
global ratings for all the examinations, checklist ratings
were performed. A total checklist score for all the images
was calculated, adding up the scores for all factors of all
images (Figure 1). Images not performed were rated 0,
hence, the total checklist score presented a score of total
quality of the examination, including the number of
images performed. DGN observed OG rate the first 15
examinations to make sure that the investigators achieved
consensus concerning the use of the rating scale.
OG randomly graded ten of the examinations (3 interns,

3 residents, 3 consultants, 1 unknown) twice within a
four-week period to calculate intra-rater reliability. An-
other clinical expert in TTE, who had not participated in
developing the assessment tool, was introduced to the cri-
teria for image grading, and graded the same 10 examina-
tions to assess inter-rater reliability.
Pilot study
As the assessment instrument was intended for use in a
clinical setting, we found it expedient to justify that the
assessment instrument also showed evidence of being
suitable to assess TTE technical skills in patients with
pathologies and with varying technical difficulty.
Based on the results from the first study, we performed

a sample size calculation and included a total of nine new
physicians; three interns, three first to third year residents,
and three consultants. They were all recruited from the
local university hospital and a local regional hospital, and
all were asked to sign a written consent. Novices received
the same training as in the main validity study.
Each participant performed a total of three scans. All

nine physicians scanned the same three individuals, one
normal person and two with pathologies. The normal
person was a young male with optimal acoustic windows
and a vertically oriented heart; the two persons with path-
ologies were a female with a moderate aortic stenosis (AS)
and somewhat limited acoustic windows, which was
caused by breast tissue; and a male with mitral regurgita-
tion (MR) and challenging acoustic windows because of
scar tissue. These pathologies were chosen for their clin-
ical frequency and significance. However, as we wanted to
assess technical skills and not interpretation skills, we
found it equally important that the patients chosen
presented different technical challenges in the way of im-
ages acquisition.
Based on the criteria of presenting different patholo-

gies and technical challenges, OG recruited patients in
the out-clinic department. Patients were not paid, and
participated voluntarily based on informed consent.
Performance of the TTE examinations and recording of

images followed the same procedure as described above.
OG randomly rated all 27 examinations, one case at a
time, de-identified and blinded as described above. The
same external rater as in the main validity study also rated
the nine examinations of the patient with AS and some-
what limited acoustic windows for inter-rater reliability.

Statistics
As data was not normally distributed, non-parametric
analysis in STATA was used. For all statistics a two-
sided p-value < 0.05 was considered significant.
Global rating scores and checklist scores from the three

groups were compared in pairs using the Mann–Whitney
rank sum test. The comparison of the results from the
three different cases in the pilot study was performed by
Kruskal-Wallis one-way analysis of variance.
The relationship between expertise level and test

instrument scores was examined by correlating global
rating scores and total checklist scores to expertise levels
using Spearman’s rho.
Reliability was assessed using an agreement Intraclass

Correlation Coefficient (ICC) for both inter- and intra-
rater reliability.

Results
Validity study
Demographics
The novices had performed less than ten TTE examina-
tions and had no prior experience with echocardiog-
raphy. Residents had a mean of 4.1 (range 0.5-9.5) years
of part-time experience with echocardiography and had
performed an estimated mean of 470 (range 50 to >800)
examinations. However, as cardiology trainees in Denmark
do not systematically keep track of the amount of examina-
tions performed, these self-reported numbers are an esti-
mate and could thus be unreliable. Consultants generally
had more than 10 years (one 3.5, two 7.5, twelve > 10) of
TTE experience, and all had performed more than 800
TTE examinations.
As years of experience and number of examinations

performed have been shown not to correlate with object-
ive structured assessment of TTE competence [8], all the
following results are based on comparing test scores to
the presumed level of competence based on clinical status
as either intern, first to third year resident or consultant.

Time
Interns had a median performance time of 35 (range
22-54) minutes, residents a median of 22 (13-40) mi-
nutes and consultants a median of 17 (7-21) minutes
(Figure 2). The correlation between expertise level and



Figure 1 Grading the 2D parasternal long axis (PLAX) view. The grading includes anatomical presentation, use of screen and use of technical
settings. This figure shows a PLAX image from an expert (top) an intermediate (middle) and a novice (bottom). The blinded scores for the
anatomical presentation was expert 5 (very good), intermediate 3(adequate) and novice 1(very poor), for use of screen 5 (very good), 4(good) and
2(poor), and for use of technical settings 4(good), 4(good) and 3(adequate). All scores were finally added up to a total checklist score.
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Figure 2 Performance time for each level of expertise.
Performance time in minutes is presented for all levels of expertise. A
strong significant negative correlation was found, Spearman’s rho −0.76
(p < 0.0001).
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the time used for performing an examination was −0.76
(p < 0.0001). This indicates that the more experience a
physician has, the less time it takes to perform an exam-
ination. There was a significant difference in perform-
ance time between interns and residents (p = 0.0004),
between interns and consultants (p < 0.0001), as well as
between residents and consultants (p = 0.02).
Global rating
Interns’ median global rating score was 1 (range 1-3),
residents’ median global rating score 4 (2-4) and consul-
tants’ median score 4 (3-5). Interns scored significantly
lower on the global rating scale compared to both resi-
dents and consultants (p < 0.0001) and residents scored
significantly lower than consultants (p = 0.0023). Figure 3
shows a significant correlation between expertise level
and global rating score (r = 0.76, p < 0.0001).
Total checklist score
Interns’ median total checklist score was 110 (58-200),
residents’ 264 (179-331), and consultants’ 307 (109-390).
Interns’ total scores were significantly lower than resi-
dents’ (p < 0.0001) and consultants’ (p < 0.0001). Resi-
dents’ total scores were significantly lower than the
consultants’ scores (p = 0.0001). A significant correlation
was found between expertise level and total checklist
scores (r = 0.74, p < 0.001) (Figure 4).
Comparing the global rating scores and the total

checklist scores showed a significant correlation of 0.88
(p < 0.0001).
Inter-rater and intra-rater reliability
The intra-rater ICC was 0.67 (global) and 0.99 (checklist).
Inter-rater ICC was 0.61 (global) and 0.95 (checklist), re-
spectively. We also tested the ICC of checklist mean
scores to see how this score would match the global rating
score. The inter-rater ICC of checklist mean scores was
0.66 and the intra-rater ICC was 0.83.

Pilot study
The mitral regurgitation (MR) case took a mean of 26min
26sec (range 14min 48sec - 38min 44sec) to perform, the
aortic stenosis (AS) case a mean of 25min 42sec (13min
30sec - 40min 59sec) and the normal individual a mean
23min 39sec (14min 56sec - 43min 28sec). Interns took
longer than residents to examine the normal person
(p=0.0463), but no difference was found on the two diffi-
cult cases (AS: p=0.51, MI: p=0,82) suggesting that resi-
dents take the same time as novices to perform a TTE
examination when technically challenged. Consultants
were faster than both interns and residents on all cases
(Normal: p=0.05, AS: p=0.05, MI: p=0.05). In conclusion,
the time taken for examining the three patients indicated
that the patients with AS and MI were technically more
challenging than the normal person, as was intended.
The overall mean global score for the nine physicians on

the case presumed to be the most difficult one was 2.78, as
opposed to 3.11 on the AS-case and 3.00 on the normal
case which was not statistically different (p=0.88). Interns
scored a median of 1 (range 1-2), residents 4 (3-4) and con-
sultants 4 (3-5) on the global rating. Residents scored sig-
nificantly higher than interns (p=0.0003), but no difference
was found between residents and consultants (p=0.82). A
strong and significant correlation was found between
expertise level and global rating scores (r=0.70, p<0.0005).
Mean checklist score on the case presumed to be the

most difficult one (MR) was 206 (n=9), the second most
difficult case (AS) 216 and the normal case 230. The dif-
ferences were not statistically significant (p=0.68). In-
terns scored lower than residents and consultants on all
three cases (normal: p=0.049, AS: p=0.049, MR:
p=0.049), whereas no difference could be established be-
tween residents and consultants on either of the cases
(normal: p=0.51, AS: p=0.13, MR: p=0.51).
Inter-rater ICC was 0.73 (global) and 0.98 (checklist),

respectively.

Discussion
In this study, we found that it is possible to design an in-
strument for the assessment of echocardiographic tech-
nical skills based on guidelines for TTE performance. In
a standardised setting where 45 physicians all examined
the same patient, the assessment instrument, which in-
cluded both a global rating and a checklist showed good
signs of validity.
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Figure 3 Global rating scores for each level of expertise. The figure shows that there is a strong correlation between expertise level and
global rating score, Spearman’s rho 0.76 (p < 0.0001).
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score, Spearman’s rho 0.74 (p < 0.001).
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We used a theoretical framework based on national and
international guidelines to develop the assessment tool and
strengthen test content. As competence is known to be
case-specific [28], we also performed a pilot study, where
we included patients with different pathologies and dif-
ferent technical difficulties to confirm that the assessment
instrument could also be used when pathologies were
present and acoustic windows were not optimal. Results
were not significant, but a tendency of improved scores
with increasing expertise suggests that the assessment in-
strument could also be used in this setting. However, due
to a small sample size and possible type-2 error, more stud-
ies need to be carried out to further explore the validity of
the assessment instrument in a clinical setting addressing
patients with varying pathologies and technical challenges.
The participants performed the TTE examinations just

as these are normally done in the clinic, recording loops
and PW/CW curves. Subsequently, the images were de-
identified and rated blindly. Assessing the product of the
performance is new in the assessment of technical skills
performance, as generally a trainee would be observed
while performing the task [12-15]. The advantage of rat-
ing the product of the procedure, i.e. the images produced,
rather than the performance itself, is that the assessment
can be approached more objectively, which adds to the
reliability of the test score [11,29]. However, importantly,
the aspect of how the trainee approaches the patient and
conducts the procedure is not evaluated in this approach.
This disadvantage could be addressed by also observing
the trainee perform a procedure to assess how he/she con-
ducts the procedure in the clinical setting.
In order to support validity of the assessment instrument,

we would expect the more competent echocardiographers
to achieve a better score for quality of performance. This
hypothesis was supported by the moderate to strong corre-
lations between expertise level and scores on both the
checklist and the global rating scale. The hypothesis was
also supported by the suitability of the test instrument to
distinguish between different levels of expertise. However,
we did find that some novices scored as high a test score as
residents and experts on the global rating. These findings
could be based on selection bias, if the interns were not
true novices or the consultants were not true experts.
Based on the demographics of the participants, this explan-
ation does, however, not seem likely, as all interns had
performed less than ten examinations, and all consultants
had performed more than 800 examinations. Another ex-
planation for the findings could be that the global rating
scale does not discriminate satisfactorily between individ-
uals. Further studies with more participants are needed to
explore the ability of the global rating scale to discriminate
on an individual level.
We used inter- and intra-rater intra-class coefficient

(ICC) to estimate reliability and internal structure and
found that there was a moderate degree of inter-rater re-
liability (ICC 0.61 global, 0.95 checklist) as well as intra-
rater reliability (ICC 0.67 global, 0.99 checklist). The
ICC was highest for total checklist scores, suggesting
that the total checklist score is the most reliable way to
assess the participants, as an ICC above 0.80 is com-
monly requested for high stakes exams [30]. This differ-
ence in ICC scores for global rating and checklist might
lie in the fact that a measurement error in global rating
scale ranging from 1 to 5 has a larger impact on reliability
measures than a measurement error in the total check-
list score ranging from 0 to 440. This claim may be sup-
ported by the fact that on collapsing the scale of the
checklist to match the global rating scale, we found an
inter-rater ICC of 0.66 for the checklist as compared to
0.61 for the global rating and an intra-rater ICC of 0.83
as compared to 0.67. The lower reliability for the global
rating scale could also be caused by lack of consistency
between the raters as to how to use the scale. Intending
to prevent this information bias, we defined the criteria
for the ratings and gave a thorough introduction to the
raters participating in the study.
One way to overcome the lower reliability for the glo-

bal rating scale in a clinical setting could be to increase
the number of examinations rated and the number of
raters rating the examinations [19]. This has also been
shown in other workplace-based assessments, where a
number of 6 to 10 different cases rated by different raters
has been suggested [31,32].
Expertise development is known to cause a change from

a step-by-step approach to problem solving towards pat-
tern recognition resulting in higher efficiency and efficacy
[11]. In order to accommodate this change, we designed
an assessment tool that consisted of both a global rating
score that primarily rewards efficacy, and a checklist score
that rewards the step-by-step approach characteristic for
novices [20]. We found a strong correlation between
global rating scores and the scores on the checklist indi-
cating that both scores measure a similar construct.
Previous studies comparing checklists and global rat-

ings in objective structured assessments have suggested
that global ratings performed by an expert are superior
to checklists in measuring increasing clinical compe-
tence [12,33-35]. In our study of 45 physicians, both the
checklist and the global rating scale could distinguish
between levels of expertise. This could be explained by the
fact that a five-point scale was used in our study compared
to the binary scales that are typically used in other studies;
as graded scales are known to increase reliability [19].
In summary, we found that both the global rating scale

and the checklist showed evidence of being able to
measure TTE technical skills in a normal person under
standardised conditions. Speaking in favour of including
the checklist is that the checklist showed the largest
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reliability scores in the study of one normal person. Also,
the checklist is designed so that feedback can be given as
separate scores on for instance different views, anatomical
presentations or technical aspects (Additional file 1). The
global rating showed lower reliability scores and does not
provide feedback in addition to the total score given. How-
ever, in a clinical setting where technical skills, including
pathologies and technical challenges are assessed, the glo-
bal rating will take shorter time to perform, allowing more
cases and raters to be involved in the assessment, which
will increase reliability. Taking into account our findings
and the literature recommendations, we believe that future
studies of the assessment instrument should include sev-
eral different pathologies and technical challenging cases,
assessed by both the global rating scale and the checklist.

Limitations of the study
The main limitation of this study was the number of
participants and the amount of cases studied. The num-
ber of participants in the main study was based on a
literature review of previous validation studies, as sample
size calculations were not possible. Our results supported
the number of participants included in this part of the
study as statistics showed that with 15 participants in each
group, the instrument was able to distinguish between
groups of expertise and thereby provide some evidence of
validity. In the smaller pilot study we only included a total
of nine physicians. Even though the number of partici-
pants was based on a sample size calculation based on
results of the first study, we did not find significant corre-
lations between level of expertise and the test scores in the
pilot study. However, it cannot be ruled out that this find-
ing was based on a type 2 statistical error caused by the
low number of participants. As a consequence, more
physicians should be included in future studies on the ap-
plication of the assessment instrument on patients with
pathologies and technical difficulties.
Because competence is known to be content-specific,

it is necessary to include several cases in the assessment
in order to show content validity, reliability and be able
to generalise test scores to overall TTE competence
[11,28]. Our standardised setting validity study was lim-
ited to the assessment of TTE technical competence in a
normal person. The small pilot study including only two
additional pathologies showed that the instrument might
also be applicable to pathologies, but further studies
need to be performed to study the number of patholo-
gies that are necessary for a reliable assessment of TTE
technical skills.
The reliability scores of the study also indicated that in

order to assure reliability and generalisation, more than
one rater should do the ratings. In this study we in-
cluded a larger group of participants and only ten exam-
inations were used for inter- and intra-rater reliability.
This approach posed a limitation to the study, but was
chosen because of the rather substantial amount of time
used for rating when the rater had to rate all 45
examinations. In a clinical setting each trainee will nor-
mally be rated by several raters, which would increase
reliability on the test scores of the trainee [19]. Taking
this into account, the assessment instrument might show
higher reliability scores in a clinical setting with more
raters rating more cases for each trainee.
Another reason for allowing more raters rate several

cases is that especially global rating might be influenced
by the rater’s general impression of the person being
assessed and even experienced raters differ when observ-
ing exactly the same performance [29]. In our study we
aimed at limiting this potential bias by performing blinded
ratings of de-identified images.
Finally, this study has focused only on the assessment

of the technical aspect of TTE competence. As men-
tioned earlier, transthoracic echocardiography is a com-
plex skill that demands both motor skills as well as
cognitive interpretation skills. However, the two skills
demand cognitively different competences and hence
must be assessed by different means [6,10]. Further stud-
ies should be performed on possible assessment tools for
clinical assessment of TTE interpretation skills.

Conclusions
In this study we have shown that it is possible to develop
a structured test instrument based on guidelines for
TTE performance to assess for technical skills compe-
tence in transthoracic echocardiography. The method of
assessing the product of the procedure, i.e. the images
used for clinical diagnosis, is new and might be transfer-
able to other ultrasound modalities. The instrument
showed evidence of construct validity for normal TTE
studies, and the study has informed the protocol of fur-
ther studies to explore the clinical use of the instrument
in patients with pathological findings and technical chal-
lenges, and to ensure content validity and reliability of
trainee test scores.
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