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Artificial intelligence (AI) concerns the development of 
methods that enable computers to behave in ways we 

consider intelligent when those same behaviors are exhibited 
by humans. AI is the most general term to define this field 
of inquiry and is broadly understood by scientists and lay 
public. Although some have expressed concerns about the 
development of an “artificial general intelligence” that could 
mimic the totality of human behavior, for the foreseeable 
future, AI systems will be “narrow,” typically constructed 
to assist humans with a specific task, such as driving a car, 
targeting an advertisement, or interpreting a mammogram.

A more specific term to describe the most popular form 
of AI is machine learning. Machine learning systems are 
constructed by feeding many positive and negative exam-
ples to an algorithm that modifies itself based on feedback 
from its response to these examples. Until recently, the 
most accurate machine learning methods for image anal-
ysis involved painstaking feature engineering, the manual 
development of software to preprocess images, segment 
anatomic structures, and detect or compute features sug-
gested by an expert.

To classify the images, the extracted features were fed to 
a suitable machine learning algorithm, such as penalized 
regression (1), support vector machines (2), conditional 
random fields (3), or random forests (4). These machine 
learning methods were generally effective, but often required 

years of software development, and faced challenges of  
developing accurate feature extraction methods and select-
ing an appropriate machine learning algorithm.

Recent advances in artificial intelligence have replaced 
feature engineering with a more time-efficient process of 
machine learning from large sets of labeled training data 
using neural networks with many layers—sometimes called 
deep learning (5). Image classifiers that had taken years to 
develop now can be created in weeks or months.

ImageNet, a database of over 14 million human- 
annotated nonmedical images has been instrumental to 
the success of these new systems (6). The classification er-
ror for the annual ImageNet large-scale visual recognition 
challenge has declined more than eightfold over the past 
6 years to a rate of below 3% in 2017, which surpasses 
human performance (7,8) (Fig 1). This progress has been 
catalyzed by the rapid advances in computer hardware in 
the past decade.

The recent successes of these AI techniques in the analy-
sis of nonmedical images has led to high interest and ex-
plosive growth in the use of deep learning in the analysis 
of clinical images and other medical data. These promis-
ing techniques create computer vision systems that per-
form some clinical image interpretation tasks at the level 
of expert physicians (9–12). The resulting computer vision 
systems have the potential to transform medical imaging, 
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Imaging research laboratories are rapidly creating machine learning systems that achieve expert human performance using open-
source methods and tools. These artificial intelligence systems are being developed to improve medical image reconstruction, noise 
reduction, quality assurance, triage, segmentation, computer-aided detection, computer-aided classification, and radiogenomics. In 
August 2018, a meeting was held in Bethesda, Maryland, at the National Institutes of Health to discuss the current state of the art 
and knowledge gaps and to develop a roadmap for future research initiatives. Key research priorities include: 1, new image recon-
struction methods that efficiently produce images suitable for human interpretation from source data; 2, automated image labeling 
and annotation methods, including information extraction from the imaging report, electronic phenotyping, and prospective struc-
tured image reporting; 3, new machine learning methods for clinical imaging data, such as tailored, pretrained model architectures, 
and federated machine learning methods; 4, machine learning methods that can explain the advice they provide to human users 
(so-called explainable artificial intelligence); and 5, validated methods for image de-identification and data sharing to facilitate wide 
availability of clinical imaging data sets. This research roadmap is intended to identify and prioritize these needs for academic re-
search laboratories, funding agencies, professional societies, and industry.

© RSNA, 2019

This copy is for personal use only. To order printed copies, contact reprints@rsna.org



Roadmap for Foundational Research on Artificial Intelligence

782	 radiology.rsna.org  n  Radiology: Volume 291: Number 3—June 2019

1. New image reconstruction and enhancement methods 
are needed to produce images suitable for human interpretation 
from the source data produced by the imaging device. These 
methods can produce high-quality images using smaller doses of 
intravenous contrast material, lower radiation dose, and shorter 
scan and reconstruction times.

2. Automated labeling and annotation methods are needed 
to rapidly produce training data for machine learning research. 
These labeling methods often use machine learning algorithms 
that process information from the imaging report or the elec-
tronic medical record.

3. Because most deep learning research has been conducted 
on photographs and videos of natural images, there is a need to 
develop novel machine learning algorithms trained for the com-
plexity of clinical imaging data, which are often high resolution, 
3D, 4D, multimodality, and multichannel.

4. Because these algorithms will be operating as a sophisti-
cated clinical “autopilot,” in partnership with a human imaging 
expert, there is a need for research on machine learning methods 
that can explain or illustrate advice to human users.

5. Because privacy concerns are paramount when using clini-
cal data, methods are needed to facilitate the aggregation of clini-
cal imaging data for training of machine learning algorithms.

These priorities directly affect the translational research priorities 
discussed at the workshop. The relationship between foundational 
and translational research roadmaps is illustrated in Figure 3.

Data Availability
The first set of challenges for foundational AI research relates to 
data availability and sharing. Table 1 highlights the important 
opportunities in this area.

Data Needs for Machine Learning Research
The first major barrier to progress in machine learning in medi-
cal imaging is the lack of standard and accessible imaging data 
for training of machine learning algorithms. The development of 
new AI methods requires high-quality, labeled, curated, publicly 
available data. While health care organizations worldwide con-
trol vast stores of data that could be exploited to train machine 
learning algorithms, most imaging data are not accessible for 
research purposes. Accessible imaging data are often unusable 
because they are not curated, organized, anonymized, or appro-
priately annotated, and rarely linked to a ground-truth diagnosis. 
Few well-curated and validated image data sets are available to 
the research and vendor community. To address these gaps, more  
effective methods are needed for data collection, de-identifica-
tion, and management of images for research that use findable, 
accessible, interoperable and reusable (FAIR) principles for sci-
entific data management and stewardship (20).

A small number of imaging data sets have been made pub-
lic across imaging domains. For example, there are several 
data sets available for neuroimaging research (21–26). How-
ever, many public data sets are too small to support clinically 
meaningful machine learning experiments or consist mostly of 
healthy individuals or functional MRI data from patients with 
psychiatric diseases. Those that are available often were ob-
tained from a single institution and do not reflect the variety of 

Abbreviations
AI = artificial intelligence, CDE = common data element, EMR = elec-
tronic medical record, GPU = graphical processing unit, PACS = picture 
archiving and communication system, PHI = protected health informa-
tion, XAI = explainable artificial intelligence

Summary
This summary of the 2018 NIH/RSNA/ACR/The Academy 
Workshop on Artificial Intelligence in Medical Imaging provides 
a roadmap to identify and prioritize research needs for academic 
research laboratories, funding agencies, professional societies, and 
industry.

Key Points
nn New image reconstruction and enhancement methods are needed 

to produce images suitable for human interpretation from the 
source data produced by the imaging device.

nn Automated labeling methods are needed to rapidly produce train-
ing data for machine learning research by extracting information 
from narrative reports and clinical notes.

nn Novel machine learning algorithms are needed that are tailored for 
the complexity of clinical imaging data, which are often high reso-
lution, 3D, 4D, multimodality, and multichannel.

nn Machine learning systems must be capable of explaining or illus-
trating the advice they provide to human users (so-called explain-
able artificial intelligence).

nn Aggregation methods for clinical imaging data are needed to pro-
duce the large volume of data necessary to train machine learning 
algorithms.

thereby reducing diagnostic errors, improving patient outcomes, 
enhancing efficiency, and reducing costs.

Diagnostic errors may cause patient harm, and they play a 
role in up to 10% of patient deaths (13). Between 3% and 6% of 
image interpretations rendered by radiologists contain clinically 
important errors (14–16). Inter- and intraobserver variability, 
another indicator of error, occurs at rates as high as 37%, depend-
ing on the imaging modality (17). Cardiologists and pathologists 
experience similar error rates (18,19).

In August 2018, the National Institutes of Health (NIH) 
assembled multiple relevant stakeholders at a public meeting. 
The goal was to assess the current state of the science of AI in 
medical imaging, to identify gaps in current data, knowledge, 
and science, and to provide a research and translation roadmap 
that maximizes the benefit to patients in the years to come. This 
report summarizes key priorities of that meeting for acceleration 
of foundational AI research.

Research Priorities in Machine Learning 
Research
The ultimate purpose of AI research in medical imaging is to 
create tools that improve patient outcomes. AI tools typically 
take the form of imaging decision support systems that provide 
actionable advice to imaging professionals. The gaps in founda-
tional machine learning research can be viewed along the path 
from the raw materials for machine learning to the production 
of decision support systems that provide actionable advice to 
imaging professionals (Fig 2).

There are several opportunities for AI in medical imaging re-
search from image acquisition device to actionable advice:
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ing to litigation and federal penalties. Research 
is needed to measure and enhance the capabili-
ties of current image and report de-identification 
methods.

Quality Rated Data for Reconstruction 
and Enhancement of Clinical Images
Clinical images produced by sophisticated im-
aging devices, such as CT, MRI, PET/SPECT, 
US, and optical scanners, are reconstructed from 
“raw” or source data produced by detectors. The 
resulting signals are indirect and imperfect evi-
dence of anatomic, functional, cellular, and mo-
lecular features. The relationships between these 
tomographic data and underlying structures are 
generally nonlinear and complex. The optimal 
conversion of source data from these sensors into 
reconstructed tomographic images suitable for 
human interpretation or radiomics is an emerg-
ing area of extensive study. Deep learning methods 

can be highly effective in reconstructing images directly from 
source data (35). For example, these data-driven image recon-
struction methods can perform superior MRI reconstruction, 
predict the image enhanced with a full contrast agent dose 
from a partial dose counterpart, or a high-quality image from 
a low-radiation-dose scan (36–39). The result may be shorter 
scan times and, because less expensive components are needed, 
lower cost imaging devices.

In some cases, training data for these methods are readily 
available. For example, the first serial counts from a PET scan-
ner (ie, in “list mode”) are a realistic simulation of a low-dose 
study; the full study can serve as the reference standard. Like-
wise, a test-dose of contrast agent before a full dose study can 
serve as training data for machine learning. But in many other 
cases, we can only measure the synthetic images against radi-
ologists’ perception of image quality, against basic measures of 
quality such as noise and spatial resolution, or against patient 
outcomes that are noisy and can take many years to occur. For 
this reason, data sets and benchmarks are needed for subjective 
image quality ratings that address the suitability of the images 
for specific clinical tasks. These resources would serve as train-
ing data for the production of many image reconstruction and 
enhancement methods and could also be used to produce deep 
learning algorithms that simulate human image quality ratings.

The source data needed for this form of research can be 
difficult to obtain. List-mode data, sinogram data, and k-
space data are often kept in a proprietary format that im-
pedes data sharing and can raise intellectual property con-
cerns if shared, so industry cooperation often is required. The 
International Society for Magnetic Resonance in Medicine 
has proposed a standard for the exchange of MRI source data 
(40), but few vendors make MRI source data available in this 
format. The challenges of obtaining CT sinogram data are 
even more formidable. Professional societies and industry 
must work together to make this form of data more accessible 
to researchers.

imaging devices and clinical scenarios that will be encountered 
in real-world settings. A few larger data sets have been con-
structed, with the potential to be useful for machine learning 
experiments. For example, The Cancer Imaging Archive hosts 
imaging data from multiple cancers; the largest data set, con-
taining over 50 000 patient studies, comes from the National 
Lung Screening Trial (27) and is patient matched to clinical 
and genomics data in The Cancer Genome Atlas. The NIH 
has recently released large chest x-ray (28) and chest CT (29) 
data sets with weak annotations specifically for training ma-
chine learning models. A data set for detecting abnormalities 
on musculoskeletal radiographs is available (30), as is a data 
set containing both k-space and reconstructed images for knee 
MRI studies (31). A data set of nearly 600 000 chest radio-
graphs with high-quality labels was recently released as a joint 
effort of two large research groups (32).

Researchers face significant challenges in finding and ac-
cessing the medical imaging data sets that are publicly avail-
able. Google recently announced a data set search tool, which 
provides pointers to data sets across a variety of web-based 
repositories (33). As more clinical imaging data sets become 
available, tools of this kind will become essential to find clinical 
imaging data sets.

Image De-identification
The automated de-identification of images is addressed today  
by open-source tools like the Medical Imaging Resource  
Center–Clinical Trials Processor (MIRC-CTP), which receives 
DICOM images and replaces the protected health information 
(PHI) they contain with de-identified data (34). While anec-
dotal evidence suggests these systems sometimes miss PHI in 
custom DICOM tags, training data to measure the accuracy of 
these de-identification systems are scarce because they contain 
PHI. Lack of validated standards and technology for the de-
identification of images and reports reduces the willingness of 
individual sites to share data, for fear of a breach of PHI lead-

Figure 1:  Error rates on the ImageNet Large-Scale Visual Recognition Challenge. 
Accuracy dramatically improved with the introduction of deep learning in 2012 
and continued to improve thereafter. Humans perform with an error rate of approxi-
mately 5%.
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access and usability and challenges in combining data sets 
from multiple sources.

Patient-mediated data sharing has the potential to dramatically 
increase the number, type, and variety of available data for ma-
chine learning by breaking down institutional barriers to sharing. 
Patients today are more involved and engaged in their care and 
more recently have become actively engaged in advancing medi-
cal research. The RSNA Image Share Network demonstrated 
how patients can take ownership of their imaging examinations 
and exchange them at their discretion, first using Simple Object 
Access Protocol–based standards developed by Integrating the 
Healthcare Enterprise, then updated to incorporate Fast Health 
care Interoperability Resources and DICOMweb (41).

Methods and Standards for Patient-mediated Data 
Sharing
In the past decade, we have overcome many technical chal-
lenges of cloud-based sharing of clinical images and reports 
between care teams at disparate facilities. But the logisti-
cal, operational, and regulatory challenges of record shar-
ing between institutions for research requires substantial 
additional effort and resources. Attempts to aggregate data 
for research initiatives remain limited and do not scale ef-
fectively to meet the needs of AI research: large data sets, 
acquired from heterogeneous sources, with diverse patient 
representation. While there are national imperatives that 
encourage sharing of research data, there are barriers to data 

Figure 2:  Diagram illustrates the use of images and narrative reports to produce decision support systems that provide actionable advice. There 
are several opportunities for AI in medical imaging research (shaded boxes). EMR = electronic medical record.

Figure 3:  Diagram shows how foundational and translational research activities are connected. Foundational research leads to new 
image reconstruction and labeling methods, new machine learning algorithms, and new explanation methods, each of which enhance 
the data sets, data engineering, and data science that lead to the successful deployment of AI applications in medical imaging. EMR 
= electronic medical record.
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particularly helpful in the development of machine learning sys-
tems that perform classification tasks, such as whether an imag-
ing study shows the presence of tuberculosis or a lung nodule. 
We define “annotation” as furnishing information about a par-
ticular portion of an image—for example, whether a pixel is part 
of a tumor or not. Annotations are particularly useful training 
data for segmentation or detection tasks.

When using unstructured data to create labels from the EMR 
or from the imaging report, an important consideration is the 
degree of noise that can be tolerated in the training data. Both 
mathematical analysis and empirical results indicate that neural 
network models are quite robust to large amounts of noise (43–
48). Thus, the resulting classifiers often achieve an F1 statistic (a 
measure of accuracy) in the 85%–90% range and can serve as 
noisy labels for training data (73).

Electronic Phenotyping from the Electronic Medical 
Record
The EMR is a rich source of information about the patient, in-
cluding disease states that can serve as image labels. For example, 
the EMR documents an oncologic condition through a pathologic 
tissue diagnosis, or it confirms a major medical condition like liver 
disease with clear biochemical test results. In those instances, the 

Despite these important enabling steps, there are no established 
mechanisms or standards for patients to share their medical data for 
research, and there is no common repository or exchange clearing-
house for patient data outside individual health care organizations. 
Initiatives such as the NIH-sponsored All of Us/Sync 4 Science pro-
gram, and the nonprofit Count Me In collaborative, aim to advance 
personalized medicine and research (42). As these initiatives are ex-
panded to educate patients about the importance of data sharing 
for research, patients should be encouraged to share not only their 
electronic medical record (EMR) information but also their images.

Image Labeling and Annotation
Most health care organizations maintain picture archiving and 
communication systems (PACS) that store millions of clinical 
imaging studies and their associated reports. But imaging stud-
ies stored in PACS are not suitable for most machine learning 
research because they contain no labels or annotations for ma-
chine learning. Accordingly, a second imperative AI research 
theme in medical imaging is the development of rapid labeling 
and annotation methods for clinical images. The opportunities 
in this area are summarized in Table 2.

We define “labeling” as attaching a category, class, or tag 
to an entire image or imaging study. This form of labeling is 

Table 1: Research Opportunities in AI for Medical Imaging Related to Data Sharing and Data Availability

Area Current State of the Art Knowledge Gap Approach/Methods Needed Comments/Limitations
Data needs for  
 � machine learning 

research

Few public image  
 � data sets are available,  

mostly small in size  
and lacking real-world  
variation.

Little to no  
 � “AI ready” public  

text or image data  
sets are available;  
Few public data  
sets of “raw” source  
data are available.

Guidelines for data set  
 � creation are needed that  

minimize inherent biases  
and set expectations  
regarding ground truth.  
Data discovery methods  
for imaging data sets should  
be developed using FAIR  
principles.

Motivations and  
 � disincentives for sharing  

content need to be explored,  
including liabilities and  
penalties. These remain  
a substantial obstacle to  
aggregating multi- 
institutional content.

Image  
  de-identification

MIRC-CTP and  
 � similar tools enable  

automated image de- 
identification with  
unknown accuracy.  
No dedicated tools  
are available for  
de-identification of  
imaging reports.

Confident automated  
 � de-identification  

is lacking, requiring  
expensive human  
review.

Large sets of image  
 � data pre- and posthuman  

review are needed to  
measure completeness of  
de-identification tools and  
to provide training data  
for machine learning  
algorithms for  
de-identification.

Without regulatory  
 � changes, privacy  

officers and institutional  
review boards may not  
accept automated  
de-identification methods  
without subsequent human 
review.

Production and  
 � enhancement of  

clinical images

Neural networks can  
 � improve image  

reconstruction.

Very few sources  
 � of training data for  

image reconstruction  
are readily available;  
human quality  
rating of each data  
set is required.

Create and disseminate  
 � data sets with human  

quality ratings that can  
be used to train image  
reconstruction algorithms.  
Continue research on new  
reconstruction methods.

Enhanced image  
 � reconstruction techniques  

will be some of the first  
AI methods to be adopted  
in clinical practice because  
they reduce contrast agent  
dose, radiation dose, and  
imaging times.

Patient-mediated  
  data sharing

Successful demonstration  
 � projects have developed  

technology for patient- 
mediated data sharing.

No standards  
 � exist for patient- 

mediated image data  
sharing for research.

Include imaging in  
 � national efforts to securely  

share personal health  
information.

All patients should be  
 � empowered to consider  

contributing imaging  
data for responsible research  
initiatives.

Note.—FAIR = findable, accessible, interoperable and reusable, MIRC-CTP = Medical Image Resource Center-Clinical Trials Processor.
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Information Extraction from the Radiology Report
Almost all clinical imaging studies are accompanied by a re-
port that describes the imaging findings, produced by an expert 
physician. When the abnormality is clearly visible on the im-
ages, such as the presence of a lung nodule, the imaging report 
can be a rich source of image labels for training of deep learn-
ing systems.

To date, information extraction methods have been applied 
to detect specific report features or to extract labels from reports 
of a particular imaging modality and body region. The earli-
est and most widely studied radiology information extraction 
system is the Medical Language Extraction and Encoding Sys-
tem, which uses a custom controlled vocabulary and grammati-
cal rules to convert chest radiography reports into a structured 
format (62,63). General toolkits have been applied to extract 
concepts from medical narrative (64–67). However, the per-
formance of these systems decreases when applied to data from 
multiple organizations (68) or to more complex narrative reports 
from CT and MRI head images (69).

More recent work on information extraction from the radi-
ology report focuses on specific elements of the report to im-
prove accuracy for specific use cases. Rule-based natural language 

EMR can provide labels for diagnostic images. Methods to extract 
labels from the EMR are often called “electronic phenotyping” 
because they identify patients with a defined disease, clinical con-
dition, or outcome based on the contents of the EMR (49–51).

Electronic phenotyping methods typically have relied on rule-
based definitions (47,52). Research networks, such as the Elec-
tronic Medical Records and Genomics network (53,54), create 
and validate electronic phenotypes at multiple institutions and 
make them available online in PheKB, the Phenotype Knowledge-
Base (55). An alternative is the use of machine learning to train 
classifiers from patient records labeled as having the phenotype 
or not (44,45,56,57). For example, regression-based phenotype 
models for rheumatoid arthritis learned from expert labeled data 
can identify cases with a positive predictive value of 94% (58). 
Supplementing diagnosis codes and medications with images 
and terms extracted from clinical narratives has been shown to 
improve phenotyping classifiers (59,60). However, to date only a 
few dozen phenotyping algorithms have been developed, only a 
fraction of which are relevant to medical imaging (61). Electronic 
phenotyping research must be scaled up to incorporate the pheno-
types that can serve as ground truth for the training of computer 
vision algorithms.

Table 2: Research Opportunities in AI for Medical Imaging Related to Image Labeling and Annotation

Area Current State of the Art Knowledge Gap Approach/Methods Needed Comments/Limitations
Electronic  
 � phenotyping  

from the EMR

Electronic phenotyping  
 � methods have been  

developed for a limited  
number of phenotypes,  
mostly not relevant to  
medical imaging.

New neural network  
 � based information  

extraction methods 
show promise but 
require further  
development.

Better algorithms are  
 � needed for more  

reliable encoding and  
extraction of data from  
the EMR to automate  
classification.

Generalizability requires  
 � study because EMR  

systems vary in their  
organization of relevant  
clinical information.

Information  
 � extraction from  

the imaging  
report

Rule-based information  
 � extraction methods  

have predominated.  
Early experimentation  
with word embeddings  
and neural methods has  
produced promising  
results.

Little imaging  
 � report data are  

publicly available;  
no standards exist for  
sharing or exchange  
of this data.

The next generation  
 � of information extraction  

research on the radiology  
report will incorporate  
word embeddings and  
neural network methods;  
Public data sets are  
needed.

Tools must be developed  
 � to improve annotation  

efficiency and to further  
develop unsupervised and  
semisupervised algorithms  
that utilize unlabeled data.

Prospective  
  data capture

Structured data capture  
 � is more prevalent in  

pathology and cardiology.  
Penetration of structured  
reporting in radiology is  
limited.

Tools and standards  
 � are not available to  

facilitate adoption  
of discrete data  
reporting.

Infrastructure is  
 � needed to enable  

adoption of CDEs  
and structured  
reporting.

Professional societies  
 � and industry must  

promote and disseminate  
these new structure  
reporting methods  
and tools.

Efficient  
 � enhanced  

annotation  
methods

Segmentation is  
 � predominantly a  

laborious manual  
process.

Few automated  
 � methods are  

used to increase  
speed and efficiency  
of annotation.

Deep learning  
 � methods to aid human  

image annotation  
should be developed.

For segmentation,  
 � human experts will  

probably always be required,  
but their time can be  
used more efficiently.

Reference standard  
  methods

EMR data and expert  
 � panels are used as  

high-quality reference  
standards.

There is limited  
 � knowledge of the  

efficacy of crowd- 
sourced labeling  
and interactive  
group labeling.

Research on crowd- 
 � sourcing and similar  

group labeling methods  
is needed.

High-quality labels are  
 � always necessary to  

validate algorithms,  
even when weak labels  
are used for training.

Note.—EMR = electronic medical record, CDE =common data element.
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images and annotating the structures of interest. Research is 
needed on newer tools that reduce the annotation burden on 
human experts. For example, some algorithms can semiauto-
matically trace structures on images, so that a human anno-
tator need only modify machine-generated traces, rather than 
generate each annotation de novo (90). It is possible to train 
deep learning methods in a semisupervised manner with mini-
mally annotated data sets to get reasonable approximations of 
structures, thereby iteratively reducing the human effort in 
tracing structures (91).

Reference Standard
To definitively measure the accuracy of machine learning al-
gorithms, a smaller data set (typically containing hundreds 
of cases) with high-quality labels is required. Often this refer-
ence standard is produced from manual chart review or tissue 
sampling. But many conditions on diagnostic images, such as 
pneumonia, congestive heart failure, or the presence of a lung 
nodule on a screening study, are only visible to the imaging 
professional reviewing the images. In these cases, a panel of 
clinical experts must serve as the reference standard by review-
ing comprehensive longitudinal clinical data sets that include 
imaging, reporting, and pathology.

But variability, even between experts, is well documented. 
Bias and variability are inherent when manual annotations are 
acquired and can lead to label noise. Acquiring annotations from 
multiple experts for each case is currently considered best prac-
tice (10,12) yet is achieved infrequently due to the cost. Select-
ing an appropriate method to synthesize the judgment of many 
observers has been an active research area for many years (92). 
Fundamental methods to reduce interrater variability that can 
learn from noisy, biased labels need to be further developed. For 
example, the availability of “crowd-sourced” image labeling plat-
forms and methods provide new opportunities to create valid 
image labels (93).

Machine Learning Challenges Unique to 
Clinical Imaging Data
Clinical images present unique challenges to AI researchers. 
The challenges in this area are highlighted in Table 3.

Computing Architectures
Computing power has increased by orders of magnitude over 
the past decade, enabling rapid progress in deep learning and 
computer vision. Computational power for deep learning meth-
ods is typically supplied by graphical processing units (GPUs) or 
specially designed chips like tensor processing units (94). These 
high-performance computers can be implemented locally (“on-
premises”) or in the cloud. Cloud computing is typically more 
cost-effective when bursts of high-performance computing are 
needed, while sustained computing is typically more cost-effective 
on dedicated machines in local data centers. Cloud computing 
poses challenges because it entails transferring clinical data to a 
cloud platform, which may raise privacy concerns.

Deep learning methods often require multiple GPUs to 
get results in reasonable time, requiring special software sys-
tems to route data and allocate computing across a network of 

processing methods can extract critical results (70), and notifica-
tion statements (71). The Lexicon Mediated Entropy Reduction 
system extracts and classifies phrases with important findings 
and recommendations from radiology reports (72–74). How-
ever, these techniques are not scalable for image classification, 
because they require manual annotation of a training set for each 
new class. Weak supervision to create inferred generative models 
is a special case of automated rule-based labeling that improves 
efficiency (75) but still requires new rule sets for each class. A 
simple model for the information in diagnostic imaging reports 
that generalizes across imaging modalities and body regions can 
improve scalability of weak labeling (76).

Recent research has repeatedly shown that unsupervised train-
ing of recurrent neural networks, or RNNs, on a large unlabeled 
collection of narrative reports yields superior performance to 
previous machine learning methods, which relied on hand-engi-
neered features and specialized knowledge sources (77,78). The 
latest vector-based methods, such as the Word2Vec (79), and 
GloVe (80), rely on representations of words that encode not only 
information about the word, but also the context in which the 
word occurs. These methods typically achieve improved accuracy 
relative to conventional machine learning methods (81,82). These 
methods have not yet been used extensively to extract information 
from diagnostic imaging reports or the EMR, but early research 
suggests they will have substantial value to generate an efficient, 
automated, scalable method to extract labels (83–85).

Most information extraction methods currently used in med-
ical imaging are based on supervised machine learning meth-
ods. Further research into semisupervised methods that utilize 
both labeled and unlabeled data can help reduce the annotation 
burden, currently a bottleneck to training robust models (86). 
Semisupervised and unsupervised learning with generative ad-
versarial networks, or GANs, also shows promise (87).

Prospective Discrete Data Capture and Structured 
Reporting
Image labels that are consistently and prospectively applied by 
experts are the most valuable because they are highly accurate. 
To obviate the need for subsequent retrospective labeling of 
vast amounts of data, clinical images could be labeled or anno-
tated as part of the routine clinical workflow using structured 
reporting (88). Structured reporting and associated standard 
interpretation criteria can reduce interobserver variability.

Standards are being developed to facilitate this approach. The 
ACR-RSNA common data elements (CDEs) initiative directly 
supports labeling and annotation during clinical work (89). The 
creation of a canonical set of structured imaging observations 
and responses represents a significant step forward in improv-
ing discovery of report annotations with high accuracy. CDEs 
enable structured annotated image and text data to be continu-
ously updated, shared, and fully integrated for use in patient care 
and within a learning health care system.

Use of Machine Learning for Efficient Image 
Annotation
For image segmentation or detection tasks, large numbers of 
experts must create training and validation data by labeling the 
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using more realistic augmentation schemes) and to attain more 
biologically plausible results.

Federated Learning Methods
Research outside medicine typically strives to aggregate massive 
data sets from multiple sources, such as the ImageNet database. 
Such methods are less feasible for clinical data because they must 
meet the requirements of privacy officers and institutional review 
boards from each contributing institution. Due to privacy and 
data sharing limitations, most machine learning models to date 
have been generated using data from single institutions. The per-
formance of such models may be limited due to sample size (in the 
case of rare diseases) or due to the lack of diverse training data, and 
therefore may not generalize well to other institutions. Federated 
learning methods are being developed whereby network weights 
and parameters, rather than the training data, are transferred be-
tween sites, enabling learning across multi-institutional data while 
preserving the privacy (96,97). More research is needed to develop 
and refine these new methods.

Explainable Artificial Intelligence
An important impediment to clinical adoption (and possibly 
regulatory approval) of AI algorithms is a lack of understanding 
of how the algorithm made its decision. Trained deep learning 

processors. For cases with large image files (such as 3D segmen-
tation algorithms), memory can also be a limitation. While some 
software libraries can spread computation across GPUs, methods 
for opportunistic allocation of computing and data across GPUs 
require further development.

Model Architectures Tailored to Clinical Imaging
Most off-the-shelf machine learning models were constructed 
for ImageNet, which is a data set of 256 3 256 color photo-
graphs of natural scenes (7). Pretrained weights for these im-
ages enhance the accuracy of machine learning classifiers, even 
for some clinical imaging tasks (95). However, these models 
can incorporate neither the knowledge of the physics of clinical 
image acquisition, nor the anatomy and pathology of human 
physiology and disease. Therefore, these pretrained models do 
not work effectively for many forms of clinical data, which are 
often high resolution, multimodality, multichannel, and 3D 
and 4D. Work is needed to develop a library of deep learn-
ing models, including pretrained weights, for these more com-
plex forms of clinical imaging data. New architectures also are 
needed to perform image segmentation, reconstruction, and 
enhancement on more complex clinical data sets. Developing 
deep learning techniques that can incorporate such knowledge 
has the potential to improve the efficiency of training (eg, by 

Table 3: Research Opportunities Related to the Unique Challenges of Clinical Imaging Data

Area
Current State  
of the Art Knowledge Gap Approach/Methods Needed Comments/Limitations

Computing  
  architectures

Dedicated processors  
 � are now prevalent. 

Memory is limited 
for some tasks.

Privacy concerns  
 � favor expensive  

hardware and software 
computational  
resources on-premises.

Work with vendors  
 � to develop cloud platforms  

suitable for clinical data  
and medical grade  
implementations with  
large RAM.

Industry will lead  
 � the way in developing  

more robust computing  
platforms in the cloud and  
on premises.

Model architectures  
 � tailored to clinical 

images

Most off-the-shelf  
 � models were pro-

duced from photo-
graphs or videos of 
natural scenes.

Pretrained models  
 � are unavailable for  

complex forms of  
clinical imaging data.

Pretrained models are  
 � needed for efficient machine  

learning for 3D, 4D,  
multimodality, high-resolution  
or multichannel clinical  
imaging data. Algorithms  
must incorporate imaging  
physics and anatomic and 
pathophysiologic knowledge.

Architectures and  
 � algorithms specific to medical  

imaging may improve  
performance and efficiency.

Federated machine  
  learning

Privacy concerns  
 � impede machine 

learning on multi-
institutional data 
sets.

Early work shows  
 � the promise of  

federated  
computing, which 
enables data to  
remain with the  
institution that  
produced it.

Support is needed for  
 � development and  

dissemination of deep  
learning algorithms that  
can share network updates  
across data sets at wide scale.

Federated learning  
 � methods are particularly  

important for the study  
of rare diseases, for which  
a single institution has  
insufficient training data  
for machine learning.

Explainable  
  AI (XAI)

Methods like saliency  
 � maps and class 

activation maps 
highlight parts of 
an image used to 
make decisions.

We lack methods  
 � to reliably understand  

many aspects of the  
image (such as  
textures) that  
contribute to a  
decision.

Larger data sets and  
 � synthetic data sets with  

known texture features  
are needed to catalyze  
research in this area.

A trade-off may exist  
 � between model performance  

and interpretability.
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networks have been described as “black boxes.” Deep learning 
models are susceptible to bias (98) and subject to adversarial 
attack (99). These challenges are not unique to medical imag-
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driving cars. As a result, there are increasing efforts to develop 
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still in its early stages. We have outlined several key research 
themes and described a roadmap to accelerate advances in 
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