Capacity of Ad Hoc Wireless Networks

Jinyang Li

Charles Blake Douglas S. J. De Couto Hu Imm Lee Robert Morris

M.I.T. Laboratory for Computer Science
{jinyang, cblake, decouto, hilee, rtm}@Ics.mit.edu

Abstract

Early simulation experiencewith wirelessad hoc networks sug-
gestgthattheir capacitycanbe surprisinglylow, dueto therequire-
mentthat nodesforward eachothers’paclets. The achievable ca-
pacity depend®n network size,traffic patternsanddetailedliocal
radio interactions. This paperexaminesthesefactorsalone and
in combinationusingsimulationandanalysisfrom first principles.
Ourresultsincludebothspecificconstantsandgenerakcalingrela-
tionshipshelpfulin understandinghelimitationsof wirelessadhoc
networks.

We examineinteractionsof the 802.11MAC andad hoc forward-
ing andtheeffecton capacityfor severalsimpleconfigurationsand
traffic patterns. While 802.11discovers reasonablygood sched-
ules,we nonethelessebsere capacitiesnarkedly lessthanoptimal
for very simplechainandlattice networks with very regulartraffic

patterns We validatesomesimulationresultswith experiments.

We alsoshaw thatthetraffic patterndeterminesvhetheranad hoc
network’s pernodecapacitywill scaleto largenetworks. In partic-
ular, we shaw thatfor total capacityto scaleup with network size
the averagedistancebetweensourceand destinationnodesmust
remainsmall asthe network grows. Non-localtraffic patternsin
which this averagedistancegrows with the network sizeresultin a
rapid decreas®f pernodecapacity Thusthe question‘Are large
ad hoc networks feasible?” reducego a questionaboutthe likely
locality of communicatiorin suchnetworks.

1. Intr oduction

Ad hoc wirelessnetworks promisecornvenientinfrastructure-free
communication.We expectthe total capacityof suchnetworksto
grow with theareathey cover, dueto spatialre-useof thespectrum:
nodessuficiently far apartcan transmitconcurrently However,
ad hoc routing requiresthat nodescooperateo forward eachoth-
ers’ pacletsthroughthe network. This meansthatthe throughput
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availableto eachsingle nodes applicationds limited not only by
theraw channelkapacity but alsoby the forwardingloadimposed
by distantnodes.This effect could seriouslylimit theusefulnessf
adhocrouting.

In thispaperwe focusouranalysisandsimulationson staticadhoc
networks. Notethatin mostmobility scenariosnodesdo notmove
significantdistancesluringpaclet transittimes. Thus,for capacity
analysiswe canview mobile networks aseffectively static.

Thefollowing simplificationof ananalysisoy GuptaandKumar[8]
estimateshepernodecapacityto beexpectedn anadhocnetwork.
Radiosthat are suficiently distantcan transmitconcurrently;the
totalamountof datathatcanbe simultaneouslyransmittedor one
hop increasedinearly with the total areaof the ad hoc network.
If nodedensityis constantthis meansthat the total one-hopca-
pacityis O(n), wheren is the total numberof nodes.However, as
the network grows larger, the numberof hopsbetweereachsource
anddestinationmay alsogrow larger, dependingon communica-
tion patterns. One might expectthe averagepathlengthto grow
with the spatialdiameterf the network, or equivalentlythe square
root of thearea,or O(y/n). With this assumptionthe total end-to-
end capacityis roughly O(n/4/n), andthe end-to-endhroughput

availableto eachnodeis
1
o — 1
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Gupta and Kumar also demonstratedhe existenceof a global
schedulingschemeachieving ©(1/4/nlogn) for auniformrandom
network with randomtraffic pattern.

It is notencouraginghatthethroughputavailableto eachnodeap-
proachegzeroasthe numberof nodesincreasesFurthermorethis
simpleanalysisomitstheconstanfactorswhich determinevhether
ary particularnetworkswill have ausefulpernodethroughput.

A commonobsenationin analyse®f ad hocrouting protocols[2,
10, 4] is that capacityis the limiting factor; thatis, the symptom
of failureunderstresds congestiodosses A high volumeof rout-
ing queriesor updates,causedoy mobility or a large numberof
nodescausesongestionthe resultis not just droppeddatapack-
ets, but alsolost routing information and consequeninis-routing
of data. Evaluationsof ad hoc protocolstendto usevery low data
ratesin orderto avoid runningout of capacity For example,Das
et al. [4] obsere thatin a simulatednetwork of 100 nodes,each
with a2 Mbpsradio,thethroughputvailableto eachnodeis onthe
orderof a few kilobits per second.They reportthattheir network
hasanarealargeenoughthat7 transmissionsnay proceedconcur
rently without interfering; this meanghatthe pernodethroughput



actuallyavailablewasabout50 timessmallerthanthe apparenta-
pacity Theloadsusedn otheradhocroutingstudiesareconsonant
with this; for example bothKarp andKung[9] andBrochetal. [2]
limit thetotal offeredloadto about60 Kbps despiteusing2 Mbps
radios.Theinteractionof adhocroutingandcapacitysuggestshat
ary evaluationof anad hoc network requiresan understandingf
network capacity

While the above discussiorsuggestshatad hoc networks arefun-
damentallynon-scalableit maynotreflectreality. Thestudiescited
abore assumarandomcommunicatiorpattern:eachpair of nodes
is equallylikely to communicatesothat paclet pathlengthsgrow
alongwith the physicaldiameterof the network. This assumption
is probablyreasonabléor smallnetworks. However, usersin large
networks may communicatemostly with physicallynearbynodes:
their neighborsin the samelecturehall of a university, or on the
samefloor of a building, or in the samecompay in acity. If lo-
calcommunicatiorpredominateathlengthscouldremainnearly
constan@asthe network grows, leadingto constaniper nodeavail-
ablethroughput.

This papermakestwo contributionsto the understandin@f prac-
tical ad hoc network scalability At a detailedlevel, it examines
theinteractionbetweerad hocforwardingandthe 802.11medium
accessprotocolin orderto estimatethe constantsn Equationl.

At a systemlevel, it examinesthe impactof communicatiornpat-
ternson the form of Equationl, and determinessomeconditions
underwhich pernodecapacityis likely to scaleto large networks.

Theseresultsarelikely to be usefulbothin understandingimula-
tion studiesof ad hoc network performancendin the deployment
of realadhocnetworks.

2. 802.11Background

This paperassumesise of the IEEE 802.11[3] Distributed Co-
ordination Function the accesanethodusedin ad hoc mode. To
reducecollisions causedby hiddenterminals[1] in the network,
802.11usesa four-way RTS/CTS/Data/Ackexchange.In brief, a
nodethatwishesto senda datapaclet first sendsan RTS (request
to send)paclet to the destination. If the destinationbelievesthe
network is idle, it respondsith a CTS (clearto send).The sender
then transmitsthe datapaclet, and waits for an ACK (acknavl-
edgmentfrom therecever. If anodeoverhearanRTS or CTS, it
knowsthemediumwill bebusyfor sometime, andavoidsinitiating
new transmissionsr sendingary CTSpaclets.

802.11 RTS and CTS paclets include the amountof time the
mediumwill bebusyfor theremaindeiof theexchange Eachnode
usesthesetimesto updateits “network allocationvector” (NAV).

The NAV valueindicatesthe amountof time remainingbeforethe
network will becomeavailable. Uponsuccessfuteceiptof anRTS
framenot addressedo itself, a nodeupdatests NAV to the max-
imum of the time carriedin the RTS frame and its currentNAV

value. Uponreceving an RTS addressedo itself, a nodereturns
a CTSframeonly if its NAV valueis zero, otherwiseno CTS is
sent. Hence,a sendemwill seeno CTSif its RTS paclet hascol-
lided with anothertransmissiorat therecever, or if therecever's
NAV indicatesthatthe network is not available. A nodetimesout
andre-sendsheRTSif it recevesno CTS.

802.11doublesits bacloff window eachtime a timeoutoccurs;it
resetghe bacloff to aminimumvalueaftera pacletis transmitted
successfullyor is droppedafterreachingmaximumretry limit.
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Figure 1: Total network thr oughput achieved as a function of
the number of competingnodes.All nodesare within eachoth-
ers’ radio ranges,and all nodessendas fast as 802.11allows.

3. MAC Interactions

This sectionpresentsimulationsof scenarioghatillustratethe de-
tailedinteractionbetweeradhocforwardingandthe 802.11MAC.
The sectionstartswith simple scenariosandworks towardscom-
plex situationsthataremorelik ely to be seen.

The simulatorusedis the ns [5] simulatorwith the CMU wire-
lessextensiong7] whoseparameteraretunedto modeltheLucent
Wavelancardata2 Mbpsdatarate.

Note that onenodecaninterferewith paclet receptionat another
nodeevenwhenthey aretoo far apartfor successfutransmission.
At long enoughdistanceghe interferencebecomesgligible. In
the simulator the effective transmissiorrangeis 250 meters,and
theinterferingrangeis about550 meters.

Most of the simulationsinvolve stationsseparatedy 200 meters,
justunderthetransmissiomange.This separations likely to yield

closeto the maximum capacitypossible,sincewith highernode
densitythe capacitymustbedividedup amongmorenodes.

All simulateddatapacletsareprecededy anRTS/CTSexchange,
regardlessof size. Eachdatapoint is an averageof 5 runslasting
300second®f simulatedtime. Nodesarestationary

3.1 SingleCell Capacity

As a baselinefor comparisorwith more comple situations,Fig-
ure 1 shaws the simulatedtotal capacityof a singlecell (200mby
200m)network asthe numberof nodesincreases Eachnodeis a
paclet source,sendingasfastas802.11allows, eachpaclet to a
randomlyselectedlestination The2-nodescenarichasthe highest
capacity sinceit hasthe minimumcontention.

Figurel alsoshaws thatthe RTS/CTS/ACK exchangeaddssignif-
icantoverhead An RTS pacletis 40 bytes,CTSandACK paclets
are39bytes,andthe MAC headeiof adatapacletis 47 byteslong.



Figure 2: MAC interferenceamong a chain of nodes. The
solid-line circle denotesa node’s valid transmissionrange. The
dotted-line circle denotesa node’sinterfer encerange. Node4's
transmissionwill corrupt node 1's transmissionsat node 2.

Thusthedatathroughpuis atmostﬁ.?&%47 x 2~ 1.8 Mbps
with 1500-bytedatapaclets. Whenvariousinter-frametimingsare

alsoaccountedor thislimit is reducedo 1.7 Mbps.

3.2 Capacity of a Chain of Nodes

In anad hoc network, pacletstravel alonga chainof intermediate
nodestoward the destinations.The successie paclets of a single

greedyconnectiorinterferewith eachotherasthey move down the

chain, forcing contentionin the MAC protocol. This subsection
examinesthe realizablecapacityof a single chainof nodeswhere

pacletsoriginateatthefirst nodeandareforwardedto thelastnode

in thechain.

The following analysisshawvs that an ideal MAC protocol could
achieve a chain utilization as high as 1. Considerthe network
shavn in Figure 2, wherenodel is the sourceand6 is the sink.
Assumefor themomentthattheradiosof nodeshatarenotneigh-
borsdonotinterferewith eachother Nodesl and2 cannotransmit
atthesametime becaus@ode2 cannotreceve andtransmitsimul-
taneouslyNodesl and3 cannottransmitat the sametime because
node2 cannotcorrectlyhearl if 3 is sending.Nodesl and4 can,
with the above assumptionsendat the sametime. This leadsto a
channelutilization of 3.

However, if oneassumeshatradioscaninterferewith eachother
beyondtherangeatwhich they cancommunicatesuccessfullythe
situationis worse. For example,802.11nodesin the ns simulator
cancorrectlyreceie pacletsfrom 250 metersaway, but caninter-

fere at 550 meters.Hence,in Figure2, node4’s paclet transmis-
sionswill interferewith RTS pacletssentfrom 1 to 2, preventing2

from correctlyreceving nodel’'s RTS transmissionsr sendingthe
correspondin@TS. Thereforewe expectthe maximumutilization

of achainof adhocnodesin thenssimulatorto be % .

Figure 3 shaws simulationresultsfor a single chain. For this set
of simulations,eachnodeis 200 metersaway from its immediate
neighbors.Node1 is the sourceof datatraffic andthelastnodein

the chainis thetraffic sink. Node 1l sendsdataasfastasits MAC

allows. A chainof only two nodesachierzesa throughputof about
1.7 Mbps for 1500-bytepaclets, ratherthan 2 Mbps, due to the
overheadf headersRTS, CTS,andACK paclets.

2
I I I64 byte palckets i
500 byte packets ---x---
1500 byte packets ------
*
15| .
7
o \
e} 5
2 X
5
o \
£ \
= 1 | -
2 AL
£ o
£ (N
05 | N X .
0 1 1 1 1 1
0 2 4 6 8 10

Chain Length (Number of Nodes)

Figure 3: Throughput achieved along a chain of nodes,as a
function of the chain length. The nodesare 200 meters apart.
The first node originates packetsasfast as802.11allows, to be
forwarded along the chain to the last node. The throughputs
for chainsof 20 and 50 nodesare the sameasfor 10 nodes.

As the chainsgetlonger they approacta utilization of 0.25Mbps
for 1500-bytepaclets,or % of themaximumof 1.7 Mbps. Thisis
substantialljessthanthe predicted%.

To shedlight on the discrepang between%1 and %, we conducted
a setof simulationsin which the source(node1) sent1500-byte
pacletsat variouscontrolledrates.Figure4 shovs theresults.The
maximumthroughpuis achieredat0.41Mbps,whichis very close
to 1.7 x % = 0.425Mbps. However, asthe offeredloadincreases
(even a little) beyond this optimum, the chain throughputdrops
sharply This shaws that the 802.11MAC is capableof sending
atthe optimalrate,but doesnot discover the optimumscheduleof
transmissionsnits own.

802.11fails to achieve the optimum chain schedulebecausean
802.11nodes ability to sendis affectedby the amountof compe-
tition it experiencesFor example,node3 in a 7-nodechainexpe-
riencesinterferencerom 5 othernodeswhile nodel is interfered
with by three other nodes. This meansthat node 1 could actu-
ally inject more pacletsinto the chainthanthe subsequenhodes
canforward, asdetailedin Figure5. Thesepacletsareeventually
droppedat nodes2 and3. Thetime nodel spendssendingthose
extrapacletsdecreasedeliveredthroughpusinceit preventstrans-
missiongrom subsequemntodes.Thisunfairnessvasalsonotedby
Nandagopaétal. [12]; their proposedsolution,which triesto give
eachsingle-hopflow equalcapacityallocation,might raisethe ef-
ficiengy of adhocchainforwardingconfigurations.

In additionto allocatingbandwidthunerenly, 802.11bacloff works
badly with ad hoc forwarding. Considerthe casewhennode4 is
in the middle of transmittinga datapaclet to node5 andnodel
attemptsto initiate transmissiorto 2 (seeFigure 2). Becauseof
two-hop interference,node 1's RTS paclet will be corruptedby
node4'’s transmissiorand node 2 will not respondwith a CTS.
Sincenode 1 doesnot know aboutnode4’s transmissionjt will
backoff andretry. Hencefor the durationof node4’s transmission
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Figure4: Throughputdeliveredby an 8-nodechain with differ -
ent sendrates, using 1500-bytepackets. The fact the peak rate
of 0.41Mbps is not maintained shavsthe 802.11MA C doesnot
schedulegreedysendersoptimally for ad hoc forwarding.

Node

1 2 3 4 5 6

Sendrate 0.48 0.35 0.27 0.26 0.26 0.26
Wastedtime (%) 54 33 31 15 O 0

Figure 5: Individual node sendrates in Mbps, and percent of
total time spentin wastedbackoff for a 7-nodechain, with 1500-
byte packets. Note that the 802.11MAC allows node 1 to send
much faster than nodes2 or 3 can forward, resulting in lost
packets.

all transmissiorattemptsrom nodel will fail, causinga dramatic
increasen its bacloff window under802.115 binary exponential
bacloff scheme Thereforewhennode4 is donewith its transmis-
sionandhasnothingmoreto send,nodel mayremainbacled off

during a time in which it could be transmitting. Figure 5 shavs
the percentof time spentin wastedbacloff for eachnodealonga
7-nodechain.We considera certainperiodof bacloff to bewasted
whenno nodethatmight causanterferences transmitting.As we
cansee,eventhoughnode3 is receving pacletsfrom node2 ata
rate(0.35Mbps) alreadymuchlessthanthe optimumratethatcan
be supported0.425Mbps),node3 is unableto maintainthe same
rateasnode2, while atthe sametime wastingtime backingoff.

To summarizean ideal ad hoc forwarding chain shouldbe able
to achieve % of the throughputthat a single-hoptransmissiorcan
achieve. Simulationshavs thatthe 802.11MAC protocolmanages
% of thesingle-hopthroughput.

3.3 Verification of Chain Results

As a rough checkon the simulationspresentedabore for ad hoc
chains,Figure 6 shavs resultsmeasuredn real hardware. The
hardwarewasconfiguredto mimic the simulationparametersised
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Figure 6: Real hardware thr oughput achieved along a chain of
nodes,asa function of the chain length. Each nodewasplaced
at the maximum distancefrom the previous that allowed low-
losscommunications. Hard ware parameterswere setto mimic
the simulation parametersasmuch aspossible.
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Figure 7: Lattice network topologies,shawing just horizontal
traffic onthe left, and both horizontal and vertical on theright.

in Figure 3 ascloselyaspossible. The radiosinvolved are Cisco
340 (Aironet PC4800)cardsoperatedn ad hoc modeat 2 Mbps.
Eachnodewasplacedasfarfrom its predecessaaspossiblewith-
out sacrificinglow-losscommunication.Only 6 nodeswereavail-
able. ThefactthatFigure6 matched-igure3fairly closelysuggests
thatthe simulationsdo not containmajor errors;for example,the
averagedifferencefor the 1500-bytepacletthroughpuis only 6%.

3.4 Capacity of a Regular Lattice Network

Thepreviousanalysisshavedhow the successie nodesin asingle
forwardingchaininterferewith eachother To gaugethe effective-
nessof 802.11channelallocation,we considera lattice network.
Two typesof traffic patternwill be discussed:horizontaltraffic
flows moving from theleft edgeto theright edgeandcrossechor
izontalandvertical flows (seeFigure7). Theregularity of the net-
work andtraffic patternsallows estimationof nearlyoptimalglobal
schedulingschemeso comparewith 802.115 actualperformance.

Considerthe scenarioin the left-hand half of Figure 7. Herea
lattice of nodeshasparalleltraffic flows moving from theleft edge
to the right edge. Assumeeachnodeis 200 metersfrom its east,
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Figure 8: Average per flow throughput in square lattice net-
works with horizontal data streamsonly, asa function of net-
work size.Thereareasmany parallel chainsasthereare nodes
per chain. The X axis value s the total number of nodes.Each
nodeis separatedfr om its four neighborsby 200 meters.

west, north, and southradio neighbors. To accountfor inter-flow
interferenceywhenonly everythird chainis active, theactive chains
are separatedertically by more than the 550 meterinterference
limit. Thisimpliesthatevery third chaincanoperatewithoutinter-
chaininterferencepotentialIydeli\/eringthe;11 of channekapacity
derived in Section3.2. Thuseachflow in thelattice network may
be expectedto achieve a throughputof llz of the channekapacity
For 1500-bytepaclets,thisis 1—12 x 1.7 Mbps,or 0.14Mbps.

Figure8 shavstheperflow throughpufor avarietyof latticesizes.
The numberof chainsis the sameasthe numberof nodesin each
chain, producingsquarelattices. The total numberof nodesis

shavn on the X axis. As the network grows large, the per flow

throughputfor 1500-bytepacletssettlesat about0.1 Mbps,some-
what lessthan our estimatedvalue. The inefficienciesof 802.11
we have foundin thechainscenariosrestill presentnodesn the
beginning of the chainexperiencelesscontentionandhencesend
more pacletsthat could handledby nodesin the later part of the
chain. Therearealsowastedbacloff periodsfor the samereason
asexplainedin the chainscenario.

3.5 CrossTraffic in a Lattice

Now considera slightly moregenerakituation,in which bothver

tical andhorizontalflows arepresentasin theright-handdiagram
in Figure7. All traffic originatesat the top andleft edgesof the
network, andis forwardeddownward or rightward to the opposite
edgesthemiddle nodesdo not originateary traffic.

In this case,we shouldnot expectthe overall capacityof the net-
work to decreassignificantly In theorywe couldimposea sched-
ule on the entirenetwork in which all the verticalflows operaten
onetime cycle,andall thehorizontalflowsin thenext. Thiswould
causeeachflow to seehalf asmuchthroughputasin the previous
section put sincetherearetwice asmary flows,theoverallnetwork
throughputis the same.Of course 802.11may not schedulgpack-
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Figure 9: Average per flow throughput in square lattice net-
works with both horizontal and vertical data streams. This
configuration has twice as many chains of traffic sharing the
samenetwork as Figure 8, which explains most of the differ-
encebetweenthe two results.

etsthis efficiently in practice.For example,thefactthateachnode
hasa singlequeuemeanghata nodemaylosea chanceto senda
pacletverticallywhile thepacletattheheadof thequeuds waiting
for contentionin the horizontaldirection. Figure9 shaws theaver
ageper flow throughputobtainedby simulation,which is slightly
lessthanthe predictedvalue of half of the perflow throughputfor
lattice networks without crosstraffic. We find thatthe averageper
centageof time spentin wastedbacloff is 2.23% as opposedo
0.75% in the 8 by 8 lattice network without crosstraffic. We con-
sider a bacloff periodto be wastefulif ary paclet in the queue
(notnecessarilatthe head)mightbetransmittedsuccessfullydur
ing thattime. Theincreasedvastecbacloff reflectshead-of-queue
blocking.

As an alternateanalysis,the efficiengy of the 802.11MAC under
differenttopologiesandtraffic patternscanbe evaluatedby mea-
suringtotal one-hopnetwork throughput.Figure 10 illustratesthe
simulatedtotal throughputobtainedin various2-dimensionahet-
work configurations.The X axisindicatesthe physicalareaof the
network; the numberof nodesis proportionalto thearea.

TheY axisindicatesthe one-hopthroughputof the network with
1500-bytepaclets. One-hophroughputmeasurementountall ra-
dio transmissionfor datapacletsthatsuccessfullyarrive attheir fi-
naldestinationsincludingpacletsforwardedby intermediatanodes.
One-hopthroughputis similiar in conceptto the bit-meter/second
unit proposedin [8]. Figure 10 shaws that one-hopthroughput
scalesroughly linearly with the areaof network. The actualslope
of the curve dependson how effectively 802.11schedulepaclet
transmissionsThe pointsmarked “horizontal” reflectthe network
andtraffic configurationdescribedn theprevioussub-sectionThe
points marked “horizontal andvertical” shav thatthe addition of
vertical traffic decreasethe total one-hopcapacity However, the
fact that it is just a slight constantfactor decreaseémplies that
802.11doesfind a reasonablyefficient schedulefor interleaving
thetwo directions.
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Figure 10: Total one-hopthr oughput for lattice networks with
just horizontal traffic, latticeswith both horizontal and vertical
traffic, and networks with random node placementand ran-
dom source-destinationpairs. The X axisindicatesthe network
area; the number of nodesis proportional to the area. The Y
axis indicates total one-hopthr oughput measured as the sum
total of bits of data sentby all nodesper second,including for-
warded bits. The simulations use1500-bytepackets. Note that
the total one-hopcapacity scalessimilarly in all thr eesituations.

3.6 Random Traffic in a Random Layout

As a final steptoward evaluatingrealistic scenarios)et us relax
both the regularity of nodeplacementandthe regularity of traffic
patterns.Instead,assumehat nodesare placeduniformly at ran-
domon asquareuniverse andthatevery nodesendaclets,each
pacletto adifferentrandomlychoserrecipient. The sendratesare
adjustedo keepthetotal dropratebelav 20%. Thereis norouting
protocol present: eachpaclet is forwardedalong a precomputed
shortestpath. The averagenodedensityis 75 nodesper square
kilometer This densityis 3 timeshigherthanin thelattices,but is
requiredto guaranteeonnectvity despiteanirregularlayout. The
extranodesdo notincreasecapacity sincemorenodesin thesame
areacanonly interferewith eachother

We expectthetotal capacityof therandomnetwork, asmeasuredyy
one-hopthroughputto besimilarto thatof alatticewith horizontal
and vertical traffic. In the randomnetwork scenario paclets are
sentalongpathswith a wide distribution of lengths but the useof
one-hopthroughputasthecapacitymetricaccountgor pathlength.
Thismalesit possibleo comparehe capacityof randomnetworks
with thatof lattice networks.

Irregular placementeadsto someareasof the universehaving no
nodes. This wastespotentialspatialdiversity andthuslowers ca-
pacity Randomchoiceof destinationslsocauses tendenyg for
more pacletsto be routedthroughthe centerof the network than
alongthe edges.This traffic concentratioomeanghatthe network
asawholeis limited by the capacityof the center Thelattice con-
figurations,in contrasthadtraffic patternghatusedall partsof the
network evenly.

The“random”pointsin Figure10shav how thesimulateccapacity
of a randomnetwork with randomtraffic grows with increasing
network size. The randomnetwork hassomaevhat less capacity
thanthelattices thoughnotdramaticallyless;thedifferencesesult
from thefactorsmentionedabove.

4. ScalingAd Hoc Networks

The previous sectionpresentedca detailedanalysisof the ability
of eachlocalized piece of an ad hoc network to forward traffic.
This sectiontakesa largerview, comparinga large network’s total
capacitywith theloadthatthe network’s nodesmightimpose.The
goalis to estimatethe usefulbandwidththateachnodecanexpect
for its owntraffic. The analysisis basedon scalingrelationships:
load increasewith the numberof nodes load alsoincreaseswvith
the distanceover which eachnode wishesto communicate and
total one-hopcapacityincreasesvith the physicalareacoveredby
anetwork.

The total one-hopcapacityof the network is determinedby the
amountof spatialreusepossiblein the network. Given constant
radiorange spatialreuseis proportionalto the physicalareaof the
network. Assumingthatthe nodedensityd is uniform, the physi-
cal areaof the network, A, is relatedto the total numberof nodes
by A = 5. Therefore,the total one-hopcapacityof the network,

C, shouldbe proportionalto the area,or C = kA = kg for some
constant. Figure 10 shaws thatk is approximatelyl Mbps/knt

for randomnetwork simulations.

Assumeeachnodeoriginatespaclets at a rateof A. Further as-
sumethe traffic patternin the network hasan expectedphysical
pathlength of L from the sourceto the destination. This means
thatthe minimumnumberof hopsrequiredto deliver a pacletis %
wherer is thefixedradiotransmissiorrange.Hencethetotal one-
hop capacityin the network requiredto sendandforward paclets
obggsC > n- X- % Combiningthis with C = k§, we have
kg > % Therefore the capacityavailableto eachnode, A, is
boundedby

1
A< FE=Tp @)

The abore inequality tells us that asthe expectedpath lengthin-
creasesthe bandwidthavailablefor eachnodeto originatepaclets
decreasesThereforethetraffic patternhasa greatimpacton scal-
ability.

4.1 Random Traffic Pattern

Themostcommontraffic patternusedin simulationsof adhocnet-
works hasbeenrandomtraffic: eachsourcenodeinitiatespaclets
to randomlychosendestinationdn the network. Below we shav
the expectedpathlengthL for suchtraffic.

Sinceanodechoose®very nodeasits destinatiorwith equalprob-
ability, the probability thata nodeY chooses destinatiorwithin
x distanceaway is proportionalto the numberof nodesin the disc
with centerY” andradiusx (Weassumé&’ is atthecenterof thenet-
work, hencethereis no needto worry aboutboundaryeffect. The
expectedpath length calculatedas suchwill be smaller). When
nodedensityis constant,the numberof nodesis proportionalto
areaof thediscwith radiusx, andthusproportionalto ¥ thisis the
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Figure 11: Log scaleplot of simulated per node capacity with
1500-bytepackets, asthe number of nodesgrows in a random
network, and the fitted O(1/+/n).

un-normalizeccumulatize distribution function (cdf) of the proba-
bility of anodecommunicatingvith anodeatmostx distanceaunits
away.

We know thatthe maximumdistanceis v/A for a squarenetwork
with areaA. Takingthederiative of thecdf andnormalizingit, we
getthe probability densityfunction (pdf) giving the probability of
anodecommunicatingvith anothemodeat distancex as

X

p(x) = foTtdt

Thereforethe expectedpathlengthfor arandomtraffic patternis

VA
E:/ Xp(x) dx = %A‘
0

Whenthenodedensityis constantthephysicalareaof thenetwork,
A, is proportionako thenumberf nodesn. Thereforethecapacity
availableto eachindividual node,\ is O (1/4/n).

NotethatO (1/+/n) asderivedabove is anupperboundonly. Gupta
andKumar[8] shavedthatit is possibleto achiese a pernodeca-
pacityof Q (1/\/n og n) , usingglobalschedulingandnearstraight
line routes. The logn factoris presentbecausesachnodes radio
transmissiomangeneeddo increaseaslog n in orderfor anadhoc
network to stay connectedvith high probability asthe numberof
nodesincreasesln their proof, theonly placewhereglobalcoordi-
nationis neededs thelooserequirementhatif a nodehasc inter-
fering neighborsthenthenodecanoccupy &1 (i.e. someconstant
fraction) of total channelcapacityfor paclet transmissiorandfor-
warding. We expectthatthis particularglobal schedulingequire-
mentdoesnotaffecttheasymptoticscalingbehaior of thenetwork
whenthe 802.11MAC is usedinstead. Also, sincestraightline
routesresembleshortespaths(or geographidorwardingroutes)in
a densenetwork, we expectan ad hoc network with shortestpath
routing or geographicforwardingto agreewith the theoretically
achievablebound.

To shaw thatthe 802.11MAC schedulingnefficienciesdo not af-
fect the scaling behaior, we simulateda network with random
nodepositionsandrandomlychoserdestinations Packetsarefor-
wardedusingpre-computedhortespathroutessowe do nothave
to considerthe overheadof ary particularrouting protocol. Fig-
ure 11 shavs how well the capacityof the simulatednetwork using
802.11agreeswith theasymptoticboundson a log plot. Note that
theasymptotichoundappearselevantfor evensmall networks.

4.2 Traffic Patternsthat Scale

FromEquation2, we canseethatthe expectedoathlengthof a par
ticular traffic patterndeterminescapacityscaling. In this section,
weinvestigateanumberof concretedraffic patternghatmightallow
the pernodecapacityto scalewell with the sizeof the network. In
short,the lesslocal thetraffic pattern the fasterper nodecapacity
degradeswith network size.

Themostolviously scalabldraffic patternsareexactlylocal. That
is, eachnodesendsonly to nodeswithin a fixed radius,indepen-
dentof the network size. The expectedpathlengthclearlyremains
constantasthe network sizegrows. Hence,the pernodecapacity
with alocaltraffic patternalsostaysconstantAnotherintuition be-
hind this analysisis to obsere thatwith only local traffic, we can
view the entirenetwork asconsistingof “disconnectedbut overlap-
ping” fixed-sizesub-netwrksregardlesof theactualnetwork size.
While connectiity acrosssub-netwarks may exist, thetraffic does
notusethoseconnections.

Next we considerthe classof traffic patternswith power law dis-
tancedistributions. Specifically the probability that a nodecom-
municateswith a destinatiorx distanceunitsaway is

Xa

P = — % —
SV e dt

A power law distribution is a corvenientway to capturethe gross
featuresof how pernodecapacityscalingchangesvith thelocality
of thetraffic pattern. The exponentin the power law is a “locality
index” of sorts. For large negative «, destinationsare clustered
very closelyto the sender For large positive o, destinationsare
dispersedo the peripheryof the network.

In orderto male the pdf well-definedwhena < —1, we intro-
ducee whichis anon-zeraminimumdistancebetweerary source-
destinatiorpair.

For suchdistancedistributions,the averagepathlengthis
VA
L :/ xﬂ\L dx
e [¥Ttedt

a_le(Aa_#fe“”)
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a+2 Aa?1_€a+1 7é )
1 logA—loge .
— 2 —
ﬁl Ve
A2 —¢ H _
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Whena < —2 andA is large, the e termsdominatethe sumsand
L approache%%e. Henceif thedistancalistribution decaysmore



rapidly thana = —2, thenthe expectedpathlengthapproaches
congtanfasthe network sizegrows. This meangpernodecapacity
staysroughly constant.

Whena = —2, the expectedpathlengthscalesasO(logA). So
pernodecapacityin thenetwork is O (1/ logn). Thisresultis rele-
vantto theGrid LocationService(GLS)[10] whoselocationupdate
traffic patternis engineeredo follow ana: = —2 power law.

Similar analysisshaws thatif —2 < @ < —1 andA is large,
L= Z—EAQTH. The exponent 242 is a positve numberwhen
a is betweerD and%. Whena = —1, the expectedengthscaling

1
2A2

becomes mix of log andsquarerootlaws,andL = oA

Whena > —1theexponenton ¢ is positive. Sowe cansete to 0

andL = g—EA%. This yields the interestingobsenration that any

power law traffic patternwith o > —1 scalesbasicallythe same
way with network sizeasrandomtraffic patterns.Thusa random
traffic patternis the mostpessimisticraffic patternone might as-
sumefor ad hoc networks. All of thesetraffic patternswill cause
the pernodecapacityto decreaseapidly with network size.

As the power law distribution movesfrom a very local to a very
distantdestinatiorselection the capacityscalingmovesfrom con-
stantpernodecapacityto aO (1//n) degradationof capacitywith
network size.

This leaves somehopefor ad hoc networks. Someexamplesof
networks with predominantlylocal traffic patternsareLAN users,
thetelephonesystem andcachingsystemsn the Internetat large.

5. RelatedWork

GuptaandKumar[8] shawv thatthe pernodecapacityin ann-node
randomad hocnetwork is ©(1/4/nlogn), usingageometricanal-
ysis. They alsoshav a global schedulingschemewhich achieves
thatbound. In their work, a randomcommunicatiorpatternis as-
sumed.Our work extendstheirsby further consideringthe effects
of differenttraffic patternson the scalabilityof per nodecapacity
We alsoexaminehow adhocforwardinginteractswith the 802.11
MAC andshav thatthe useof 802.11linsteadof a globalschedul-
ing schemedoesnot seemto affect the asymptoticboundon per
nodecapacity

Shepard13] considerdimits on capacityimposedy aggr@atein-

terferencdrom mary senderspreacbver alarge area,concluding
thatsuchnetworks arescalable He pointsout thatcapacitycanbe
increasedvith minimum-enegy routing, andproposesn efficient
distributed channel-accestechnique. Our work, in contrast,fo-

cusenthecapacitylikely to beavailablewith theexisting 802.11
channelaccesslgorithm,which cannoteasily supportminimum-
enepy routing. We alsofocuson capacitylimits imposedoy multi-

hoptraffic patterngatherthanby aggreateinterference.

We assumethat nodesare stationary Grossglauseand Tse [6]
considerad hoc networks of mobile nodes shaving thatlongterm
per node throughputcan stay constantin a network where node
movementprocesss ergodicwith a stationarydistribution uniform
over the network. The basicideais for a sourcenodeto distribute
pacletsto asmary differentnodesas possible;thesenodesrelay
the pacletsto thefinal destinationwhene&er they getcloseto the
destination.Therefore the expectedpathlengthremainsconstant.

However, this result dependscritically on the movementmodel.
Furthermorethefixedthroughputguaranteés achieved only over
very long time frames. This result, neverthelesssuggestsa way
to take adwantageof nodemovementwhen sendingpaclets from
applicationghatcantoleratelong delays.

Someexisting studieshave focusedon thefairnessof 802.11in the
context of ad hoc forwarding. Nandagopakt al. [12] proposean
algorithmthat gives eachflow in the network a fair allocationof
capacityno matterhowv muchmorecontentionit percevesin com-
parisonto otherflows. Luo etal. [11] proposean algorithmthat,
in additionto giving eachflow its fair share,maximizesthe total
network capacityby giving more chanceso flows whosetrans-
missionscauselessinterference. The proposedalgorithmsmight
improve 802.115 efficiency in adhocforwarding.

6. Conclusion

This paperexaminesthe capacityof wirelessad hoc networks via

simulationsandanalysisfrom first principles.In particular it stud-
ies 802.11MAC interactionswith ad hoc forwarding, their effect

on network capacity andthe scalingbehaior of pernodecapacity
asnetworksgrow bigger

Theideal capacityof along chainof nodesin isolationis % of the
raw channelbandwidthobtainablefrom the radio. The simulated
chaincapacitythatthe 802.11MAC achieveswith agreedysender
is about%, becauseodesearlyin thechainstane laternodes.

Wefind that,in general802.11doesareasonabl§b of scheduling
paclet transmissionsn ad hoc networks. 802.11is moreefficient

for orderlylocaltraffic patternssuchasalattice network with only

horizontalflows. 802.11is also able to approachthe theoretical
maximumcapacityof O (1/4/n) per nodein a large randomnet-

work of n nodeswith randomtraffic.

We amgue that the key factor decidingwhetherlarge ad hoc net-
works are feasibleis the locality of traffic. We presentspecific
criteria to distinguishtraffic patternsthat allow scalablecapacity
from thosethatdo not.
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