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Contextual Correlates of Synonymy

HerBERT RUBENsTEIN AND JoEN B. GOODENOUGH
Decision Sciences Laboralory, L. . Hanscom Field, Bedford,
Masschusells.

Experimental corroboration was obtained for the hypothesis
that the proportion of words common to the confexts of word A
and to the contexts of word B is a function of the degree to
which A and B are similar in meaning. The tests were carried
out for variously defined contexis. The shapes of the functions,
however, indicate that similarity of context is reliable as cri-
terion only for detecting pairs of words that are very similar
in meaning.

Introduction

This study is concerned with the relationship between
similarity of context and similarity of meaning (syn-
onymy ;. More specifically, we asked how the proportion
of words common to contexts containing word 4 and to
eontexts containing word B was related to the degree to
which 4 and B were similar in meaning. The existence of
this positive relationship is a basic assumption of statisti-
eal association methods in information retrieval [6]. These
methods assume that pairs of words which have many
contexts in common are semantically closely related and
consequently that items of information in which either
word occurs will tend to be relevant to the same query.
To the extent that this assumption is invalid statistical
methods cannot be reliable; our purpose here is to investi-
gate the validity of this assumption.

The more sophisticated of these methods distinguish
various orders of association, Thus if the sentence is taken
as the unit of context any two words A and B which oceur
in the same sentence are first-order associates. If some
olther word € oceurs with B in a sentence in which A is
absent, then A and (' are said to be second-order associates
sinee both have B as a first-order associate. Our concern
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in this paper is the assumption that the degree of semantic
similarity existing between a pair of words is indicated by
the frequency with which they stand in first-order asso-
ciation to the same words, More specifically we test what
is actually a converse of the assumption; namely, that the
more similar in meaning two words are, the greater will
be the number of first-order associates they have in com-
mor.

It is not a new notion that words which are similar in
meaning occur in similar contexts. Joos [3] defined the
meaning of a morpheme as “the set of conditional prob-
abilities of its occurrence in context with all other mor-
phemes.” From this definition it was a slight step to Harris’
view [2]: “If we consider words or morphemes A and B to
be more different in meaning than 4 and C, then we will
often find that the [contextual] distributions of A and B
are more different than the distributions of A and C.”

While it seems evident that words which are very similar
in meaning will indeed be very similar in contextual dis-
tribution and, contrarily, words which are completely
dissimilar in meaning will be very dissimilar in their
contextual distributions, the nature of the relationship
for intermediate values of synonymy cannot be even con-
jectured.

The general approach is to compare contexts from a
corpus of sentences especially generated for a small set of
words (hereafter called ‘theme words’) with human judg-
ments of the degree of synonymy existing between pairs
of these theme words. Similarity of contextual distribution
is measured by the overlap between the sentence sets of
the themes being compared. However context is defined
in four different ways, each definition specifying a different
set of conditions under which words in the sentence set
are to be considered first-order associates to the theme
word. Thus the context is defined as:

(1) all words within a sentence,

(2) all content words within a sentence that fall in a
certain frequency range according to the Lorge Magazine
Jount [8],

(3) all content words which stand in closest proximity
to the theme word in the grammatical schema of each
sentence,

(4) all words judged to be most closely associated with
the theme, where words 4 and C are considered to be
closely associated if the occurrence of word C is judged
as strongly implying the occurrence of A and vice versa.

Using 65 pairs of words (which range from highly
synonymous pairs to semantically unrelated pairs) the
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relation 1s shown between similarity of meaning and the
amount of overlap for each definition of context.

The 65 word pairs consist of ordinary HEnglish words.
It was felt that since the phenomenon under investigation
was a general property of language there was no necessity
to study technical vocabulary. Furthermore, using tech-
nical vocabulary would raise the practical difficulty of
finding enough competent people to serve as judges of
synonymy for such words.

Procedures

Synonymy Judgmenis. The purpose of this procedure
was Lo obtain judgments on how similar in meaning one
word was to another. There were 65 pairs of nouns (theme
pairs) presented for judgment. Each subject was given a
shufled deck of 65 slips of paper, cach slip containing a
different theme pair. The subject was given the following
instructions:

1. Afterlooking through the whole deck, order the pairs accord-
ing to amount of “‘similarity of meaning’’ so that the slip contain-
ing the pair exhibiting the greatest amount of “similarity of
meaning’’ is at the top of the deck and the pair exhibiting the least
amount is on bottom.

2. Assign a value from 4.0-0.0 to each pair—the greater the
“similarity of meaning,” the higher the number. You may assign
the same value to more than one pair.

Two groups of college undergraduates were paid to serve
as subjects. Group I, consisting of 15 subjects, met for two
sessions two weeks apart. In the first session they gave
synonymy judgments on 48 pairs of themes including 36
of the 65 pairs finally selected for the study. In the second
session they gave synonymy judgments on the 65 pairs
finally sclected, Thus there were 36 theme pairs used in
both sessions. These pairs enabled us to compute the intra-
subject reliability in judging synonymy. The product-
moment correlation was computed between the first and
second judgments on these 36 pairs for each subject. De-
spite the fact that these pairs were intermingled among
different pairs in the two sessions the correlation turned
out quite high; the average over all 15 subjects was r=
83.

A second group of 36 subjects (Group II) from the same
general population as Group I participated only in the
second session but gave judgments on all 65 pairs. Ac-
cordingly for cach of the 65 pairs of words judged by both
groups of subjects in the second session a mean judgment
was caleulated for Groups I and IT independently. The
correlation between these two sets of means came to ¢
= 99, Thus it seemed reasonable to pool the judgments of
the two groups. The synonymy values shown in Table 1,
and used in all the discussions below, are the means of the
judgments collected at the second experimental session
from both groups totaling 51 subjects.

Generation of the Corpus.  The purpose of this procedure
was to obtain a set of contexts for each of the theme
words. Each set consisted of 100 sentences written for
each different word in the 65 theme pairs. There are 48
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different nouns represented in the thee pairs. Thev
shown in Table 2. ‘

The theme pairs always contained one word frow th,
column A and one from the column B. Fifty undergrady.
ates were paid to write two sentences using each of he
theme words in column 4 and fifty other undergraduaies
using the theme words in column 5. (These subjects b
not participated in making the synonymy judgmenix
The subjects were told that the themes were to be used u;
nouns only and that each sentence was to be at least 1n
words long. (The average length actually turned out to be

are

TABLE 1. Jupgen SyxoNyMmy or THEME Parss

cord smile 0.02 hill

woodland 1.4y
rooster voyage 0.04 car journey 1.55
noon string 0.04 cemetery mouned 1.649
fruit furnace 0.05 glass jewel 178
autograph  shore 0.06 magician oracle 182
automobile wizard 0.11 crane implement 2.47
mound stove 0.14 brother lad 2.4
grin implement 0.18 sage wizard 245
asylum fruit 0.19 oracle sage 2.61
asylum monk 0.39 bird crane 203
graveyard madhouse (.42 bird cock 2,63
glass magician  0.44 food frait 2,64
hoy rooster 0.44 brother monk 274
cushion jewel 0.45 asylum madhouse  3.01
monk slave 0.57 furnace stove 310
asylum. cemetery  0.79 magician wizard 521
coast forest, 0.85 hill mount 329
grin lad 0.88 cord string 341
shore woodland  0.90 glass tumbler IRE
monk oracle 0.91 grin smile B
boy sage 0.96 serf slave § A
automobile cushion 0.97 journey voyuge SO
mound shore 0.97 autograph  signatuore 359
lad wizard 0.99 coast shore 3.60
forest graveyard 1.00 forest woodlind 305
food rooster 1.09 implement  tool 36t
cemetery woodland  1.18 cock rooster 36
shore voyage 1.22 hoy lad PRs
bird woodland  1.24 cushion pillow bt
coast hill 1.26 cemetery graveyerd 5.8
furnace implement 1.37 automobile car L
crane rooster 1.41 midday noot: 3.0
gem jewel ERE
TABLE 2. Lisr or Tueme Worbs
A B
asylum gem automobile mitday
autograph glass bird monk
boy graveyard cemetery pillow
brother grin forest ronster
car mound fruit sage
coast noon hill serf
cock oracle implement shore
cord slave jewel signatie
crane tool journey stile
cushion voyage fad stove
food wizard madhouse sTring
furnace woodland magician gumbler
1965
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about 13.5 words long.) Thus sets of 100 sentences were
obtained for each of the 48 themes.

By having the sentences for the themes in each colunin
written by different subjects we avoided obtaining the
spuriously high overlap which might result if the sentences
for both members of a theme pair were written by the same
subjects. Systematic effects of the ordering of the themes
upon sentences generated by the subjects were avoided by
presenting a different ordering of the themes to each sub-
ject and by placing only one theme word on each page of
the booklet in which the sentences were written. The fact
that each subject contributed only two sentences to each
set made the peculiarities of any particular subject neg-
ligible.

Measures of Overlap. Many measures have been pro-
posed for characterizing the amount of overlap in two
contextual distributions. A summary is given by Giuliano
and Jones [1| and Kuhns {4]. We have chosen a simple
formula whose interpretation seems intuitively clear.

Let S4 be the set of all words used in the sentences
written for theme word 4. Let A, be a subset of S, defined
according to some condition, 2. Then the measure of overlap
under condition z is defined as

_ N(4.B,)
° " Min [N(4), N(B.))”
Expressed verbally M., is the number of words shared under
condition z divided by the number of items in A, or in
B, , depending on which is the lesser. (This denominator is
the maximum number of items that could be shared under
condition z.)

The measures used in this study are derived from two
conditions: a lype condition and a token condition. The
type condition defines a subset 4, consisting of the differ-
ent word types which occur in 8, . This condition which
defines the type measure M, is developed from the as-

4

TABLE 3. Samrre CarncuraTion oF M, anp My

Syem Sjewel
priceless priceless
priceless priceless

priceless
jewelry jewelry
jewelry
ray ray
faceting

Gem, [} Jewel,: priceless, jewelry, ray
N (Gemy) = 3, N{Jewel,) = 4
N(Gem, N Jewel,)
M, =
T Min [N (Gem,), N (Jewel,)]
Gemy N Jewel,: priceless, priceless, jewelry, ray
N(Gemy) = 5, NJewelz) = 6
N(Gemk n Jewelk) ) 4 _
My = — . - =~ = .80
Min [N (Gemy), N({Jewelr)] &

3
=-= 1.00
3

! A slightly different formula replaced the denominat_or Qf M,
with N(4,) + N(B:) — N(4. N B,) and yielded qualitatively
similar results.
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sumption that only the number of different word types in
the overlap is significant and that the frequencies with
which these types occur in S, or § & Is irrelevant. The token
condition which defines the token measure M, , on the
other hand, does take into account the frequencies of
occurrence of words in 8, and S, by including a given
word type in A (or B,) just as often as that type occurred
in Sy (or Ss). Thus the token measure M & reflects the
similarity in the frequency distributions of word types.
Table 3 illustrates the caleulation of M v and M, for a
sample of the contextual distributions of the themes gem
and jewel.

Unrestricted Context. The context of a theme word s
defined here as all the words—content words and function
words—that oceur in its sentence set, Figure 1 shows over-
lap versus judged similarity of meaning for this definition
of context. The lower curve is composed of the M, values
and the upper curve is composed of the M, values. The
smooth curves, in this and later figures, are third-order
least-square fits, shown simply to characterize the trend
of the values.

OVERLAP - TOTAL - UNLEVELED

JUDGED SYNONYMY

Fra. 1. Context unrestricted. Each point represents one of 65
pairs of theme words. The contexts from which the overlap is
derived are all the content and function words in the sentence sets
in which the theme words occur. The parameter is the condition

used to calculate overlap.

The plots clearly support the hypothesis that the more
similar words are in meaning, the more similar they are in
their contextual distributions. It is apparent however that
this relationship is strongest for the highly synonymous
pairs, i.e., those with a judged synonymy greater than
3.0. For the intermediate values 1.0-2.7 overlap is almost
constant. This constancy may mean that the subjects did
not react to the distance 1.0-3.0 on the scale as they did
to the distance 2.0-4.0. However, subjects’ judgments
were reliable in the range 1.0-3.0 since the correlation
between subjects’ judgments in this interval on two trials
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averaged .67 and the correlation for the mean judgments
of the two groups in this interval was .97. Thus, although
we do not know whether we can truly represent the syn-
onymy judgment on a ratio scale, it seems clear that the
subjects were at least consistent in the area 1.0-3.0. (The
standard deviation for subject judgments in this interval
ranged from .70 to 1.30 and was greater than at the ex-
tremes of the scale, but this is to be expected.)

The picture presented by Figure 1 remained essentially
unchanged when morphological differences among the
words in the sentence sets were leveled ; e.g., walk, walks,
walking were all considered occurrences of walk; boy, boys,
boy’s, boys’ were all considered occurrences of boy; pretty,
pretiier, preltiest, pretily were all considered occurrences of
pretty. The result of such leveling was to reduce the aver-
age number of types per sentence set from 478 to an aver-
age of 420 and to increase the overlap primarily for M,
and only slightly for M, . Figure 2 shows that the effect
of morphological leveling was merely to raise the curves
shown in Figure 1 an approximately constant amount
over all synonymy values.

In both Figures 1 and 2 the slope of M} is greater than
the slope of M, for synonymy values above 3.0. This im-
plies that the number of tokens in the overlap increases
more rapidly than the number of types—in other words

OVERLAP-TOTAL- LEVELED

L , J - .

o] I 2 3 4
JUDGED SYNONYMY

Frc. 2. BEffect of leveling. The conditions are the same as in
Figure 1 except that the contexts were morphologically leveled
before the overlap was calculated.

CoprerLaTions (r) BErweRN OvERLAP MEASURES FOR
UNRESTRICTED CONTEXT

TABLE 4.

My My My
My 87 .96 .87
M .87 .98
My .88

u = unleveled; | = leveled
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e

that the number of occurrences per type in the overlay, ;.
greater for pairs of greater synonymy.

All four measures are very closely correlated as can he
seen in Table 4.

Having shown that the amount of overlap is indeed
function of the semantic similarity existing between
pair of words, we must now take up the question that ;.
of primary interest for the associative method of inforn,s.
tion retrieval: To what extent can the degree of synony
existing between a pair of words be inferred from thej}
contextual overlap? It is quite apparent from Figures 1
and 2 that one can reasonably expect to make only
broad division on the basis of overlap—namely, betweer,
theme pairs having a degree of synonymy less than 3.
and those having a synonymy value greater than 3
To quantify this observation we used the following cri-
terion.

Inference Power. The overlap measure can be used as 3
statistic to test the hypothesis that a given word pair husx
(or would have) a judged synonymy value less than 3.0,
1.e., a medium or low synonymy pair. We can estimate the
probability of rejecting this hypothesis when it is in fuct
true (Type I error) by considering the percentage of known
low synonymy pairs that exceed a particular overlap value,
If the probability of Type I error is fixed (in our study we
chose 1 percent and 5 percent levels), this determines u
critical value for the overlap statistic. We now caleulate the
percentage of the known high synonymy pairs whose over-
lap is greater than this value and take this percentage s~
an estimate of the probability of rejecting the hypothesi-
when 1t s in faet false. This is the percentage of correct
inferences (or the inference power) of the overlap measure
(at the x percent error level) for a particular definition ol
context.

In our study 20 theme pairs had a judged synonyiny
greater than 3.0 and so the proportion of these pairs that
exceeds the critical overlap value is the estimate of -
ference power for a particular test. To estimate Type |
error we considered all possible theme word pairs such tht
each word of the pair had sentence sets written by differ-
ent groups of subjects, l.e., 576 pairs. Judgments were
actually obtained for only 65 of these pairs. The remaining
511 pairs could not be submitted for judgment to subjects
for practical reasons, but it seemed clear that these pair=
were less synonymous than the pairs which were judged 10
have synonymy values greater than 3.0. Thus using the
overlap values for 556 low synonymy pairs we determined «
critical value which was exceeded by 1 percent or & Pet”
cent of these pairs and then determined the proportion ©f
the 20 high synonymy pairs that exceeded the eritic!
value.

Table 5 shows the percentages of correct inferences (and
critical values) for overlap based on unrestricted contes!
as well as on the other contexts studied.

Note that the percentage of correct inferences is abot!
the same when the context is limited to content words.

Context Defined by Word Frequency. It might

d

a

£
).

he
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thought that a more sensitive reflection of the relation-
<hip between similarity of confext and synonymy would
be obtained if we considered only those words of context
whose oceurrence was conditional on the occurrence of the
iheme word. Such words would tend to occur in the over-
lap of two themes only if some significant semantic feature
wag common (o both themes.

In particular, it scems obvious that the higher the fre-
quency of oceurrence of a word in the language as a whole
or in some reasonably large corpus, the less likely will its
oecurrence be conditional upon the ocewrrence of some
particular word. This follows from the observation that a

word has a high frequency of oceurrence usually as the
result of its use in a wide variety of situations.

We investigated the relationship between word fre-
quency and amount of overlap by partitioning the con-
tent words (nouns, verbs, adjectives and adverbs) into

quencies greater than 1001 (occurrences per 4.5 million
tokens of the Lorge Magazine Count). Function words
(articles, prepositions, conjunctions, pronouns, ele.) were
partitioned out as a fourth set (for list of function words,
see Miller et al. [5].)

Figure 3 shows that there is only a slight tendency for

TABLE 5. Percent Conrrkcr INFERENCES FOR Two Error LeEvELs

Unleceled Leveled
Conlext Definition |7 T — — e e e
My My . My .
1% 3% 1% 3% 1% 5% 1 i
Unrestricted ) ) o
CW & TW 75 (34) 95 (32) 75 (54) 95 (52) 70 (38) 90 (36) 80 (57) 85 (53)
CW alone 75 (22) 95 (19) 90 (20) 9 (A7) — e e e e
Lorge Frequency f o o
0-150 85 (9.1) 90 (6.6) 85 (8.1) 95 (6.4) ‘ 70 (8.5) 95 (6.3) 80 (‘14{1) 85 (;J;M
151-1000 70 (22) 80 (20) 75 (200 95 (16) 50 (25 70 (2 8 (22 95 (D
1001 and above 5 (59) 15 (56) 35 (49) 60 (44) ! 5 (62) 35 (57) '):> (/~18) i;) (45
FwW 0 (82) 10 (79) 45 (8.1) 55 (80) f 5 (82) 5 (79) % 35 (83) 50 (80
S U — e % . - R —
Grammatical 90 (15) 95 (12) 95 (13) 95 (11) » - -
ociation 90 (14) 100 (4.8) 95 (11) 00 3.7 - - e § ‘‘‘‘
The figures in parentheses are the overlap values associated with the given percentages.
‘ ' o 0-150
M s |5-1000 L Mk 4
-9( y o 1000+ a
s Fw s a 4% 82 A%

OVERLAP-FREQUENCY-UNLEVELED

JUDGED SYNONYMY

uts one of 65 pairs of theme words. The contexts were
ds (FW) and three content-word classes. The content-word (:lz’tsbses represent thr.(':(: inf(‘frvals
; urrence in 4.5 million tokens). Each curve represents the overlap obtained for one

. - olasses. 1 i eprese
F'16.3. Effect of partitioning context into frequency classes. Fach point reprose

partitioned into four classes: function wor
aceording the Lorge Magazine Count (frequency of oce
of the four partitions of context.
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overlap consisting of content words of lower frequency to
be more affected by synonymy than content words of
higher frequency. As for function words, while the M,
measure shows zero slope (002 with a standard error of
003) the M, measure shows a slope which is significantly
greater than zero (.017 with a standard error of .004).
No explanation is readily available for this surprising
result, We guessed that it might have been primarily due
to the pronouns and prepositions, which of all function
words would seemi to have the greatest potential semantie
connection to the theme words; however, even this con-
jecture was not borne out by an analysis of the data.

The results shown in Figure 3 are essentially unchanged
if leveled data are used.

The percentages of correet inferences for these four
Lorge frequency intervals are shown in Table 5. It is
evident that content words with a frequency greater than
1000 are relatively useless for diseriminating highly syn-
onymous pairs, The statistical significance of the M, slope
for function words permits as high as 55 percent correct
inference with 5 percent error. Apparently the small

ffect evident in Figure 3 has some inference power al-
though there is no explanation why this is so.

Context Grammatically Defined. In this limitation on
context the overlap was restricted to those words which
were grammatically most closely related to the theme.
Content words which were grammatically dependent upon
the theme word, which was always a noun, or upon a
pronoun standing for the theme were considered related.
Thus the following were included: (1) nouns, adjectives
or participles describing the theme, (2) the verb if the
theme was the subject (and predicate noun if the verb
was the copula or a copula substitute), and (3) the noun
in a prepositional or possessive phrase modifying the
theme. Also included were the following in the event that
the theme word was the grammatically dependent form:
(1) the verb of which the theme was the object, (2) the
noun to which the theme was the appositive, and (3) the
verb or noun modified by a prepositional or possessive
phrase of which the theme was the head.

Figure 4 shows the relationship between the overlap of
contexts defined in this manner and judged synonymy.

It is obvious that the slope is considerably steeper for
this context definition than for either the unrestricted or
the frequency-defined context. This difference is reflected
n the greater discriminating power of grammatically
defined context: percent correct inferences for one percent
error, M, equals 90 percent, M; equals 95 percent; for
five percent error, M, and M; both yield 95 percent (all
based on unleveled data).

Context Defined by Association. On the notion that we
might obtain a relation between overlap and synonymy
which wag more sensitive to differences in synonymy,
especially at the lower end of the scale, we limited the
context to those words in a sentence set that were judged
to be highly associated to the theme.

To obtain these judgments lists of the word types oc-
curring in each sentence set were prepared. One judge
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examined the lists for the cohunn 4 theme words (Table
2) and another judge examined the lists for the column B
themes. (The two judges were the irst-named author and
his wife.)

The judge looking at a list of words that occurred witha
given theme asked himself: What is the likelihood that a
situation which evoked the theme word would evoke the
word type in question, and conversely, what is the likeli-

OVERLAP - GRAMMAR - UNLEVELED

JUDGED SYNONYMY

Fra. 4. Effect of limiting the context to words grarmmmatically
related to the theme. Each point represents one of 65 pairs of
theme words.

OVERLAP - ASSOCIATED - UNLEVELED

N 1 : n "

JUDGED SYNONYMY

Fre. 5. Iiffect of limiting the context to words judged as being
in high association relationship with the theme. lach point repre-
sents one of 65 pairs of theme words.
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hood that a situation which evoked the word type would
also evoke the theme word? Only if both likelihoods were
judged “high’ or “very high” were the words considered
highly associated. For example, for the theme word food,
the following words were among those judged to be highly
associated : appetite, appetizing, ale, bread, breakfast, cooked,
delictous, digested, digestion, meallime, nowrishment, nu-
tritional, refrigeration, restaurant, taste.

It is unfortunate that only two judges were available for
this experiment. However, having observed a high degree
of reliability among a larger group of judges in a similar
associative task, we are fairly confident that essentially
the same results would have been obtained if a greater
number of judges had been employed.

Figure 5 shows that the lower portion of the curves is
gtill rather flat although the curves do rise on the high
synonymy end much more sharply than they do under the
other definitions of context.

The high diseriminating power of associatively defined
context is clearly shown by the percentage of correct
inferences possible from examination of the overlap meas-
ures: for one percent error, M, equals 90 percent, M,
equals 95 percent while for five percent error both measures
yield 100 percent.

In view of the fact that the overlap from contexts de-
fined this way is more discriminating it was considered
whether such contexts could be obtained by computer
processing. One possibility worth exploring seemed to be
that highly associated words would tend to oceur close to
the theme word. Thus all the content words in the sen-
tence sets were partitioned according to their position
in the sentence relative to the theme. The proportion of
the content words oceurring at each position that had

25k -]
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DISTANCE FROM THEME

Fie. 6. Proportion of content words at various positions in the

sentence that were judged to be in high association relationship
with the theme. The negative values on the abscissa are the num-
ber of word places before the theme while the positive values are
the number of word places after the theme.
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been judged highly associated to the theme was calculated
and plotted against position.

Figure 6 shows only two positions have a distinctly
higher proportion of highly associated words: 25 percent
of the content words occurring directly before the theme
and 20 percent of the content words occurring directly
after belonged to the set of words which had been judged
to be highly associated to the theme words.

Conclusions

1. The basic hypothesis investigated by the study is
corroborated: there is a positive relationship between the
degree of synonymy (semantic similarity) existing be-
tween a pair of words and the degree to which their con-
texts are similar.

2. It may be safely inferred that a pair of words is highly
synonymous if their contexts show a relatively great
amount of overlap. Inference of degree of synonymy from
lesser amounts of overlap, however, is apparently un-
certain since words of low or medium synonymy differ
relatively little in overlap.

The first of these conclusions may be accepted in its
full generality since it is, in all probability, a linguistic
universal. The second conclusion, however, together with
the findings on the effects of various definitions of context
and on the particular shape of the overlap versus syn-
onymy function should be accepted only tentatively for
they may be properties of the language materials and pro-
cedures employed in this study.

Valid generalization of findings like these depends upon
an increased knowledge of the effects of such factors as
corpus size, degree of homogeneity of content and form
and the size of the units in which information is packaged
within the corpus.

REcErvep Mavy, 1965.
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