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Experimentol corroboration was obtained for the hypothesis 
that the proportion of words common to the contexts of word A 
and to the contexts of word B is a function of the degree to 
which A and B are similar in meaning. The tests were carried 
out for variously defined contexts. The shapes of the functions, 
however, indicate that similarity of context is reliable as cri- 
terion only for detecting pairs of words that are very similar 
in meaning. 

Introduction 

This s tudy  is concerned with t:he relationship between 
similarity of context and similarity of meaning (syn- 
onymy). / \ lore specifieMly, we asked how the proportion 
of words commott  to contexts containing word A and to 
contexis containing word B was related to the degree to 
which A and  B were similar in meaning. The existence of 
this positive relationship is a basic assumption of statisti- 
cal association methods in information retrieval [6]. These 
methods assume that  pairs of words which have  many  
contexts in common are semantically closely related and 
consequently that  i tems of information in which either 
word occurs will tend to be relevant  to the same query. 
To the extent  that  this assumption is invalid statistical 
methods ca, nnot  be reliable; our purpose here is to investi- 
gate the wdid i ty  of this assumption.  

The more sophisticated of these methods distinguish 
various ordel'S of associalion. Titus if the sentence is taken 
as the unit of context any two words A and B which occur 
in the same sentence are first-order ~tssociates. I f  some 
other word C o(.curs with B in a sentence in which A is 
absem, then A and C are said to be second-order associates 
siace both have  B as a first-order associate. Our concern 
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in this paper is the assumI)tion that  the degree of semantic 
similarity existing between a pair of words is indicated by 
the frequency with which they stand in first-order asso- 
ciation to the same words, More specifically we test what 
is aetuMly a converse of the assumption; namely, that the 
more similar in meaning two words are, the greater will 
be the mimber of first-order associates they have in eom- 
i n o n .  

I t  is not a new notion that  words which are similar in 
meaning occur in similar contexts. Joos [3] defined the 
meaning of a morpheme as "the set of conditional prob- 
abilities of its occurrence in context with all other mor- 
phemes." From this definition it was a slight step to Harris '  
view [2]: " I f  we consider words or morphemes A and B to 
be more different in meaning than A and C, then we will 
often find that  the [contextual] distributions of A and B 
are more different than the distributions of A and C." 

While it seems evident that  words which are very similar 
in meaning will indeed be very similar in contextual dis- 
tr ibution and, contrarily, words which are completely 
dissimilar in meaning will be very dissimilar in their 
contextual distributions, the nature of the relationship 
for intermediate values of synonymy cannot be even con- 
jectured. 

The general approach is to compare contexts from a 
corpus of sentences especially generated for a small set of 
words (hereafter called 'theme words') with human judg- 
ments of the degree of synonymy existing between pairs 
of these theme words. Similarity of contextual distribution 
is measured by the overlap between the sentence sets of 
the themes being compared. However context is defined 
in four different ways, each definition specifying a different 
set of conditions under which words in the sentence set 
are to be considered first-order associates to the theme 
word. Thus the context is defined as: 

(1) all words within a sentence, 
(2) ,vll content words within a sentence that  fall in a 

certain frequency range according to the Lorge Magazine 
Count  [8], 

(3) all content words which stand in closest proxinfity 
to the theme word in the grammatical  schema of each 
Setltence 

(4) all words judged to be most closely associated with 
the theme, where words A and C are considered to be 
closely associated if the occurrence of word C is judged 
~s strongly implying the occurrence of A and vice versa. 

Using 65 pairs of words (which range from highly 
synonymous pairs to semantically unrelated pairs) the 
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re, la t ion is shown between s imi la r i ty  of meaning  atsd the 
amoun t  of over lap  for each definit ion of context ,  

The  65 word pairs consist  of o rd ina ry  English words. 
I~ was fel(; th:~(; since the  phenomenon  under  inves t iga t ion  
was a general  p roper ty  of language there  was no necessi ty  
to s t u d y  technical  vocabula ry .  Fur the rmore ,  using tech- 
nical voeabu la ry  would raise the p rac t ica l  difficulty of 
f inding enough compe ten t  people to  serve as judges of 
s y n o n y m y  for such words.  

P r o c e d u r e s  

Synonymy Judgments. The  purpose  of (,his procedure  
was ~o ob t a in  judgments  on how similar  i~t mean ing  one 
word was to another .  There  ware 65 pai rs  of nouns (theme 
pairs) presented  for j udgmen t .  Each  subje(:t  was given a 
shuffled deck of 65 slips of paper ,  each slip con ta in ing  a 

different theme pair. T h e  subjec t  was given the following 
instr tmtions : 

differettt nouas represe~ted  in {~he theme l)~,]rs T} %, ,~,, , 
shown in Table  2. 

~Y 
The  theme pairs  a lways eot~taiaed one word ['rolll Iris, ::ii 

columrt A. and one from l~he column B. Fif 'ly undergra( ~t- 
al;es were paid {o wri ie  two sentences HSillg (}aC}l of  11: 
theme words in eolumn A aud fifty other  undcrgradutt<~ :i<. 
using t h e  theme words ill cob.ram B. (These suhjecls t>d 
not I)artieipal, ed in making  lhe s y n o n y m y  ]u(tg~n(~)~i~,~ ':~ 
The  subjec ts  were (,old that: (:he (heroes were (:o t)~: used ~,< " 
nouns only and tha t  each serd;enee was to be ~{ leasi 1() : -  

{: 
words long. (The  average length ac tua l ly  Ire'ned out ~o ]>~, 

1. After looking through the whole deck, order ~he pairs accord- 
ing to amount of "similarity of meaning" so that the slip contain- 
ing the pair exhibiting the greatest amount, of "similarity ef grin 
meaning" is .'-Lt the toop of the deck and tile pair exhibiting lAae least asylum 
amount is on bottom, asylum 

2. Ass ign  a value from 4.0-0.0 to each pair-- the greater the graveyard 
"similariby of meaning," the higher tile number. You may assign glass 
the same value to more than one pair. boy 

cushion 
Two groups  of college m l d c r g r a d u a t e s  were paid  to serve nlonk 

as subjects .  Group  i ,  consis t ing of 15 subjeel~s, met  for two asylum 
c o a s t  sessions two weeks apar t .  I a  the first  session t h e y  gave 

s y n o n y m y  judgments  on 48 pairs of themes  including 36 grin shore 
of the 65 pairs finally selected for the s tudy .  I n  the  second monk 
sessio~:t they  gave syn, o n y m y  j u d g m e n t s  on the  65 pairs  boy 
finally s,. elected." ' Thus there  were 36 theme pairs  used in automobile 
bo th  sessions. These pairs  enabled  us to  compu te  the in t ra-  mound 
subjec t  re l iab i l i ty  in judging  s y n o n y m y .  The  produc t -  lad forest 
m o m e n t  correla t ion was computed  be tween  the  first and food 
second j u d g m e a t s  on these  36 pai rs  for each subject .  De- cemetery 
spite  the  fact  t ha t  (:hese pairs  were in termingled among shore 
difi'er(mt pairs  in the two sessions the  correla t ion turlmd bird 
out  qu i te  high;  t;he average  ()vet' all 15 subjects  was r =  coast 

f t l rnaee  
.85. crane 

A second group of 36 subjec t s  (Group  I I )  front the same 
general  l )opulat ion as G r o u p  [ pa r t i c ipa t ed  only iu the 
second session but  gave j u d g m e n t s  ou all 65 pairs. Ac- 
cord ing ly  for each of (:he 65 pairs  of words judged by  both 
groups of subjects  in t he  second session a memt judgmen t  
was ea leu la ted  for Groups  I and i I  independeut ly .  The  asyhtm 
cor re la t ion  be tween these  l~wo sets of means came to ~' autograph 
= .99. Thus  i t  seemed reasonable  t;o pool the judgments  of boy 
the  two groups.  The  s y n o n y m y  wdues  shown in Table  1., brother 
and  used in all the diseussioas  below, are the means of the car coast 
j u d g m e n t s  collecte, d a t  the second experimettt, al session cock 
f rom bo th  groups forming 51 subjects ,  cord 

Generation of the Corpus. The  purpose  of this  procedure crane 
was to ob ta in  a set of contexts  for each of the (heine cushion 
words.  E a c h  set. consis ted of 100 sentences wr i t ten  for food 

furnace 
e~mh different  word in the  65 theme p~drs. There are 48 

TABLE 1. 

cord smile 
rooster voyage 
noon string 
fruit furnace 
autograph shore 
automobile wizard 
IDX)/tll(f s t o v e  

,iIfDGEI) SYNONY3,IY OF TtIEME PAl ~s 

0.02 hill  WOOd lgtl/d 1. ,"~ 
0,04 (;at" journey 1.55 

Li 
0.04 eemet(:ry mound 1.6!) 
0.05 glass jewel 1,7S 
0.06 magicia~ oravle I.S2 
0.11 crane inlpleme1~t '2. :~7 
O. 14 brother lad 2.,I1 { 

implement 0,18 sage wizard 2. !~; 
fruit 0.19 oracle sage 2.(;1 
monk 0.a9 bird cra)~e 2/;3 
madhouse 0.42 bird cock 2,1;3 
magician 0.44 food frui{ 2.(;9 
rooster 0.44 brother monk 2.7~ 
jewel 0.45 asylum ma(lhousc :.~0! 
slave O. 57 f urmu~e st, ove :~. 1~ 
cemetery 0.79 m~gician wizard '&21 
forest 0.85 hill mou)t(i ;'; '2! ;. 
lad 0.88 cord string :~.,)1 
woodland 0.90 glass tumbler :;.15 
oracle 0.91 grin smile :~. t~; 
sage 0.96 serf slave :;. lq; 
cushion 0.97 journey voyage ~,5" 
shoi'e 0.97 autograph sigmtt ~lr(: ;I.59 ) 
wizard 0.99 coast shore :~.i;{) <i:: 
graveyard 1.00 forest woo(llax~d ::',. (;5 
rooster 1.09 implement tool :~.(;~; 
woodland 1.18 cock roos1 (?'," { % - 
voyage 1.22 boy lad :',. s;2 
woo(lland 1 . 2 4  cushion l)illow :~'>! 
hill 1.26 (emetery grtv(!v;~rt[ :~Ss 

impleinent 1.37 :mlomobile ear ,'.,a- 
rooster 1.41 midday no(m :~ ) 

gem jewel :~ !) 

TABLE 

A 

2. LIST OF rFIIEME WOI{DS 

gera 
glass 
graveyard 
grin 
motmd 
I/OOll 
oracle 
slave 
tool 
voyage 
wizard 
woodland 

aut<>nmbile m{<iday 
bird m,,l~k 
cemetery pi',L,v, 
forest r~, ~st el 
fruit sage 
hill serf 
implement sh,re 
jewel siglmtm'e 
journey smile 
lad s~,ve 
ma~dhouse srril~g 
magician ~tmbler 
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about 13.5 words long.) Thug sets of 100 sentences were 
obtained for erich of the 48 themes. 

By h~ving the sentences for the themes in each colunm 
written by difl'erent subjects we avoided obtaining the 
spuriously high overb~p which might result if the sentences 
for both members of a theme pair were written by the same 
subjects. Systematic effects of the ordering of the themes 
upon sentences generated by the subjects were avoided by 
presenting a different ordering of the themes to each sub- 
jeer and by placing only one theme word on each page of 
the booklet ill which tile sentences were written. The fact 
that each subject contributed only two sentences to each 
set made the peculim'ities of any particular subject neg- 
ligible. 

Measures of Overlap. Many measm-es have been pro- 
posed for characterizing the amount  of overlap in two 
contextual distributions. A summary is given by Giuliano 
and Jones [1] and Kuhns [4]. We have chosen a simple 
formula whose interpretation seems intuitively clear. 

Let Sa be the set of all words used in tile sentences 
written for theme word A. Let A,  he a subset of S ,  defined 
according to some condition, x. Then the measure of overlap 
under condition x is defined as 

N(A=B=) 
M~ = Min [N(A~), N(B~)]" 

Expressed verbally M~ is the number of words shared under 
condition x divided by the number of items in A~ or in 
B~, depending on which is the lesser. (This denominator is 
~he maximtm~ number of items that  could be shared under 
~ondition x.) ~ 

The measures used in this s tudy are derived from two 
tonditions: a type eoMit ion and a token condition. The 
~ype condition defines a subset A~ consisting of tlle differ- 
mt word types which occur in Sa . This condition which 
tefines tile type measure M~ is developed from the as- 

T A B L E  3. SAMPLE CALCULATION OF .~[y AND Mk 

Sgem S jjewet 

priceless priceless 
priceless priceless 

priceless 
jewelry jewelry 
jewelry 
ray ray 

faceting 

lem~ N ,lew@j: priceless, jewelry, ray 
N(Gem.) = 3, N(Jewely) = 4 

N(Gemv n Jewels) 3 M,, . . . .  1 . 0 0  
Min [N(Gem~), N(Jewelv)] 3 

~em~ N Jewelk: priceless, priceless, jewelry, ray 
N(Gemk) = 5, N(Jewel~) = 6 

N(Gemk rl Jewelk) 4 
Mk . . . . . .  80 

Min [N(Gem~), N(Jewel~)] 5 

A slightly different formula replaced the denominator of M. 
ith N(A~) + N(B.) - N(A. n B~) and yielded quMitatively 
milar results. 
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sumption that  only the number of different word types in 
the overlap is significant and that  the frequencies with 
which these types occur in SA or S~ is irrelevant. The token 
condition which defines the token measure M~, on the 
other hand, does take into account the frequencies of 
occurrence of words in SA and S~ by including a given 
word type in A~ (or Bk) just as often as that type occurred 
in Sa (or SB). Thus the token measure M~ reflects the 
similarity in the frequency distributions of word types. 
Table 3 illustrates the calculation of My and 211k for a 
sample of the contextual distributions of the themes gem 
and jewel. 

Unrestricted Context. The context of a theme word is 
defined here as all tile words--content words and function 
words-- that  occur in its sentence set. Figure i shows over- 
lap versus judged similarity of meaning for this definition 
of context. The lower curve is composed of the 11/1~ wdues 
and the upper curve is composed of tile il(lk values. The 
smooth curves, in this and later figures, are third-order 
least-square fits, shown simply to characterize the trend 
of the values. 

a -M k 

. s  I o-My 

~J Q OD O D a 

, ° o  og  %°  o ~  
8 ° 

g .4t.¢ ° ,l° ° 
,g ° o :  o - o.  
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o / -Oo o o  ° 

O I 2 $ 4 

JUDGED SYNONYMY 

FIG. 1. Context unrestricted. Each i)oint represents one of 65 
pairs of theme words. The eontexts from which the overlap is 
derived are all the content and funetioa words in the sentence sets 
in which the theme words occur. The parameter is the condition 
used to calculate overlap. 

The plots clearly support the hypothesis that the more 
similar words are ill meaning, the more similar they are in 
their contextual distributions. I t  is appare~lt however that 
this relationship is strongest for the highly syn(myn~ous 
pairs, i.e., those with a judged synonymy greater than 
3.0. For the intermediate values 1.0-2.7 overlap is almost 
constant. This constancy may mean that the subjects did 
not react to the distance 1.0--3.0 on the scale as they did 
to the distance 2.0-4.0. However, subjects' judgments 
were reliable in the range 1.0-3.0 sittce the correlation 
between subjects' judgments in this interval on two trials 
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averaged .67 and the correlation for tile mean judgments 
of the two groups in this interval was .97. Titus, all:hough 
we do ~tot know whether we can truly represent the syn- 
onymy judgment on a ratio scale, it seems clear that  the 
subjects were at least consistent in the area 1.0-3.0. (Tile 
standard deviation for subiect judgments in this interval 
ranged from .70 to 1.30 attd was greater than at the ex- 
tremes of the scale, but this is to be expected.) 

The picture presented by Figure 1 remained essentially 
unchanged when morphological differences among tile 
words in the sentence sets were leveled; e.g., walk, walks, 
walking were all considered occurrences of walh; boy, boys, 
boy'a', boys' were all considered occurrences of boy; pretty, 
prettier, prettiest, prettily were all considered occurrences of 
pretty. The result of such leveling was to reduce tim aver'- 
age number of types per sentence set front 478 to an aver- 
age of 420 and to increase the overlap primarily for ~[~ 
and only slightly for M~. Figure 2 shows that the effect 
of morphological leveling was merely to raise the curves 
shown in Figure 1 an approximately constant amount  
over all synonymy values. 

Iti both Figm'es 1 and 2 tile slope of M;~ is greater than 
the slope of M~, for synonymy wdues above 3.0. This im- 
plies that the number of tokens in the overlap increases 
more rapidly than tile number of types- - in  other words 
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FIG. 2. Effect of leveling. The  condit ions are the s~me as in 
F igure  i except that  the contexts  were morphological ly leveled 
before t~c~e overlap was calculated.  

T A B L E  4. COI~I{EL.X.TIONS (r) BETWEI,:N OVEI{.I.,,'~P MI,:;tSUItES FOR 
UXa~STmC'rED CON'rEXT 

Mlk~ Myl z}[$d 

~I~,, . s 7  .96 .a7 
Ma,, .87 .98 
+II~,~ .88 

u = unleve]ed; I = leveled 
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that  the number of occurrences per type in the overlap i~ 
greater for pairs of greater synonymy. 

All four measm'es are very closely correlated as ca~l t)e 
seen in Table 4. 

Having shown thai) the amount of overlap is indeed a 
function of the semantic similarity existfing betwe<~ a 
pah" of words, we must now take up ~he question that i. 
of primary interest for the associative method of inforn~a. 
lion retrieval: To what extent cart the degree of synony~y 
existing between a pair of words be inferred from thei,. 
contextual overlap? I t  is quite apparent  from Figures t 
and 2 that one cart reasonably expect to make only a 
broad division on the basis of over lap-mamcly ,  betwe~.~ 
theme pairs having a degree of synonymy less than ::L0 
and those having a synonylny value greater than 3.'(k 
To quantify this obsetwation we used the following (:ri- 
terion. 

Inference Power. The overlap measure can be used as a 
statislfic to test the hypothesis that a given word pair has 
(or would have) a judged synonymy value less than 3.0. 
i.e., a meditnn or low synonymy pair. We can estimate i lw 
probability of rejecting this hypothesis when it is in fac? 
true (Type I error) by considering the pereenh~ge of km)wt,~ 
low synonymy pairs that  exceed a particular overlap wthw. 
If tile probability of Type  I error is fixed ( i n  o u r  Slu(ty w/' 
chose 1 percent and 5 percent levels), this determines :, 
critical value for the overlap statistic. We now calculate t t=~ 
percentage of the known high synonymy pairs whose over- 
lap is greater than this value and take this percentage ~> 
an estimate of the probability of rejecting the hypothc.<i- 
when it is in fact false. This is the percentage of c(,*~(cg 
"inferences (or the inference power) of the overlap llleasklv(' 
(at  Cite x percent error level) for a particular delinitiol~ o( 
context. 

In our study 20 ttmme pairs had a judged synonymy 
greater than 3.0 and so the proportion of these pairs th..:l:l 
exceeds the critical overlap value is tile estimate of in- 
ference f)ower for a particular test. To estimate 'l'yp~ [ 
error we considered all possible theme word pairs such that 
each word of the pair had sentence sets written by differ- 
eat  groups of subjects, i.e., 576 pairs. Judgments wcr(' 
actually ogtained for only 65 of these pairs. The remaini~g 
511 pairs could not be submitted for judgment to subje c~-" 
for practical reasons, but it seemed clear that these pair- 
were less synonynLous than the pairs which wore judged ao 
have synonymy values greater than 3.0. Thus using the 
overlap values for 556 low synonymy pairs we determined :t 
critical value which was exceeded by 1 percent or 5 per- 
cent of these pairs and then determined tile proportioll of 
the 20 high synonymy pairs that exceeded ttLe critic:d 
v a l u e .  

Table 5 shows the percentages of correct inferences (:Lad 
critical values) for overlap based on unrestricted cor~tcx~ 
as well as on the other contexts studied. 

Note that the percentage of correct, inferences is about 
the s~mle when the context is limited to content words. 

Conte:ct Defined by Word Frequer~cy. I t  might tw 
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thought tha i  a more  se,~sitive rcfle(.t>ion of lhe relat ion-  

ship betwe(m simflariI~y of (',on/ex~, and s y n o n y m y  would 
be obtained if we (:onsidered only  those words of context  
M~ose oceurre~ee was condi t iona l  on the  occurrence of the 
theme word. Such words  would t end  to occur in the  over- 
lap of two themes on ly  if some signifieattt  semantic  feature 
was common t~o bo lh  themes.  

I:: particular,  it  seems obvious  t h a t  the  higher the fre- 
quency of oeem'renee of a word in the  language as a whole 
or in some reasonab ly  large eorptts, the  less l ikely will its 
occurrence I)e condi t iona l  upon the  occurrence of some 
1)~trlicular word. This  follows from the observa t ion  tha t  a 

word has a high f iequeney of occurrence usually as the 
result  of its use in a wide var ie ty  of s i tua t ions  

We invest igated the relat ionship between word f r e  
quency and amount  of overlap by  par t i t ioning the c o n  
tent  words (nouns, verbs, adject ives  and adverbs)  h i t •  
three word fl 'equency intervals :  0-150, 117)1.-...1000, fr(> 
queneies greater than 1001 (occurrences per <I,.5 million 
tokens of the Lorge Magazine Count) .  l,'ut~etion words 
(articles,  prepositions,  conjunctions,  prottotlns, e tc , )  were 
par t i t ioned out as a fom'th set (for list: of function words, 
see Miller  et al. [5].) 

Figure 3 shows tha t  there is only  a slight te~dency for 

TABLE 5. PERCEN'P CORRECT INFERENCES FOR TWO I!]RROR LEVI' LS 

Co~le:ct D e f i n i t i o ~  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Umestricted 
(:W & FW 75 (34) .O5 (32) 7'5 (54) 95 (52) 7O (38) 90 (30) 80 (57) 85 ('55) 
CW alone 75 (22) 95 (19) 90 (20) 95 (17) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

L(,rgc Frequency I 
0 LS0 85 (9.1) 90 (6,6) 85 (8.1) 95 (6.4) 70 (8.5) 95 (6,3) S0 (7.5) 85 (5.(;) 
151-1000 70 (22) 80 (20) 75 (20) 95 (16) 50 (25) 70 (23) 85 (22) 95 (17) 
10()l and above 5 (59) 15 (56) 35 (49) 60 (-hi) 5 ((;2) 35 (57) 55 (48) 75 (,i5) 
FW 0 (82) 10 (79) 45 (8.1) 55 (80) : 5 (82) 5 (79) I 35 (8:~) 50 (81) 

i .............................................................................. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Grammatical 90 (15) 95 (12) 95 (13) 95 (l l)  ii . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

t 
Ass )ciation 90 (14) 100 (4.8) 95 (tl)  100 (3.7) { . . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ! . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

The figures in parentheses are the overlap values associated with the given pereeuh~ges. 
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Fro. 3. Effect of partitioning context into frequency classes. Each point represmtts one of 65 pairs of theme words. The contexts were 
Partitioned into four classes: function words (FW) and three content-word classes. The content-word classes rc3)rcscnt three intervals 
according the Lorge Magazine Count (frequency of occurrence in 4.5 million tokens). Each curve reprcsenls tit(; overlap obtained for one 

of the four partitions of context. 
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overlap consisting of content words of lower frequency to 
be more affected by synonymy than content words of 
higher frequency. As for function words, while the M~ 
measure shows zero slope (.002 with a st~mdard error of 
.003) the M~ measure shows a slope which is signific:mtly 
greater than zero (.017 with a standard error of .004). 
No explanation is readily available for this surprising 
result. We guessed that it might have been prinmrily due 
to the pronouns and prepositions, which of all function 
words would seem to have ltxe greatest potential sen, antic 
connection to the theme words; however, even Ibis con- 
jecture was not t)orne out by an analysis of the data. 

The results shown in Figure 3 are essentially unchanged 
if leveled data  are used. 

The percentages of correct inferences for these four 
Lorge frequency intervals are shown in Table 5. I t  is 
evident that  content words with a frequency greater than 
1000 are relatively useless for discriminating highly syn- 
onymous pairs. The statistical significance of the 3I~ slope 
for function words permits as high as 55 percent correct 
inference with 5 percent, error. Apparently the small 
fleet evident in Figure 3 has some inference power al- 

though there is no explanation why this is so. 
Context Gra'mmatically Defined. In  this limitation on 

context the overlap was restricted to those words which 
were grammatically nmst closely related to the theme. 
Content  words which were grammatically dependent upon 
the theme word, which was always a noun, or upon a 
pronoun standing for the theme were considered related. 
Thus the following were included: (1) nouns, adjectives 
or participles describing the theme, (2) the verb if the 
theme was the subject (and predicate noun if the verb 
was the copula or a copula substi tute),  and (3) the noun 
in a prepositional or possessive phrase modifying the 
theme. Also included were the following in the event that 
the theme word was the grammatically dependent form: 
(1) the verb of which the theme was the object, (2) the 
noun to which the theme was the appositive, and (3) the 
verb or noun modified by a prepositional or possessive 
phrase of which the theme was the head. 

Figure 4 shows the relationship between the overlap of 
contexts defined in this manner and judged synonymy. 

I t  is obvious that the slope is considerably steeper for 
this context definition than for either the unrestricted or 
the frequency<lefined context. This difference is reflected 
n the greater discriminating power of grammatically 

defined context: percent correct inferences for one percent 
error, Mz, equals 90 percent, M~ equals 95 percent; for 
five percent error, Mu and 211~ both yield 95 percent (all 
based on unleveled data) .  

Context D~fined by Association. On the notion that we 
might obtain a relation between overlap and synonymy 
which was more sensitive to differences in synonymy, 
especially at the lower end of the scale, we limited the 
context  to those words in a sentence set that were judged 
to be highly associated to the theme. 

To obtain these judgments lists of the word types oc- 
curring in each sentence set were prepared. One judge 

examined the lists for the eolunm A theme words (Table 
2) and ano{,her j udge examioed the lists for the column B 
themes. (The iwo judges were the (irstm:m~ed n.uthof and 
his wife.) 

The judge looking at :~ list of words thai> occurred with a 
given theme asked himself: What is (;he likelihood that a 
situalion which evoked the I>heme word would evoke the 
word type in question, and conversely, what  is the likeli- 
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FIG. 4. Effect of l imiting the context  to words grammatically 
related to the theme. E~tch point  represents one of 65 p~irs of 
theme words. 
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[i'~G. 5. Effect of l imiting the context  to words j udged ~s being 
in high associatioll rel~tionship with the theme. E~ch poin t  repre- 
sents one of 65 pa~irs of theme words. 
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hood that a situ~:,,iion vvt~i(:l~ evoked the word type would 
also evoke the ~heme word? Only if both likelihoods were 
judged "high" or "very high" were {)he words considered 
highly associ:d, ed. For examp]e, for (~he theme word food, 
the following words were among those judged to be highly 
associated: appetite, appetizing, ate, bread, breakjb, st, cooked, 
delicious, dige,~'ted, digestion, mealtime, nourishment, nu- 
tritional, r@'igeration, restau~'ant, taste. 

It is unfortunate th:.~ only two judges were available for 
this experiment. However, having observed a high degree 
0f reliability among a larger group of judges in a similar 
associt~tive task, we are fairly confident that essentially 
the same results would have been obtained if a greater 
number of judges had been employed. 

Figure 5 shows that the lower portion of the curves is 
still r~ther flat although the curves do rise on the high 
synonymy end nmch more sharply than they do under the 
other definitions of context. 

The high discriminating power of a, ssociatively defined 
context is clearly shown by the percentage of correct 
inferences possible from examination of the overlap meas- 
ures: for one percent ca'or, M~ equals 90 percent, Mk 
equals 95 percent while for five percent error both measures 
yield 100 percent. 

In view of trhe fact that the overlap from contexts de- 
fined this way is more discriminating it was considered 
whether such contexts could be obtained by computer 
processing. One possibility worth exploring seemed to be 
that highly associated words would tend to occur close to 
the theme word. Thus all the content words in the sen- 
tence sets were partitioned according to their position 
ill the sentence relative to the theme. The proportion of 
the content words occurring at each position that had 
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DISTANCE FROM THEME 

Proportion of content words at various positiuns in the Fro. 6. 
sentence that were judged to be in high association relationship 
with the theme. The negative values on the abscissa are the num- 
ber of word places bqfore the theme while the positive values are 
the number of word places after the theme. 

been judged highly associated to the theme was calculated 
and plotted against position. 

Figure 6 shows only two positions have a distinctly 
higher proportion of highly associated words: 25 percent 
of the content words occurring directly before the theme 
and 20 percent of the content words occurring directly 
after belonged to the set of words which had been judged 
to be highly associated to the theme words. 

C o n c l u s i o n s  

1. The basic hypothesis investigated by the study is 
corroborated: there is a positive relationship between the 
degree of synonymy (semantic similarity) existing be- 
tween a pair of words and the degree to which their con- 
texts are similar. 

2. It may be safely inferred that a pair of words is highly 
syllonymous if their contexts show a relatively great 
amount of overlap. Inference of degree of synonymy from 
lesser amounts of overlap, however, is apparently un- 
eertain since words of low or medium synonymy differ 
relatively little in overlap. 

The first of these conclusions may be accepted in its 
full generality since it is, in alt probability, a linguistic 
universal. The second conclusion, however, together with 
the findings on the effects of various definitions of context 
and on the particular shape of the overlap versus syn- 
onymy function should be accepted only tentatively for 
they may be properties of the language materials and pro- 
eedures enlployed in this study. 

Valid generalization of findings like these depends upon 
an increased knowledge of the effects of such factors as 
corpus size, degree of homogeneity of content and form 
and the size of the units in which information is packaged 
within the corpus. 

RECEIVED MAr, 1965. 
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