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## 1. Introduction

In the first part of the paper we introduce a new theorem-proving procedure, that is a new efficient method of communicating a proof. Any such method implies, directly or indirectly, a definition of proof. Our "proofs" are probabilistic in nature. On input an $n$-bits long statement. we may crroneously be convinced of its correctness with very small probability, say, $\frac{1}{2^{n}}$, and rightfully be convinced of its correctness with very high probability, say, $1-\frac{1}{2^{n}}$.
Our proofs are interactive. To efficiently verify the correctness of a statement, the "recipient" of the proof must actively ask questions and receive answers from the "prover".

In the second part of the paper, we address the following question:

How much knowledge should be communicated for proving a theorem $T$ ?
Certainly enough to see that $T$ is true, but usually much more. For instance, to prove that a graph is Hamiltonian it suffices to exhibit an Hamiltonian tour. This appears, however, to contain, much additional knowledge than the single bit "Hamiltonian/nonHamiltonian".

We give a computational complexity measure of knowledge and measure the amount of additional knowledge contained in proofs.
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We propose to classify languages according to the amount of additional knowledge that must be released for proving membership in them.

Of particular interest is the case where this additional knowledge is essentially 0 and we show that is possible to interactively prove that a number is quadratic non residue mod $m$ releasing 0 additional knowledge. This is surprising as no efficient algorithm for deciding quadratic residuosity mod $m$ is known when $m$ 's factorization is not given. Moreover, all known NP proofs for this problem exhibit the prime factorization of $m$. This indicates that adding interaction to the proving process, may decrease the amount of knowledge that must be communicated in order to prove a theorem.

## 2. Interactive Proof Systems

Much effort has been previously devoted to make precise the notion of a theorem-proving procedure. NP constitutes a very successful formalization of this notion. Loosely speaking, a theorem is in provable in NP if its proof is easy to verify once it has been found. Let us recall Cook's [C] (and independently Levin's [L]) influential definition of NP in this light.

The NP proof-system consists of two communicating Turing machines $A$ and $B$ : respectively, the prover and the verifier. The prover is exponential-time, the verifier is polynomial-time. Both $A$ and $B$ are deterministic, read a common input and interact in a very elementary way. On

[^1]input a string $x$, belonging to an $N P$ language $L$, A computes a string $y$ (whose length is bounded by a polynomial in the length of $x$ ) and writes $y$ on a special tape that $B$ can read. $B$ then checks that $f_{L}(y)=x$ (where $f_{1}$ is a polynomial-time computable function relative to the language L ) and, if so, halts and accepts. This process is illustrated in figure 1.


Fig. 1: The $N P$ proof-syste $m^{(*)}$
What is intuitively required from a theoremproving procedure? Firsh that it is possible to "prove" a true theorem. Second, that it is impossible to "prove" a false theorem. Third, that communicating a proof should be efficient in the following sense. It does not matter how long must the prover compute during the proving process, but it is essential that the computation required from the verifier is easy.

Theorem-proving procedures differ in the underlying definition of a proof. The notion of a proof, like the notion of a computation, is an intuitive one. Intuition, however, may and must be formalized. Computability by (deterministic) Turing machines is an elegant example of formalizatoon of the intuitive concept of a computation. Each formalization, however, cannot entirely capture our original and intuitive notions, exactly because they are intuitive. Following our intuition, probabilistic algorithms [R] [SS] are means of computing, though they are not in the previous formal model. Similarly, NP is an elegant formalization of the intuitive notion of a theorem-

[^2]proving procedure. However, NP only captures a particular way of communicating a proof. It deals with those proofs that can be "written down in a book". In this paper we introduce interactive proof-systems to capture a more general way of communicating a proof. We deal with those proofs that can be "explained in class". Informally, in a classroom, the lecturer can take full advantage of the possibility of interacting with the "recipients" of the proof. They may ask questions at crucial points of the argument and receive answers. This makes life much easier. Writing down a proof that can be checked by everybody without interaction is a much harder task. In some sense, because one has to answer in advance all possible questions. Let us now formally set up the proper computational model.

### 2.1 Interactive Turing machines and interactive pairs of Turing machines



Fig. 2: an interactive pair of Turing machines
An interactive Turing machine (ITM) is a Turing machine with a read-only input tape, a work tape and a random tape. The random tape contains an infinite sequence of random bits. The random tape can be scanned only from left to right. When we say that an interactive machine flips a coin we mean that it reads next bit in its own random tape. This tape is the only source of randomness for the machine. In addition an interactive machine has a read-only communication tape and a write-only communication tape. The head writing on the latter tape moves only from left to right, writes only on a blank cell and cannot move to the right without writing.
Two ITM's $A$ and $B$ form an interactive pair of

Turing machines ( $A, B$ ) by

1) letting $A$ and $B$ share the same input tape and
2) letting $B$ 's write-only communication tape be $A$ 's read-only communication tape and vice versa.

The interactive pair $(A, B)$ is ordered and machine $B$ starts the computation. The machines take turns in being active. When, say, $A$ is active, it can perform internal computation, read and write on the proper tapes and send a message to $B$ by writing on the appropriate communication tape. The $i$ th message of $A$ is the entire string that $A$ writes on the communication tape during its $i$ th turn. The $i$ th message of $B$ is similarly defined. Either machine can, during its turn, terminate the computation of the pair. Consider a computation of $(A, B)$ on input $x$. Let the computation consist of $n$ turns and let $a_{i}$ be $A$ 's $i$ th message and $b_{1}$ be $B$ 's $i$ th message. Then the text of the computation is defined to be the sequence $\left\{b_{1}, a_{1}, \cdots, b_{n}, a_{n}\right\}$. ( $a_{n}$ is empty if it is $B$ that halts the computation of ( $A, B$ ) in its $n$th turn). The text of all possible computations of $A$ and $B$ on input $x$ will be of relevance to our analysis and it will be denoted by $(A, B)[x]$. This set has the structure of a probability space in the natural way. The probability of each computation in $(A, B)[x]$ is taken over the coin tosses of both machines.

### 2.2 Interactive proof-systems

Let $L \subseteq\{0.1\}^{\circ}$ be a language and $(A, B)$ an interactive pair of Turing machınes. We say that $(A, B)$ is an interactive proof-system for $L$ if $A$ (the prover) has infinite power, $B$ (the verifier) is polynomial time and they satisfy the following propertics.

1) For any $x \in L$ given as input to $(A, B), B$ halts and accepts with probability at least $1-\frac{1}{n^{k}}$ for each $k$ and sufficiently large $n$.
2) For any ITM $A$ ' and for any $x$ not in $L$ given as input to ( $A^{\prime}, B$ ), $B$ accepts with probability at most $\frac{1}{n^{k}}$ for each $k$ and sufficiently large $n$.
Here $n$ denotes the length of the input and the probabilities are taken only over B's own coin tosses.

Condition 1 essentially says that. if $x \in L$, there exist a way to casily prove this fact to $B$ that succeeds with overwhelming probability. This way is $A$ 's algorithm. In other words, it is possible to prove a true theorem so that the proofs are easily verified ( $B$ is polynomial-time). Condition 2 says that, if $x$ not in $L$, there exist no strategy, for convincing $B$ of the contrary, that succeeds with non negligible probability. In other words, no one can prove a false theorem. In fact, $B$ needs not to trust (or to know) the machine with which it is interacting. It is enough for $B$ to trust the randomness of its 0 wn coin tosses. Notice that, as for $N P$, the emphasis is on the "yesinstances": if a string is in the language we want to show it, if it is not we do not care. Let us consider an example of an interactive proof-system.

Example 1: Let $Z_{m}^{*}$ denote the set of integers between 1 and $m$ that are relatively prime with $m$. An element $a \in Z_{m}^{*}$ is a quadratic residue $\bmod n$ if $a=x^{2} \bmod m$ for some $x \in Z_{m}^{\circ}$, clse it is a quadratic nonresidue. Now let $L=\left\{(m, x) \mid x \in Z_{m}^{*}\right.$ is a quadratic nonresidue $\}$. Notice that $L \in N P$ : a prover needs only to compute the factorization of $m$ and send it to the verifier without any further interaction. But looking ahead to zero knowledge proof-systems, we will consider a more interesting interactive proof-system for $L$. The verifier $B$ begins by choosing $n=|m|$ random members of $\mathrm{Z}_{m},\left\{r_{1}, r_{2}, \ldots, r_{n}\right\}$. For each $i, 1 \leq i \leq n$, he flips a coin, and if it comes up heads he forms $t_{t}=r_{t}{ }^{2} \bmod m$, and if it comes up tails he forms $t_{i}=x \cdot r_{t}{ }^{2}$ mod $m$. Then $B$ sends $t_{1}, t_{2}, \ldots, t_{n}$ to $A$. The prover, having unrestricted computing power, finds which of the $t_{\text {, }}$ are quadratic residucs, and uses this information to tell $B$ the results of his last $n$ coin tosses. If this information is correct, $B$ accepts.

Why does this work? If $(m, x) \in L$, then $A$ correctly predicts all last $n$ coin tosses of $B$ who will definitely accept. If ( $m, x$ ) not in $L$, then the $\left\{f_{i}\right\}$ are just random quadratic residues, and the prover will respond correctly in the last part of the computation with probability $\frac{1}{2^{n}}$. In fact. for each of the last $n$ coin tosses of $B, A$ has probability exactly $1 / 2$ of guessing it correctly.

A more complex interactive proof-system for $L$. that releases essentially 0 additional knowledge, can be found in section 4.2.

### 2.3 Interactive Complexity Classes

We define $I P$. Interactive Polynomial-time, to be the class of languages possessing an interactive proofsystem. In this case we may also say that $L$ is interactively provable. To emphasize that the prover has unlimited power, we may write $I P_{\infty}$ for $I P$. To closer analyze the role of the prover, we define $I P_{T(n)}$ to be the class of languages having an interactive proofsystem whose prover runs in time $T(n)$. To focus on the role of interaction, we let $I P[f(n)]$ denote the class of languages having a proof-system that, on input a string $x$ of length $n$, halts within $f(n)$ turns. Here $f$ is a non decreasing function from natural numbers to natural numbers.

Interactive proof-systems should be contrasted with the "Arthur-Merlin" games of Babai [B]. In those games Merlin plays the role of $A$ and Arthur the role of $B$. The big difference is that Merlin sees all results of Arthur's coin tosses. This allows Babai to prove that arbitrary interaction is not necessary in his framework: it is sufficient to allow Arthur to talk to Merlin and have Merlin respond; at least as long they alternate a constant number of times. Actually Arthur's message to Merlin consists exactly of the sequence of its own coin tosses. (See figure 3).

fig. 3: The Arthur-Mcrlin proof-system
If membership in a language $L$ can be proved by an Arthur-Merlin game ( $L \in A M$ ) then, for any random oracle $O, ~ L \in N P^{O}$ with probability 1 . It is apparent that $A M \subseteq I P$ (actually, $A M \subseteq I P[1]$ ) and we believe
that the inclusion is a strict one. We also believe that our "interactive hicrarchy" does not collapse, i.c. that $I P[k]$ is strictly contained in $I P[k+1]$. In any case. interactive proof-systems are the right proof model to both analyze and reduce the knowledge complexity of a language. Next section is devoted to the discussion of this more subtle notion. Let us also mention Papadimitriou' [P] "games against nature". This is an elegant characterization of PSPACE, though not an efficient method of communicating a proof.

## 3. Knowledge Complexity

Communication is a tool for transferring or exchanging knowledge. Knowledge has received a lot of attention in a model-theoretic framework [FHV]. [HM]. In this context, roughly speaking,

1) All participants are considered to have infinite computing power. (E.g. each participant "knows" all logical consequences of the information in his hands) and
2) The object they try to "know better" is not an available public input. (Rather some event occurs that is witnessed or noticed by some but not all participants. To give an elementary example, one participant flips a coin and tells the outcome to a few others who now "know" it. The remaining participants do not "know" what the outcome was and they have to decide between two possible worlds: one in which "heads" came up and one in which "tails" came up).
This scenario may not be realistic in many practical contexts. In physics, for example, scientists have bounded resources and the object they try to know better is a public inpur: nature. Our point of view is that
3) Knowledge is a notion relative to a specific model of computation with specified computing resources and
4) One studies and gains knowledge about available objects
In this paper we measure the amount of knowledge that can be gained from a communication by a participant with polynomially bounded resources and
investigate how much knowledge must be communicated for proving a theorem. ${ }^{(2)}$ Our computational complexity measure of knowledge is, however, of wider applicability. For example, as sketched in section 6. it constitutes a powerful tool for developing a mathematical theory of cryptographic protocols. The following concept will be crucial to our analysis.

### 3.1 Degrees of distinguishability for probability distributions

Let $I$ be an infinite set of strings and $c$ a positive constant. For each $x \in I$ with length $n$, let $\Pi_{x}$ be a probability distribution over the $n^{c}$-bit strings. Then we say that 1 你 $\left\{\Pi_{x} \mid x \in \mathbb{I l}\right\}$ is a $I-c$-ensemble. By saying that $\Pi$ is an ensemble or a I-ensemble we mean, respectively, that there exist $I$ and $c$ or simply $c$ such that $\Pi$ is a $1-c$-ensemble.

A distinguisher is a probabilistic polynomial-time algorithm $D$ that on input a string $s$ outputs a bit $b$. Let $\Pi_{1}=\left\{\Pi_{1, x} \mid x \in I\right\}$ and $\Pi_{2}=\left\{\Pi_{2, x} \mid x \in I\right\}$ be two I-c-ensembles. Let $p_{x, 1}^{D}$ denote the probability that $D$ outputs 1 on input a $|x|^{c}$-bit long string randomiy selected with probability distribution $\Pi_{1, x}$. Symmetrically, $p_{x, 2}^{D}$ denotes the probability that $D$ outputs 1 on input a $|x|^{c}$-bit long string randomly selected with probability distribution $\Pi_{2 x}$. Let $p: N \rightarrow[0,1]$. We say that the ensembles $\Pi_{1}$ and $\Pi_{2}$ are at most $p$ distinguishable if for all distinguishers $D$, $\left|p_{x, 1}^{D}-p_{x, 2}^{D}\right|<p(|x|)+\frac{1}{|x|^{k}}$ for all $k$ and sufficiently long $x$.

Of particular interest will be the notion of at most 0 -distinguishability (or indistinguishability). In this case the two ensembles are "cqual" with respect to any polynomial-time computation. In section 4.2 we will present an interesting example of indistinguishable ensembles. In this example, the $\Pi_{1, x}$ and $\Pi_{2 . x}$ are indistinguishable in a stronger sense. In fact the probability that they assign to each $|x|^{c}$-bit string is identical except for a set of strings strings

[^3]whose toul probability does not exceed $\frac{1}{2^{d|x|}}$ for some constant $d$ between 0 and 1 . Such strong indistirguishability is a luxury not always available and, in any case, is not necessary to develop our theory.

Notice that our distinguishers are fed with a single $|x|^{\prime}$-bit string at a time. One may consider distinguishers that are fed with more strings of length $|x|^{c}$ at the same timc. In this case, if two ensemble are 0 -distinguishable, they will remain undistinguishable (as long "more" < poly $(|x|)$ ). If the two ensembles are at most $p$-distinguishable, they may remain at most $p$-distinguishable or the probability of "distinguishing" them may become much higher. (This plays a role for deciding whether a certain cryptographic protocol may be played securely more than once using the same secret key).

Related notions of indistinguishability, have been previously considered in [GM] in the context of probabilistic encryption and then in [Y] and [GGM] in the context of pscudo-random number generation.

### 3.2 The knowledge computable from a communication

Which communications convey knowledge? Informally, those that transmit the output of an unfeasible computation, a computation that we cannot perform ourselves. For example, if $A$ sends to $B n$ random bits, this will be $n$ bits of information. We would say this contains no knowledge, however, bccause $B$ could gencrate random bits by himself. Similarly, the result of any probabilistic polynomialtime computation will not contain any knowledge. With this in mind we would like to derive an upper bound (expressed in bits) for the amount of knowledge that a polynomially bounded $B$ can extract from a communication.

First a bit of notation. Notice that any probabilistic Turing machine $M$ generates the ensemble $M[\cdot]=\{M[x]\}_{x \in J}$, where $M[x]$ denotes the set of possible outputs of $M$ (on input $x \in I$ ) taken with the probability distribution induced by $M$ 's coin tosses. Similarly, we will denote by $(A, B)[\cdot]$ the ensemble associated to an interactive pair of Turing machines
( $A, B$ ). We are now ready to introduce our definition.

Definition: Let $(A, B)$ be an interactive pair of Turing machines and $I$ the set of its inputs. Let $B$ be polynomial time and $f: N \rightarrow N$ be non decreasing. We say that $A$ communicates at most $f(n)$ bits of knowledge to $B$ if there exists a probabilistic polynomial-time machine $M$ such that the $I$ ensembles $M[\cdot]$ and $(A, B)[]$ are at most $1-\frac{1}{2^{f(n)}}$. distinguishable. We say that $A$ communicates at most $f(n)$ bits of knowledge if for all polynomial-time ITM's $B$ ' $A$ communicates at most $f(n)$ bits of knowledge to $B^{\prime}$.

Remark 1: Assume $M$, on input $x$, tries to select a string "as undistinguishable as possible" from a computation randomly selected in $(A, B)[x]$. Note that in this attempt no information is hidden from $M$ : $A$ 's program, B's program and $x$ are all inputs of $M$. $M$ may have "built in" the description of $A$. This, however, is not of great help, as $A$ 's algorithm may be absolutely inefficient.

A non mathematical discussion: Let us try to illustrate the above definitions. Assume that a crime $x$ has happened, $B$ is a reporter and $A$ a police officer. $A$ understands the rights of the press but, for obvious reasons, also tries not to communicate too much knowledge. Should reporter $B$ call the police officer $A$ to know more about $x$ ? It depends. If he has probability essentially equal to 1 of generating at home, in front of his typewriter, the "same" conversations about this specific
$x$ that he might have with $A$, he should not bother to call. A will give him essentially 0 knowledge about $x$. If, instead, say, he may gencrate an honest conversation about $x$ with probability $1 / 4$ (i.e. what he generates is at most $3 / 4$-distinguishable from the "real" conversations), then the officer may tell him something that he does not know. This knowledge however, will not exceed two bits and may not be of the "useful" kind! Still, it may pay off to call. If, finally, $B$ has only chance 1 in $2^{100}$ of generating the possible conversations about $x$ with the police officer, then $A$ is a real gossiper and $B$ should rush to the telephone!

Assume now that $B$ is so news-hungry that is ready to become dishonest during the phone conversation, i.e. he is ready to transform himself to $B^{\prime}$. Despite this, if the officer is so skillful to be one who communicates, say, at most 2 bits of knowledge, no matter how tricky questions $B^{\prime}$ asks and how much he cheats, he will not get out of him more than two bits about $x$. (Here we are implicitly assuming that a cheating reporter still remains a polynomial-time one!)

Example 2: Consider the ITM ( $A, B$ ) of example 1. Restrict its inputs only to the strings in $L$. Then $A$ communicates at most 0 bits of knowledge to $B$. In fact, there exists a probabilistic polynomial-time machine $M$ such that (for those inputs) generates exactly the same ensemble that ( $A, B$ ) does. Essentially, $M$ can simulate $B$, as $B$ is polynomial time, and simulates $A$ by looking at B's coin tosses as follows. When $B$ sends $t_{i}$ computed by squaring $r_{i}, M$ will answer "quadratic residue". When $B$ sends $t_{f}$ computed by squaring $r_{t}$ and then multiplying it by $x$, $M$ answers "quadratic nonresidue".
Notice, however, that, if the problem of deciding quadratic residuosity is not in probabilistic polynomialtime, $A$ does not communicate at most 0 bits of knowledge. In fact, some machine $B^{\prime}$, interacting with $A$, may decide to create the $t_{i} s$ in a different way. For instance, such a $B$ may send the sequence of integers $t_{i}=i$ and therefore receive an answer about their quadratic residuosity that it may not be able to compute by itself.
An interesting ITM $A$ that communicates at most 0 bits of knowledge may be found in section 4.2.

### 3.3 The knowledge complexity of a language

How much knowledge should be communicated to provide a proof of a theorem $T$ ? Certainly enough to verify that $T$ is truc. Usually, much more. For example. to prove that a certain $a \in Z_{m}^{*}$ is a quadratic residuc, it is sufficient to communicate an $x$ such that $a \equiv x^{2} \bmod m$. This communication, however, contains more knowledge than just the fact that $a$ is a quadratic residuc. It communicates a square root of $a$. We intend to measure the additional knowledge that a prover gives to a verifier during a proof, and
investigate whether this additional knowledge may be essentially 0 .

Definition: Let $L$ be a language possessing an interactive proof-system ( $A, B$ ). Let $f: N \rightarrow N$ be non decreasing. We say that $L$ has knowledge complexity $f(n)$ if, when restricting the inputs of $(A, B)$ to the strings in $L A$ communicates at most $f(n)$ bits of knowledge. We denote this fact by $L \in K C(f(n))$.

An informal discussion. Let us recall that we are concentrating on the "yes-instances". When a string $x$ is not in the language the prover "gives up" and we do not measure knowledge. When, instead, $x \in L$, what is the verifier's point of view at the end of an interactive proof? First, it is "convinced" (correctly with overwhelming probability) that $x \in L$. This was the goal of the proof-system in the first place. Sccond, it possesses the text of the entire computation with the prover on input $x$. This text, has been used to verify that $x \in L$, but does not contain more than $f(n)$ bits of additional knowledge. In fact, on input $x \in L$, we are guaranteed to be able to easily generate such texts with probability distribution at most (1-$\left.\frac{1}{2^{(n)}}\right)$-distinguishable from the "real" texts, no matter with which machine $B^{\prime} A$ is interacting. The special case $L \in K C(0)$ is of particular interest. In this case, by interacting with $A$ and from the text of the computation, $B$ can verify that $x \in L$, but, with respect to polynomial-time computation, the text is irrelevant for any other purpose, no matter with which $B^{\cdot} A$ is interacting. In fact, on input a guaranteed $x \in L$, such texts can be casily selected with essentially the right probability distribution and without $A$.

We belieke that knowledge complexity is one of the fundamental parameters of a language or, equivalently, of a theorem-proving procedure. Theorem-proving procedures are intended to communicate knowledge and it is very natural to classify them according to the amount of knowledge they communicate.

Note that knowledge complexity is also defined for $N P$ proof-systems as they are a special type of interactive proof-system. However, their knowledge complexity tends to be very high.

A wery important application of knowledge complexity is that it enables proving correctness of cryptographic protocols in a modular way (see section 6).

## 4. Languages in $\mathrm{KC}(\mathbf{0})$

Every language in $P$ or RP or BPP has trivially knowledge complexity 0 . If $L$ is not in probabilistic polynomial-time, no $N P$ proof-system for $L$ can release 0 additional knowledge. However, there may be a more interactive proof-system for $L$ that does relcase 0 additional knowledge. A natural question arises. Do meaningful examples of languages in $K C(0)$ exist or is $K C(0)$ - 3 PP a fancy way to define the empty set? $\Lambda$ similar question could be asked for, say, RP. Namely, is RP-P a fancy name for the empty sct? The best sign of a possible negative answer to the latter question is constituted by the fact that primality testing is in $\mathrm{RP}[\mathrm{SS}][\mathrm{R}]$ and, while the problem of deterninistically deciding primality has received a lot of attention for centuries, no polynomial-time algorithm is currently known. Similarly, it is of great interest to find candidates for languages in $K C(0)$ but not in, say, BPP. This is the best one can do, given our current knowledge about proving lower-bounds.

We know of two interesting languages that have knowledge complexity 0 . Both are algebraic. The first one is the following language $B L$ proposed by Blum in [B11] where he gives all the essential ingredients to prove $B L \in K C(0)$. Let $n$ be an integer with prime factorization $n=p_{1}^{h_{1}} \ldots p_{k}^{h_{k}}$. Then $n \in B L$ if the number of different $p_{1} s$ congruent to $3 \bmod 4$ is even. The other language that is known to belong to $K C(0)$ is the well known quadratic non-residuosity language. We give a proof of this fact in this section.

$$
\begin{gathered}
\text { For } y \in Z_{m}^{\prime} \text { we define } \\
Q_{m}(y)= \begin{cases}0 & \text { if } y \text { is a quadratic residue } \bmod m \\
1 & \text { otherwise }\end{cases}
\end{gathered}
$$

Then $L=\left\{(y, m) \mid Q_{m}(y)=1\right\}$ is the quadratic non-residuosity language.

Our proof that $L \in K C(0)$ docs not depend on any unproved computational complexity assumptions.

We first review what is known about the complexity of deciding membership in this language.

### 4.1 The Quadratic Residuosity Problem

The quadratic residuosity problem with parameters $m \in N$ and $x \in Z_{m}^{*}$ consists of computing $Q_{m}(x)$. If the factorization of $m$ is known, it is trivial to compute $Q_{m}$. If the factorization of $m$ is unknown, then there is no known efficient procedure for computing $Q_{m}$. This decision problem is one of the four main problems discussed by Gauss in "Disquisitiones Arithmeticae" (1801) (along with primality testing, integer factorization and Solvability of Diophantine Equations). A polynomial time solution for it would imply a probabilistic polynomial time solution for other open problems in Number Theory such as deciding whether a composite integer $m$ is a product of 2 or 3 primes.

The Jacobi symbol $\left(\frac{x}{m}\right)$ for $m \in N$ and $x \in Z_{m}^{*}$ is a polynomial time computable function that evaluates to 1 and -1 and provides some information about $Q_{m}(x)$. Namely, if $\left(\frac{x}{m}\right)=-1$ then $Q_{m}(x)=1$. However, when $\left(\frac{x}{m}\right)=1$ then computing $Q_{m}(x)$ is a hard problem. n fact, it is not even known how to efficiently produce a single "guarantced" quadratic non* residuc $\bmod m$ with Jacobi symbol 1 .

### 4.2 A "0" Knowledge Interactive Proof System for $L$

In the proof system, $(A, B)$, that we exhibit for $(y, m) \in L$ the prover $A$ is only required to be a probabilistic polynomial time Turing machine with the additional power of being able to evaluate $Q_{m}$. ( Of course, it remains true that no infinitely powerful $\mathrm{A}^{\prime}$ can convince $B$ that $y$ is a quadratic non-residue mod $m$ if that is not the case).
For simplicity, we only consider proving that $(y, m) \in L$ when the Jacobi symbol $\left(\frac{y}{m}\right)=1$. The case where $\left(\frac{y}{m}\right)=-1$ is uninteresting. We specify $A$ and $B$ by giving their explicit program at each step of the interaction.

The basic idea is that $B$ generates numbers of two types: $x=r^{2} \bmod m($ type 1$)$ and $x=y \cdot r^{2} \bmod m$ (type 2) where $r$ is randomly chosen, and quizzes $A$ about them. If indeed $(y, m)$ is in $L$, then $A$ can tell the types of these numbers. If $(\mu, m)$ is not in $L$, they look all the same to $A$ and it will fail the quizzes with very high probabiilty. The danger with this basic idea arises when indeed $(y, m)$ is in $L$ as $A$, when answering the quizzes, may release some knowledge other than $(y, m) \in L$ (e.g. the quadratic residuosity of specific other $x \in Z_{n}^{*}$ chosen by a cheating $B^{\prime}$ ). We overcome this danger, by having $A$ make sure that the machine with which it is interacting "knows" what are the types of the numbers it quizzes $A$ about.

## A and B's Interactive Program

Input: $(y, m) \in L$ such that $\left(\frac{y}{m}\right)=1$ and $n=\log _{2} m$. Initialize iteration $=0$.

## Step 1:

B first chooses a random $r_{0}$ from $Z_{m}^{*}$, and then tosses a coin $C_{x}$. If $C_{x}=0$, then $B$ sets $x=r_{0}^{2} \bmod n$, else if $C_{x}=1, B$ sets $x=y \cdot r_{0}^{2} \bmod n$. B sends $x$ to A.
Then, B chooses two random sets, each of size $n$,

$$
T=\left\{t_{1}, t_{2}, \ldots, t_{n} \mid t_{i}=r_{i}^{2} \bmod m\right\}
$$

and,
$S=\left\{t_{n+1} t_{n+2} \ldots, t_{2 n} \mid t_{1}=y \cdot r_{i}^{2} \bmod m\right\}$
B sends to A the elements in $T \cup S$ in random order.

Step 2:
A picks a random subset $Z \subseteq T \cup S$ of size $n$ and sends it back to $B$.
Step 3:
For each $z \in Z$, B sends to A $r$ such that $z=r^{2}$ $\bmod m$ or $z=y \cdot r^{2} \bmod m$.
Suppose that the sizes of $T-Z$ and $S-Z$ differ by $d$. Then. B chooses $d$ random elements from the larger set, $t_{1}, \ldots, t_{i_{d}}$ and sends their respective $r_{1}, \ldots, r_{i d}$ to A. (i.e $t_{i}=r_{i}^{2}$ or
$t_{i}=y \cdot r_{i,} \bmod m$ for some $1 \leq i_{j} \leq 2 n$ ).
$B$ sets $X=T-Z-\left\{t_{t_{1}}, \ldots, t_{4}\right\}$, and $Y=S-Z-\left\{t_{1}, \ldots, l_{d}\right\}$.
If $x=r_{0}^{2} \bmod m, B$ lets:

$$
\begin{aligned}
X^{\prime} & =\left\{r_{0} \cdot r_{i}=\sqrt{x \cdot t_{i}} \bmod n \mid t_{i} \in X\right\} \\
Y^{\prime} & =\left\{y \cdot r_{0} \cdot r_{i}=\sqrt{y \cdot x \cdot t_{i}} \bmod n \mid t_{i} \in Y\right\} .
\end{aligned}
$$

else if $x=y \cdot r_{0}^{2} \bmod m, B$ lets:

$$
\left.\left.\left.\begin{array}{rl}
X^{\prime} & =\left\{y \cdot r_{0} \cdot r_{i}\right.
\end{array}=\sqrt{y \cdot x \cdot t_{i}} \bmod n \right\rvert\, t_{i} \in X\right\}\right\}
$$

$B$ then sends the elements in $X^{\prime} \cup Y^{\prime}$ to $A$ in random order.

## Step 4:

A checks that $X \cup Y^{\prime}$ is of the form specified in stcp 3 (i.e for all $w \in X^{\prime} \cup Y^{\prime} . w^{2}=t_{i} x \bmod m$ or $w^{2}=t_{i} \cdot x \cdot y \bmod m$ for some $\left.t_{i} \in X \bigcup Y\right)$ and that $\left|X^{\prime} \cup Y^{\prime}\right|>\frac{n}{3}$. If this is not the case, $A$ halts detecting cheating. Otherwise, A sends B the value $v=Q_{m}(x)$.

## Step 5:

If $v \neq C_{x}$ then B halts detecting cheating, otherwise iteration $=$ iteration +1 (this is the end of an itcration).
If iteration $\geq n$, then B accepts $(y, m) \in L$, otherwise $B$ goes back to step 1 .
Let us first prove that ( $\mathrm{A}, \mathrm{B}$ ) constitutes an interactive proof-system for L.

Remark 2: Note that if $A, B$ both operate according to specification, then each iteration of the program will be completed with probability $>1-\frac{1}{2^{\text {nn }}}$ for $0<c \leq 1$.

The following claims $1 \& 2$ hold for each completed iteration.
Claim 1: If $(y, m)$ is not in $L$, then A ( or any other $A^{\prime}$ ) correctly gucssed $C_{x}$ (i.e sends $v=C_{x}$ ), with probability exactly $\frac{1}{2}$.
proof: The proof follows from the fact that $C_{x}=0$
with probability exactly $\frac{1}{2}$ and that ceven with infinite computation power $A^{\prime}$ can't distinguish between a computation with $B$ in which $C_{x}=0$ from one in which $C_{x}=1$. The latter can be seen as follows.
Suppose $C_{x}=0$.
Then, in step 3 for all $t_{i} \in X$, A receives $r_{0} r_{1}=\sqrt{t_{i} x}=\sqrt{ } \overline{r_{i}^{2} r_{0}^{2}} \bmod m$. Note that $e_{i}=t_{i} \cdot x \bmod m$ is a random square, (as $t_{l}$ is) and $r_{0} r_{i}$ is a random square root of $e_{i} \bmod m$.
for all $\quad t_{i} \in Y, \quad$ A receives $y \cdot r_{0} \cdot r_{1}=\sqrt{y \cdot l_{i} \cdot x}=\sqrt{y^{2} r_{i}^{2} r_{0}^{2}} \bmod m$. Note that $f_{i}=y \cdot l_{1} \cdot x=y^{2} \cdot r_{i}^{2} \cdot x \bmod m$ is a random square, (as $r_{t}^{2}$ is) and $y \cdot r_{0} \cdot r_{t}$ is a random square root of $f_{1} \bmod m$.
Suppose $C_{x}=1$.
Then, in step 3, for all $t_{1} \in X$, A receives $y \cdot r_{0} \cdot r_{t}=\sqrt{y \cdot t_{1} \cdot x}=\sqrt{y^{2} r_{i}^{2} \cdot r_{0}^{2}} \bmod m$. Note that $\tilde{e}_{i}=y \cdot t_{i} \cdot x \bmod m$ is a random square, (as both $y$ and $t_{t}$ are now squares and $t_{t}$ is a random square) and $y \cdot r_{0} r_{t}$ is a random square root of $\tilde{e}_{i}$ $\bmod m$.
for all $t_{1} \in Y$, A receives $y \cdot r_{0} \cdot r_{t}=\sqrt{t_{1} \cdot x} \bmod m$. Note that $\hat{f}_{1}=l_{1} \cdot x=y^{2} \cdot r_{1}^{2} \cdot r_{0}^{2} \bmod m$ is a random square, (as $r_{t}^{2}$ is) and $y \cdot r_{0} \cdot r_{1}$ is a random square root of $\bar{f}_{t} \bmod m$.
Thus, for both $C_{x}=0$ and $C_{x}=1 \mathrm{~A}$ will still receive random square roots of random squares. Therefore $A$ can't have any advantage in predicting $C_{x}$.
Claim 2: If $(y, m)$ in $L$, then $A$ correctly computed $C_{x}$ in step 4.
Theorem 1: ( $\mathrm{A}, \mathrm{B}$ ) is an interactive proof-system for L .
Proof: For every $(y . m) \in L$ given as input to ( $\mathrm{A}, \mathrm{B}$ ), B halts and accepts with probability greater than ( $1-\frac{1}{2^{\text {cn }}}$ ) for all constants $0<c \leq 1$ and sufficiently large $n$. This follow's by claim 2 . For any machine $A^{\prime}$ and for any $(y, m)$ not in L, given as input to ( $A^{\prime}, B$ ), $B$ accepts with probability at most $\frac{1}{2^{n}}$ by claim 1 and remark 3.

We now procecd to show that $L$ has knowledge complexity 0 .

Theorem 2: $L$ has knowledge complexity 0 .
Proof: To show that $(A, B)$ constitutes a 0 knowledge proof-system for $L$, we must show that for each polynomial-time ITM $B^{\prime}$, there exists a probabilistic polynomial-time Turing Machine $M$, such that the two ensembles $M[\cdot]$ and $\left(A, B^{\prime}\right)[\cdot]$ are indistinguishable. The basic idea is that $M$ can easily simulate $B^{\prime}$, as $B^{\prime}$ runs in polynomial time. On the other hand, $M$ will succeed in simulating $A$, by running $B^{\prime}$ twice with the same coin tosses.
A more precise description of M is the following: On input $(y . m) \in L, \mathrm{M}$ randomly fills the random tape of $B^{\prime}$ with a sufficiently long string $R$, and makes $B^{\prime}$ perform "its own version" of step 1. ( $B^{\prime}$ may in fact execute a different algorithm than $B$ during step 1.) Simulating $A$ in step 2 is easy for $M$, as all $A$ does here is picking a random subset. Next, M makes $B^{\prime}$ perform its own version of step 3. Now, M must simulate $A$ in step 4 . Notice that it is easy to check whether $A$ will halt in step 4. Thercfore it will be easy for M to simulate A in a computation with $B^{\prime}$ in which A halts in step 4. Difficulties arise if A won't halt but continue. This implies that $M$ must compute $Q_{m}(x)$ correctly as A docs. This is easy to do for A who has enough power to decide the quadratic residuosity of $x$. Notice that this would also be easy for $M$ if $B^{\prime}$, either generated $x$ by squaring $\bmod m$ an $r_{0}$ that $M$ may observe ( in which case M knows that $Q_{m}(x)=0$ ), or if $B^{\prime}$ generated $x$ by squaring mod $m$ an $r_{0}$ and multiplying by $y$ (in which case $M$ knows that $Q_{m}(x)=1$ ). However, life may be not so easy. $B^{\prime}$ might have generated $x$ in some other way (e.g. at random) which would make it hard for $M$ to compute $Q_{m}(x)$. We overcome this difficulty as follows. By $c_{1}, c_{2}, c_{3}, \ldots$ we denote fixed, positive constants depending on $A$ and $B^{\prime}$. Without loss of generality, we may assume that on input $(y, m)$, A will halt in step 4 with probability less than $1-\frac{1}{2^{c^{n^{n}}}}$. (Otherwise by simulaing $A$ and $B^{\prime}$ for steps 1,2 and 3 , as above, and having A halt in step 4 , we trivially generate computations which are indistinguishable from $\left(A, B^{\prime}\right)[(y, m)]$.
At the end of step $3, M$ saves all messages sent so far
by $B^{\prime}$ and the "virtual" $A$. M now runs $B^{\prime}$ again with the same input ( $\mathrm{y}, \mathrm{m}$ ) and the same content $R$ in the random tape of $B^{\prime}$. For this second compuation, $M$ simulates A ancw, by flipping new coins. Four things will happen in this second computation.

1) $B^{\prime}$ sends in step 1 the same sets $S$ and $T$, as in its first computation.
2) In step 2, A will select a random subset $\bar{Z} \subseteq T \cup S$. With probability greater than $1-\frac{1}{2^{c^{2}}}, \tilde{Z} \neq Z$ (where $Z$ denotes the set chosen in the first computation).
3) In step 3, B sends the sets $\tilde{X}$ and $\hat{Y}$. (The respective sets in the first compuation were $X^{\prime}$ and $Y^{\prime}$ ). With probability $>1-\frac{1}{2^{r^{n}}}, \tilde{X}$ and $\tilde{Y}$ are of the right form (i.e could not cause the legal A to halt).
4) With probability $>1-\frac{1}{2^{4^{4^{n}}}}, \tilde{X} \neq X^{\prime}$ and $\tilde{Y} \neq Y^{\prime}$.
$M$ now selects an element $t_{i} \in\left(T-X^{\prime}\right) \cap \tilde{X}$. As $t_{t} \in T-X^{\prime}$, in the first computation $B^{\prime}$ sent its corresponding $r_{i}$. As $t_{t} \in \tilde{X}$, in the second computation $B^{\prime}$ sends $\sqrt{x l_{i}}$ mod $m$ or $\sqrt{x l_{1} y} \bmod m$. Now, in whatever case, it is just a matter of algebra for $M$ to easily compute $r_{0}$ such that $r_{0}^{2}=x \bmod m$ or $r_{0}^{2} \cdot y=x \bmod m$. If $(y, m) \in L$, exactly one of these cases may occur. Therefore $M$, having computed $r_{0}$, can simulate $A$ by sending a $v=Q_{m}(x)$.
QED

## 5. A parenthetical section.

Remark 3: A stronger way of saying that $A$ communicates at most $f(n)$ bits of knowledge with respect to polynomial-time computation, is the following.

For all ITM $B^{\prime}$ there exist a polynomial-time ITM $M$ that by intcracting with $B^{\prime}$ (but also reading the random tape of $B^{\prime}!$ ) produces an ensemble at most $\left(1-\frac{1}{2^{f(n)}}\right)$-distinguishable from $\left(A, B^{\prime}\right)[\cdot]$.

This notion is stronger as it allows $B^{\prime}$ not to be bound to polynomial-time computation while $A$ needs not to know what the computing power of $B$ ' is. Full details will be given in the final paper. Interestingly, the interactive proof-system for quadratic non-residuosity of section 4.2 releases 0 additional knowledge even with respect to this stronger definition.

An informal definition One advantage of the point of view of Remark 3 is that it allows one to express in a clean way notions like "the polynomialtime machine B knew x at some point of its computation". Let us consider a particular example. Assume that machine $B$ started computing on input $k$ and outputs a $k$-bit integer $m$. $B$ may have randomly selected two primes $p_{1}$ and $p_{2}$, multiplied them together to produce $m$, then "erased" $p_{1}$ and $p_{2}$ and output m . What could one mean by saying that $B$ knew the factorization of $m$ ? A natural choice is that $B$ is able to compute it. In a narrow sense, this may mean that, in performing next instruction, $B$ will output $m$ 's factorization or that it was written, say, at the beginning of $B$ 's work-tape at some point in time. In a broader sense it may mean that if a probabilistic polynomial-time machine $M$ "monitors" the sequence of istantaneous descriptions of $B$ 's computation, then $M$ outputs $m$ 's factorization with very high probability in poly(k) time. This, however, may not be gencral enough. In fact. "extracting" $m$ 's factorization may not be easy for $M$, and still $B$ had enough "potential" to efficiently compute it (though $R$ 's program may never explicitly do so). We believe that the following (informal) definition achieves the right level of generality. Let $M$ be a probabilistic polynomialtime machine that monitors $B$ 's computation from the start till it outputs $m$. In particular, $M$ reads all the inputs (random and not) of $B$ and all its outputs. Informally we say that $B$ knew $m$ 's factorization if $M$ can now use $B$ to compute $m$ 's factorization. This use of $B$ may be very general. For example, $M$ may run $B$ more than once after altering the content of its tapes. An example of this is implicit in section 4.2. Full details will be given in the final paper.

## 6. Applications to Cryptographic Protocols

Given our current sate of knowledge about lower bounds, the sccurity of a cryptographic protocol must be proved based on the intractability assumption of some candidate hard problem. Thus one must accept that further analysis may reveal some candidate hard problems to be efficiently solvable. What is not acceptable is that a protocol may be broken without violating the relative intractability assumption.

In traditional computational complexity or communication complexity, the goal is to communicate as much knowledge as possible as efficiently as possible. Since all participants are considered good friends, no one cares if more knowledge than necessary is communicated. The situation with respect to cryptographic protocols is very different. In this case there is generally no problem at all communicating the knowledge efficiently, but the whole problem is making sure not too much knowledge has been communicated.

Model theoretic knowledge has been used to analyze protocols. For example, in $[\mathrm{HR}]$ it has been used to prove Rabin's "Oblivious Transfer" correct in some setting. However, as pointed out in [FMR]. Rabin's oblivious transfer still lacks a proof of correctness in a complexity theoretic framework.

We believe that knowledge complexity provides the right framework to discuss the correctness of crytographic protocols. Applying these ideas, [FMR] modificd Rabin's oblivious transfer so that it can be proved correct. A sketch of this can be found in section 6.1.

Knowledge complexity helps in proving or disproving the correctness of cryptographic protocols as these are based on the secrecy of some private information and should preserve this secrecy. The privacy of some information is what gives us an advantage over our adversaries. Let $A$ (lice) possess the prime factorization of an integer $n$ (say $n=p_{1} p_{2}$ ), while $B$ (ob) only knows $n$. During a protocol with $B, A$ must protect the privacy of her information. Assume that $A$ can perform each step of the protocol without having even to look at the value of $p_{1}$ and $p_{2}$. Then it is easy to show that the protocol did not
compromise the privacy of $n s$ factorization. It is also easy to see, however, that the protocol could not have accomplished any interesting task. In fact $A$ has not made use of her "advantage"! The protocol may accomplish a non-trivial task if, in at least one step of it, $A$ performs a computation $c$ that depends on $p_{1}$ and $p_{2}$. This raises the question:

Will $c\left(p_{1}, p_{2}\right)$ betray to much information about $p_{1}$ and $p_{2}$ ?
Classical information theory does not provide an answer to this question. Knowledge complexity can. In particular,

1) We can quantify the amount of knowledge about $p_{1}$ and $p_{2}$ that $c$ conveys and
2) We can design protocols so to minimize this amount of knowledge.
If $(A, B)$ is a 0 knowledge interactive proof-system for $L$, we already saw that, on input $x \in L, A$ gives $B$ at most one bit of knowledge, namely $x \in L$. (That is 0 additional knowledge). More generally however, we define an upper bound, measured in bits, on the amount of knowledge $A$ gives to $B$ in a particular protocol (to appear in the final paper).

We use this to give an upper bound on the number of times a single protocol or a combination of protocols can be played, using a common secret key, without giving away too much information about the secret key. In addition, trying to measure the amount of knowledge revealed during the execution of a protocol about the secret, may pin point weaknesses in the design of the protocol. For example the amount of knowledge revealed in a protocol of [BD] appeared to be unreasonably large. Further analysis by [H] showed that this protocol could be broken if the encryption function used in the protocol is RSA with low exponents or Rabin's function.

A most important application of these ideas is that it allows us to prove correctness of protocols in a modular way. Complex protocols are usually composed of sub-protocols. For instance, many protocols use a sub-protocol for "coin tossing over a telcphone" (Blum [B11]). However, it is not clear how to use a "normal" definition of correctness of "coin tossing" to
prove the correctness of the main protocol. In general, it appears that much stronger definitions for these sub-protocols are needed in order to fit them modularly and cleanly inside larger protocols. Full details will be given in the final paper.

### 6.1 A Modification of the Obtivious Transfer That Is Provably Equivalent to Factoring

This section is joint work of [FMR]. The notion of an Oblivious Transfer (OT) has been introduced by Rabin [HR] who also proposed the first protocol implementing it. OT appears useful as a design tool. Sce for example Blum [ Bl 2 ] and Even Goldreich and Lempel [EGL]. Rabin introduced OT (to be described. below) in a number theoretic setting. More generally the OT can be viewed as a protocol for transferring a large amount of knowledge with probability 1/2 [EGL]. Berger. Peralta and Tedrick [BPT] present a correct protocol for "obliviously transferring" a random number. Different from OT, this protocol transfers no knowledge.

The notion of an OT involves two parties $A$ and $B$ and an integer $n$ (product of two large distinct primes) whose factorization is only known to $A$. A would like to send the factorization of $n$ to $B$ with the following constraints:

1) B must have $50 \%$ chance of receiving the factorization of $n$ and the other half of the time $B$ should not know any information at all about the factors of $n$.
2) $A$ should not have any idea whether or not $B$ received the factorization of $n$.
Rabin's protocol relies on the computational difficulty of factoring. However, as described below, there is a potential flow in his protocol: it is possible that $B$ can cheat and factor $n$ with probability much higher than $1 / 2$ even if the intractability assumption of factoring holds. Although we cannot prove that $B$ can really cheat, no one has yet been able to prove that $B$ cannot. Before proceeding any further, let us describe Rabin's proposed protocol. We assume that $A$ and $B$ both know $n$ and that $A$ knows its factorization.

Step 1: $B$ chooses a random $x, 1 \leq \mathrm{x} \leq n$, relatively prime with $n$. Then $B$ computes $y \equiv x^{2} \bmod n$ and sends $y$ to $A$.
Step 2: A computes a random square root $(\bmod n) z$ of $y$ and sends $z$ to $B$. (If no square root exists, $A$ does nothing).
Step 3: $B$ checks that $z^{2} \equiv y \bmod n$. (If not, $B$ halts detecting cheating). Let us assume that $z^{2} \equiv y \bmod n$. It is well known that $y$ has four square roots $\bmod n$ that can be written as $\{x,-x, w,-w\}$, where $B$ knows $x$. With probability $50 \% z$ will be $x$ or $-x$ and $B$ receives no knowledge. With probability $50 \%$, however, $z$ will be $w$ or $-w$, in which case $\operatorname{gcd}(n, x+z)$ will be a factor of $n$, allowing $B$ to compute the factorization of $n$.

Party $A$ cannot cheat by sending back some cleverly chosen square root $z$ of of $n$ : no matter what $A$ docs, $z \in\{x,-x\}$ with probability $50 \%$ and $z \in\{w,-w\}$ with probability again $50 \%$ and $A$ cannot know which is the case.

Is it clear, however, that $B$ cannot cheat? We wish it to be the case that at the end of the protocol $B$ cannot factor with probability (much) bigger than $1 / 2$, even if $B$ cheats, and we wish to prove this assuming only that factoring is hard. What happens if $B$ docs not square any $x$ at all, but instead picks a particular cleverly chosen square $\bmod n y$ to send? Perhaps knowing any square root $\bmod n$ of $y$ will allow $B$ to factor $n$. That is, perhaps there is a polynomial time algorithm that given $n$ produces a "special" square mod $n y$, and another polynomial time algorithm that given $y, n$ and any square root of $y$ $\bmod n$ factors $n$. The point is not that we have such algorithms, but that no one has proved that the existence of such algorithms contradicts the assumption that factoring is hard. Hence, the proof that Rabin's protocol is correct relies not only on the assumption that factoring is hard, but on an additional complicated and unnatural assumption, essentially that the above algorithms do not exist.

We have been able to prove that a modified version of Rabin's OT is correct. I.e. the probability (taken over the possible choices of $n$ and all possible random choices of $B$ ) that $B$ can factor $n$ in $k$ steps
at the end of the protocol, equals $1 / 2+$ the probability that $B$ can factor $n$ in $k$ steps before the protocol starts. The heart of the modified protocol is that in addition to $y, B$ gives $A$ a minimum knowledge interactive proof that he possesses a square root of $y$ following the ideas in section 4.2. In particular, such interactive proof will not reveal any information about which square root $B$ knows. Now that we have made sure that $B$ knows one square root of $y$, when $A$ will give him one of them at random, it is easy to prove that $B$ 's probability of factoring $n$ at the end of the protocol equals $1 / 2+$ the probability that he had of factoring $n$ before the start of the protocol.

## 7. Open Problems

Many open problems arise. We only list a few of them.

1. Is $N P$ strictly contained in $I P$ ?
2. Is $\mathrm{KC}(0)$ contained in NP ?
3. Is $K C(0)$ contained in $J P[1]$ ?
4. Is $I P[k]$ strictly contained in $I P[k+1]$ ?
5. Are there NP Complete languages in $K C(\Omega(n))$ ?
6. For what time-bound $T(n)$, if any, $I P_{i v j i n i t e} \subseteq I P_{T(n)}$ ?
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