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ccurate specification and validation of information
requirements is critical to the development of organiza-
tional information systems. Semantic data models were
developed to provide a precise and unambiguous repre-
sentation of organizational information requirements
[9, 17]. They serve as a communication vehicle between
analysts and users. After analyzing 11 semantic data
models, Biller and Neuhold [3] conclude that there are
essentially only two types of data modeling formalisms:
entity-attribute-relationship (EAR) models and odject-relation-
ship (OR) models. Proponents of each claim their
model vields “better” representations [7] than the other.
There is, however, little empirical evidence to substant-
ate these claims,

This article presents an empirical study thar compares
two popular semantic data models: the extended entity-
relationship (EER) model (an EAR model} [23], and the
Nijssen information analysis methodology (NIAM)} model (an
OR model} [16, 24]. The EER model is a more powerfui
version of the original entity-relationship (ER) model
[5]. It is among the most widely used data modeling
formalisms [22]. The NIAM model [16] is based on the

early binarv modeling work by Abrial
[1] and Senko [19]. It is widely
used in Australia and Europe and
is considered, along with the ER
approach, to be among the major

approaches used internationally
[7, 10, 25]. The study analyzes the
effects of these modeling formal-
isms on analyst tasks (building data
models) and user tasks (validating
data models).

Information Requirement
Determination Process
Determining correct, consistent,
and complete information require-
ments is a difficult and challenging
task [6]. Figure 1 (adapted from [12])
shows a four-phase process model
for requirements determination:

1. Perception—Users perceive the
enterprise reality. The same enter-

prise reality may be perceived dif-
ferently by different users (incon-
sistency). Any one user may per-
ceive only a part of the reality
(incompleteness).

2. Discovery—Analysts interact with
users to elicit their perceptions.

3. Modeling—DBased on the infor-
ma- tion identified in the discovery
phase, analysts build a formal, con-
ceptual model (representation) of
the enterprise reality. This model
serves as a communication vehicle
between analysts and users.

4. Validation—Before concluding
the model is correct, consistent, and
complete, it must be validated.
Validation has two aspects: compre-
hension and discrepancy checking.
Users must comprehend or under-
stand the meaning of the model.
Then they must identify discrepan-
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cies between the model and their
knowledge of reality.

This research studies the effects of
different data modeling formalisms
on the modeling and validation
phases. Two experiments were per-
formed, one for each phase. In the
modeling experiment, groups of
experienced analysts were trained
in one of two data modeling for-
malisms: EER or NIAM. They then
petformed a data ‘modeling task.
In the validation experiment, groups
of domain knowledgeable users
were trained in one of the same
two data modeling formalisms.
They performed a validation
task, Performances of the groups
using each of the data modeling
formalisms were evaluated to assess
the effects of the formalism on the
task performance,
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data modeling formalisms

Prior Research
Several prior studies have examined
the effects of different data modeling
tformalisms. These varied in four
dimensions: subjects, data models
compared, experimental task, and
dependent measures. Table 1 sum-
marizes six such studies. All of the
studies used students as subjects and
all compared semantic data modeling
formalisms such as the ER model [5]
and the Logical Data Structure (LDS)
model [4] with storage representa-
tions such as the Relatonal Data
Model (RDM) and data access dia-
grams (DAD). Experimental tasks in-
cluded model comprehension, model
development, recall, and problem
solving. The common dependent
measure was "(lugllily of the result.”
Juhn and Naumann [12] studied
end-user  model  comprehension.
They found that semantic models
(LDS and ER) were more effective
than data storage models (RDM and
DAD) in tasks related to understand-
ing relationships.  Ridjanovic [18]
studied end-user model building. He
concluded that the formalism itself 1s
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Figure 1. A process model of information requirement determination

insutlicient to drive the data model-
ing process. Jarvenpaa and Machesky
[11] studied how formalisms support
naive analysts” learning of data analy-
sis skills. Analysts using a semantic
formalism (L.DS) performed better
than those using a storage formalism
(RDM), particularly in representing

Table 1. Summary of recent empirical data modeling studies

relationships.

Shoval and Even-Chaime [21]
studied database schema design.
They found that normalization, used
in RDM, resulted in higher-quality
data design, took less time, and was
preferred by analysts over the infor-
mation analysis technique used 1n

Dependent
Study Subject Exp. Task Measure
Juhn and MIS MBA ER Comprehension Quality of
Naumann students DAD Modeling data model
(1985) (end users) Relational
T
MIS MBA
Ridjanovic students LDS Modeling Quality of
(1986) (end users) Relational data model
Jarvenpaa and Students in
Machesky mtroductory IS LDS Modeling Quality of
(1986) course Relational data model

(analysts)

Shoval and

IS graduate

Normalization

Database schema

Quality of

(end users)

Even-Chaime students (Relational) design design
(1987) (analysts) NIAM Time
(Binary) Preference
Students Comprehension
Leitheiser introductory IS LDS Recall Time
(1988) course Relational Problem solving Task
(end users) Query writing pertormance
Students in
Batra et al. introductory IS ER Modeling Quality of
(1990) course Relational data model
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Figure 2. Employee database
model in EER formalism

NIAM. Leitheiser [14] studied end-
user model comprehension (among
other things). He found that a seman-
tic model (LLDS) was easier to learn
and resulted in higher understand-
mg and recall of a database schema
than a tabular representation.

Finally,  Batra, Hoffer, and
Bostrom [2] studied end-user model
building. They found that a semantic
model (EER) led to better perfor-
mance in modeling binary relation-
ships and a certain type of ternary
relationship (one-many-many) than
did a storage model (RDM). No sig-
nificant evidence was found to claim
that either model led to better overall
performance.

This study builds upon the previ-
ous studies in terms of variables,
evaluation schemes, training, and

experimental procedures, but 1t dis-
tinguishes itself from the prior re-
search in the following ways:

1. Subjects include both analysts
and users (differentiated subjects).
2. Both model comprehension and
model building tasks were per-
formed (differentiated tasks).

3. Two major semantic data models
(EAR and OR) are compared
(rather than comparing semantic
with storage models).

4. Realistic business problems are
taken from a real business domain
(operations management), including
reports and supporting documenta-
tion, as would normally be available
in a business situation.

EER and NIAM Formalisms

Figures 2 and 3 represent an em-
ployee database in the EER and
NIAM formalisms, respectively. Com-
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paring these figures illustrates the
similarities and differences between
these formalisms. They are similar in
that they represent the basic facts in
the application. For example, they
both represent the facts that there are
three nonoverlapping types of em-
ployees: managers, engineers, and
secretaries; that each employee is
identified by employee number and
described by employee name; that
each employee “belongs to” exactly
one department (and that a depart-
ment “has” zero or more employees);
and that each department is “man-
aged by” one employee.

However, these facts are repre-
sented using different symbols and
difterent logical constructs. The EER
tormalism differentiates entities (rep-
resented by rectangles) from attri-
butes (represented by ovals). It uses
diamonds to represent binary rela-
tionships and triangles to represent



data modeling formalisms
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Figure 3. Employee database
model in NIAM formalism

ternary relationships. Shading is used
to represent the “many” angle(s) of a
relationship—e.g., one department
(unshaded) “has” many employees
(shaded); one skill (unshaded) is
“used in” many projects (shaded) by
many employees (shaded). A dot rep-
resents an identifier and a "D repre-
sents dependency (employee is iden-
tified by employee number, and each
employee must “have” a depart-
ment).

The NIAM
“non-lexical objects,” or NOLOTSs

model differentiates

(represented by solid arcles) from

“lexical objects,” or LOTs (repre-
sented by dashed circles). NOLOTs

are equivalent to entities; however,
LOTs represent domains of values
rather than attributes of specific ob-

jects. Relationships (represented by

boxes) form pairs of sentences de-
scribing facts in the application—e.g..
employee “belongs to” department
and department “has” employee.
They represent both  relationships
and attributes in the EER model.
Arrows above the appropriate verb
in the relationship box represent the
“many” side of a relationship. Thus,
employee “belongs to” one depart-
ment but department “has” many
employees. Ternary relationships are
represented by adding non-lexical
objects and appropriate constraints—
e.g., project assignment. A circled
“
straint (identification), and, as in the

represents a U]'Ii(lll(:ll(fSS con-
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EER model, "D represents a depen-
dency—e.g., project assignment is
identified by the combination of proj-
ect and employee and project assign-
ment is dependent upon project and
employee (each project assignment
must be “for” an employee and must
“have” a project).

To understand the effects of
these formalisms on analysts building
data models and users validating
them, we performed two controlled
experiments. The methodology, hy-
potheses, and experiments are de-
scribed here.

Research Methodology

Research Model

The research model for the study is
shown in Figure 4. The model depicts
the relationships among the vari-



ables, tasks, and subjects of the study.
The central research question is:
What are the eflects of different
data modeling tormalisms on: 1) the
user’s ability to perform validation
tasks, and 2) the analyst’s ability to
perform modeling tasks:
Independent Varable: Both experi-

ments have one independent vari-
able: type of data model (EER or
NIAM). In the user experiment, each
subject was randomly assigned to one
of the two treatment groups and
trained in the appropriate data mod-
eling formalism. In the analyst exper-
iment, matching and group level ran-
domization techniques were used to
assign the analysts to the treatment
groups. Again, appropridte training
was provided.

Dependent Variables: There are two
dependent task
mance (validation performance fo

variables: perfor-
users and modeling performance for
analysts) and perceived usefulness of
the formalism. The
evaluating user and analyst task per-
tormance has two major components:
syntactic and semantic [ 18]. Syntactic
performance reflects the subject’s

framework fto

competence in  understanding  the
constructs of the modeling formal-
ism. Semantic performance reflects

Figured. The search model

the subject’s capability to apply that
understanding.

User validation performance con-
sists of two measures: comprehension
(measuring syntactic performance),
and discrepancy checking (measur-
ing semantic performance). Compre-
hension performance is measured by
the number of correct answers to
questions dealing with basic model-
ing constructs. The grading scheme is
based on that developed in [12]. Dis-
crepancy-checking  pertormance  is

measured by the number and type of

model errors identified. The evalua-

ton scheme differentiated types of

errors such as entity errors, relation-
ship errors, and attribute errors.
Analyst  modeling  performance
measures the quality of a conceptual
model developed. Itis determined by
the number of correct syntactic and
semantic constructs in the subjects’
conceptual models. The data model
evaluation instrument is based on
those developed by Ridjanovic [18]
and by Batra, Hofter, and Bostrom
[2]. In addition to the objective per-
formance measures, data for an -
portant per-
ceived usefulness, was collected from

behavioral  variable,
the subjects through a debriefing

questionnaire.  This  variable mea-
sures the ease of use and value of the
modeling formalism as perceived by

the subjects.

Controlled  Variables:  To  guard
against confounding effects, three
variables were controlled during the
experiment: training, time, and task
complexity.

Cases

Two operations  management  cases
were used for the experimental tasks.
The first case (YBCL) was used for
the user comprehension task. The
case describes the production envi-
ronment of a “make-to-order” manu-
facturing company. It contains 12
entities, 12 relationships (11 binary
and one ternary), and 3% attributes
(Appendix A).

The second case (Air King) was
used for the user discrepancy-check-
ing task and for the analyst modeling
task. The case describes the produc-
tion planning and materials purchas-
ing activities ot a “make-for-inven-
tory” manufacturing company (Ap-
pendix B). It has two pages of textual
descriptions and four supporting fig-
ures (containing standard forms and
reports). It is larger and more com-
plex than cases typically used i prior
research. For the discrepancy check-
ing task, a distorted data model of the
case was developed.

uUser Experiment
Subjects: Twenty-eight graduate busi-
ness  students  participated  in - the

Controlled Variables

INDEPENDENT
VARIABLE

Type of Data Model
EER
NAIM

*Time

User

* Task Complexity
* Training

Experiment

Validation Task

DEPENDENT
VARIABLES

Analyst A
Experiment

Modeling Task

* Task Performance
¢ Perceived
Usefulness

Moderating Variables

« Individual Difference
« Organizational
Climate
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study as users. All had basic training
in operations management (the do-
main of the experimental task), but
none had data modeling experience.
They were randomly assigned to one
of the two treatment groups.
kinds of incentives were used.

Two

The

first was the educational value of

learning a powerful modeling tool.
Second, rewards of $100, $70, and
$50 were given to the top three per-
formers.

Hypotheses: Given equivalent train-
ing, we do not expect any significant
differences between the NIAM group
and the EER group in syntactic com-

petence or in perceived usefulness of

the formalism. Since NIAM and EER
have about the same number of basic
constructs and both have straightfor-
ward composition rules, there is no
reason to expect that either formal-
ism would be easier to learn or
apply than the other [15].

However, we expect the NIAM
group to perform better than the
EER group in discrepancy checking.
NIAM models are characterized by a
strong semantic equivalence between
facts about the application, expressed
in natural language, and sentences
represented in NIAM [10]. NIAM’s
binary relationships with explicit, di-
rectional verbs describe single facts in
the application [1,8]. In an EER
model, on the other hand, multiple
facts are grouped into a structured
concept (an entity with attributes)
[13]. Hence, the following hypotheses
are posited:

to

Hyroruesis 1z There will be no differ-
ence between the NIAM
user group and the
EER user group in
their model compreher-
ston performance.

Hyroinesis 2: The NIAM user group

will perform better than
the EER user group in

the discrepancy-checking
task.

Hyroruests 3: There will be no differ-
ence between the NIAM
user group and the
EER user group in
their perceived useful-
ness of the data model-
ing formalism.
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Traimmg: Subjects were trained in
one of the two data modeling tormal-
isms (EER or NIAM). Training con-
sisted of a one-hour lecture and three
hands-on problem solving sessions.
To ensure the provision of equivalent
training  for the treatment
groups, the same set of examples,
application data models, questions,
and instructional materials were used
for both.

Experimental

two

Tasks: Users  per-

formed a validation task consisting of

two subtasks, model comprehension
syntactic  competence)
and discrepancy checking (measur-
ing semantic competence). In the
model-comprehension task they an-
swered a list of questions about the
YBCL case based on a conceptual
model prepared in their respective
modeling formalisms.

In the discrepancy-checking task,
cach subject was given a correct tex-
tual description of the information
requirements for the Air King case
and a semantically incorrect concep-
tual model of the same case. After
reading the written case, subjects
identified all inconsistencies in the
conceptual model. User performance
was measured by the number of dis-
crepancies found, weighted by the
type of discrepancy.

Adnunistration:  The experi-
ments were performed seven
groups over a three-week period.
The size of the groups ranged from
two to five. Each experiment took
about 220 minutes including training
time. Subjects were informed of time

(measuring

user
mn

constraints prior to the beginning of

each activity, They were free to refer
to all their training materials during
the two experimental tasks.

Analyst Experiment

Subjects: Twenty-six practicing infor-
mation science (1S) analysts from six
organizations participated in  the
study. Most worked as either data-
base analysts or systems analysts/
designers. Due to the logistical diffi-
culty inherent in dealing with practi-
tioners, all  analysts from
organization were assigned to the
same treatment group. Despite the
group level random assignment, no
significant  differences were found
between the NIAM and EER treat-

one
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ment groups in their IS experience
or familiarity with different modeling
formalisms.

Hypotheses: In the modeling task,
analysts create a conceptual model of
user  information  requirements.
McGee [15] asserts that the informa-
tion modeling process is simplified it
the data modeling formalism sup-
ports the direct modeling of real-
world situations, that is, if the model
provides structure types that are the
direct counterparts of real-world in-
formation processing concepts.

EER models are more direct than
NIAM models, since the structure
types in the EER model match the
entities as they are described in real-
world information systems (i.e., their
“record” orientation). Senko [19]
observes that the “entity, attribute,
relationship™ classification gives ana-
lysts psychological comfort, since u
can be mapped directly to records,
something with which they
familiar.

Furthermore the syntactic/seman-
tic model [20] predicts that it is easier
to learn a new syntactic representa-
tion if a semantic structure already
exists. For instance,
easy to learn another computer pro-
gramming language if it has the same
semantic constructs as a known pro-
gramming  language.  However,
learning a programming language
with radically different semantic con-
structs may be as hard as or harder
than learning the first one, since it
will interfere with both the semantic
constructs and the syntax of the first
language.

We expect, as in Senko [19], that
analysts will have greater familiarity
with record-oriented semantic con-
structs than with NIAM constructs
such as lexical/non-lexical objects and
two-way role concepts. Hence, ana-
lysts in the NIAM group are expected
to sutfer more from interference ef-
fects. These observations lead us to
the following hypotheses:

are

it is relatvely

Hyrornesis 40 EER analysts will pro-
duce a data model of
higher semantic quality
than NIAM analysts.

Hyrornesis 5: EER analysts will pro-
duce a data model of



higher syntactic quality
than NIAM analysts.

Hyrotiiesis 6: EER analysts will per-
ceive their modeling
Sformalism to be more
useful than NIAM
analysts.

Trarng: As with the user subjects,
analysts were given training in an
appropriate  modeling  formalism.
The training consisted of a one-how
lecture and three hands-on problem-
solving sessions.

Experimental Task: The two analyst
groups performed a modeling task
Each analyst was given a written case
description of an operations manage-
ment problem (the Air King case) and
asked to develop a data model in the
appropriate  modeling  formalism.
This type of task has been the pre-
dommant task in most of empirical
data modeling research.

Evaluation of syntactic and seman-
tic performance of analysts for the
modeling task was based on the num-
ber of major and minor errors found
in the data models produced as com-
pared to the “correct” data model
produced by an expert (the devel-
oper of the case scenario). The cate-
gories of syntactic and semantic mod-
eling errors are listed in Appendices
C and D, respectively. As in [18], a
required construct is considered to be
present if there is any semantically
equivalent construct in the analyst’s
data model. For example, a concept
represented by an entity in the ex-
pert’s model could be represented as
an attribute or a relationship in the
analyst’s model.

After identitying
semantic errors, the syntactic and
semantic  performances for
modeling construct (entity/ NOLOT,
relationship/role-pair, attribute/L.OT)
were computed as the percentage ot
syntactically correct instances of the
construct created. A major syntactic
error (e.g., failure to name an entity/
NOLQOT) is assigned 0.5 penalty, and
a minor syntactic error (e.g., dupli-
cate entity/ NOLOT name) is assigned
0.25 penalty. Semantic performance
is calculated similarly except that a
mMajor semantic error (e.g., missing an
entity/ NOLOT) carries 1.0 penalty
and a minor semantic error (e

syntactic  and

each

extra entity/ NOLOT) carries 0.3 pen-
alty. Thus:

syntactic performance (%) =
N—-05-1T, —0.25
N

Iy
= 100

where N is the number ol instances ol
the construct produced; T, is the
number of major syntactic errors; Ty
is the number of minor syntactic er-
rors;

semantic performance (%) =
N[X]— M, — 0.3 M,
N[X]

- 100

where N[X] 18 the number of in-
stances of the construct in the expert
version; M, is the number of majo
semantic errors; and Mo 1s the num-
ber of minor semantic errors.

The overall semantic and syntactic
performances for each analyst were
calculated by averaging the analyst’s
performances  for the individual
modeling constructs.

Adminastration: The analyst experi-
ments were held at each participating
organization site over a one-month
period. The size of the groups ranged
from two to eight. Each experiment
took about 235 minutes including
training time. The same experimen-
tal procedures were followed as in the
user experiments.

Resuits and Discussion

Subject Characteristics

Our hypotheses were based on the
premise that users and analysts difter
in characteristics such as familiarity
with specific conceptual modeling
formalisms and degree of record ori-
entation. As shown in Table 2, the
presumed differences between users
and analysts were, in fact, exhibited

by both subject groups. The analysts
showed a significantly higher degree
of record orientation and were more
familiar with entity-relationship con-
cepts than the users. There was no
significant
analysts and the users in their famili-
arity with NIAM.

difference between the

Discussion of the User Experiment
Table 3 summarizes our findings o
the user experiment. Hypotheses |
and 3a were supported. Comprehen-
sion performance (Hypothesis 1) is
determined by the competency of
each user 1o understand different
modeling constructs and their syntac
tic rules. Perceived ditticulty (Hy-
pothesis 3a) 1s determined by compe-
tence. These results are consistent
with the expectation that hoth user
groups would achieve about the same
level of syntactic competence after
being equivalently trained.
Hypothesis 2 was not supported.
Contrary to the claims of superiol
semantic  features  of the NIAM
model, there were no significant per-
formance differences in the discrep-
ancy-checking task. It is possible that
NIAM is not superior to EER in this
regard. However, there are several
other possible explanations.
tume for the experimental task may
have been overly constrained (on av-
erage 59.4 out of the allowed 60 min-
utes were used). Under severe time
pressure, subjects may have focused
on more abstract representations (en-
tties/ NOLO'TS) rather than on de-
tailed (relationships),
NIAM’s advantages lie. The more
detailed, two-way role descriptions
of the NIAM model and
tional cardinality and dependency

First,

facts where

its addi-

constraints have been
whelming.

Second,

may over-

user  subjects indicated

Table 2. Analysis of user-analyst characteristics

Analyst

Logical record orientation

Physical record orientation
ER familiarity
NIAM familiarity

0.0002%*
0.015%*
0.003**
0.736

**With alpha = 0.05
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Table 3. Summary of user hypothesis testing

Significant Hypothesis
User Hypotheses Difference? Supported? P-value
H1: Comprehension No Yes 0.372
performance
H2: Discrepancy checking No No 0.919
performance
H3a: Perceived difficulty No Yes 0.660
of formalism
H3b: Perceived value Yes* No 0.054

of formalism

*With alpha = 0.1

they were more familiar with the EER
concepts than with the NIAM con-
cepts and indicated a higher-than-
expected degree of record orienta-
tion. These may have offset the se-
mantic power of the NIAM model.
Despite the lack of theory to sup-
port expectations of a significant dif-
ference, Hypothesis 3b was not sup-
ported—the EER users valued their
modeling  formalism  significantly
more than the NIAM users. The EFER
users also perceived the case to be sig-
nificantly more realistic than did the
NIAM users. Given the tabular for-
mats of the supplementary docu-
ments (forms and reports rather than
sentences), it is possible that the EER
constructs matched the case contents
more directly than the NIAM con-
structs, resulting in the higher per-
ceived value. This may also explain
why Hypothesis 2 was not supported.

Discussion of the Analyst
Experiment

Table 4 summarizes the findings of
the analyst experiment. All six se-
mantic performance hypotheses (H4,
H4a, H4b, H4c, H4d1, H4d2) were
supported. None of the four syntactic
performance hypotheses (H5, Hba,
Hb5b, Hb¢) were supported. That is,
the data models developed by the two
groups of analysts were significantly
different in terms of their semantic
quality but were not significantly dif-
ferent in terms of their syntactic
quality.

The EER group represented the
underlying business semantics signifi-
cantly better than the NIAM group.

The EER analysts’ superior semantic
performance supports the theoretical
arguments made earlier. There,
based on the assumption that analysts
think in a highly record-oriented way
and have a greater familiarity with
EAR constructs, the NIAM analysts
were expected to sufter more from
the interference between their EAR-
based knowledge and the different
set of semantic constructs used in the
NIAM modeling formalism.

As discussed, the syntactic/semantic
model [20] predicts that it is easier to
learn a new syntactic representation
for an existing semantic structure.
Why, then, was there no significant
support for the hypotheses on syntac-
tic performance? Despite the exten-
sive database experience (20 of 26
analysts), relatively few (12 of 26)
analysts had used data modeling in
practice. That 1s, while most of the
analysts record-oriented
familiar with EAR semantic
structs, fewer than half of them had
specific syntactic knowledge of any
EAR data modeling formalism.

were and

con-

When an analyst experienced in
EAR modeling tries to learn and use
an entirely different (in syntax and
semantic structures) formalism like
NIAM, he or she will sufter from both
syntactic and semantic interference
[20]. This level of syntactic interfer-
ence, however, should not occur in
analysts without data modeling expe-
rience, since they lack specific syntac-
tic knowledge. Consequently, the
syntactic performance of the EER
analysts was not significantly higher
than that of the NIAM analysts.
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Both hypotheses related to analyst
perceptions  (H6a, H6b) were
strongly supported. The EER ana-
lysts perceived their modeling for-
malism to be less difficult to use and
more valuable than that of the NIAM
analysts. These results are consistent
with the semantic performance re-
sults, suggesting that the NIAM ana-
lysts had to work harder to use less
famihiar modeling constructs. The
fact that the NIAM analysts expressed
a significantly lower confidence in
their task outcome than the EER ana-
lysts also supports this assertion. The
results of the debriefing question-
naire strongly support the external
validity of the experiment. The real-
ness (“true-to-life” quality) of the case
used in the modeling task (Air King)
was very highly rated by the analysts
(5.61 on a 1-to-7 scale).

Conclusions
Previous empirical studies involving
data modeling formalisms were sub-

ject to too much “context simplifica-

tion.” Despite the fact that the type of
problem solver and the type of task
have significant eftects on human
problem-solving performance, both
context variables were frozen in pre-
vious studies. This research was a first
step toward a more context-sensitive
empirical research paradigm in the
data modeling area, with strong em-
phasis on external validity. The study
examined the effects of different data
modeling formalisms on analyst per-
formance in developing a data model
and on user performance in validat-
ing a data model. It made a clear dis-



Table 4. Summary of analyst hypothesis testing

Analyst Hypotheses

Significant
Difference?

Hypothesis

Supported? P-value

H4: Overall semantic performance Yes** Yes 0.003

H4a: Semantic performance Yeoty Yes 0.000
(Entity/NOLOT)

H4b: Semantic performance Yes** Yes 0.008
(Attribute/Lot)

H4c:  Semantic performance Yes** Yes 0.021
(Relationship/Role-pair)

H4d1: Semantic performance Yes* Yes 0.064
(Dependency constraint)

H4d2: Semantic performance Yes* Yes 0.081
(Identifier constraint)

H5: Overall syntactic performance No No 0.178

Hba: Syntactic performance No No 0.145
(Entity/ NOLOT)

Hbb:  Syntactic performance No No 0.218
(Attribute/LOT)

Hbc:  Syntactic performance No No 0.320
(Relationship/Role-pair)

H6a: Perceived ditficulty Yes** Yes 0.012
of formalism

H6b: Perceived value Yes** Yes 0.046
of formalism

*With alpha = 0.1
**With alpha = 0.05

tinction between how users and ana-
lysts utilize  data modeling.
maintaining that large-scale data
models will continue to be developed
by analysts interacting with users.

Implications of the Research

In terms of the process model for in-
formation requirement determina-
tion (Figure 1), previous data model-
ing research focused mainly on the
modeling task. This research in-
volved both modeling and validation
tasks. Future research should exam-
ine the effects of alternative concep-
tual data modeling formalisms on
the discovery task. This will require
the observation of analyst-user
interactions.

The findings of this research are
practitioners.
Given a small amount of training,
users were able to read and validate

encouraging for IS

application data models of nontrivial
size and complexity, When more
users become data model-literate (ca-
pable of validating an application
data model produced by analysts),
the analysts’ job of producing a com-

plete and correct representation of

user information requirements will
be made much easier. This in turn
will lead to the development of more
effective information systems. For
these things to happen, however,
users as well as IS analysts should be
trained in an appropriate conceptual
data modeling formalism.

Finally, empirical data modeling
research to date has been done pri-
marily in an experimental setting.
Despite the various research findings,
not much is known about the concep-
tual data model usage in IS practice
to which those findings are supposed
to apply. Future work should include

COMMUNICATIONS OF THE ACM  [uuc 1995/ Vol 38, No b

and
evaluating the effects of data model-

field studies “actuive” research
ing formalisms on real system devel-

opment applications. 3
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Appendix A. User comprehension task
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Appendix B. User discrepancy/checking task

month

PRODUCTION
has
D

year
PRODUCTION
current EEAN
date
estimated
sales

quantity
generates estimated has
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D MONTHLY
D

PRODUCT
SERIES series name

target D : D composed of
capacity
PRODUCTION PRODUCT D

change SCHEDULE MODEL
date D model#
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supplier
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antit lead time
evaluated INVENTORY

produced

SUPPLIER

e 0

( phone# FF PHONE

j

CHECK
PERIOD

on-hand
quantity
item
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quantity

0

Appendix €. Syntactic Error Categories

Entity (NOLOT): 3. Incorrect symbol
Major 1. NOo name
2. No attributes/LOTs Relationship (Idea):
3. No identifier Major 1. No relationship/role names
Minor 1. Duplicate entity/NOLOT names 2. No cardinality symbol
2. Non-noun entity NOLOT names Minor 1. More than a binary relationship (in NIAM)
3. Incorrect symbol 2. Attributes LOTs/present (in NIAM, also

in EER unless M:N)

Attribute (LOT and Bridge): 3. Partial role names (in NIAM)
Major 1. Repeating group—plural name (in EER) 4. Incorrect symbol
2. Use of an existing entity/NOLOT name
Minor 1. Duplicate names within an entity/NOLOT Generalization:
or a relationship Major 1. Incorrect inheritance
2. Non-noun attribute/LOT names Minor 1. Wrong symbol

' 14 June 1995 /Vol 38, No. b COMMUMNICATIONS OF THE ACM



R
Appendix D. Semantic Error Categories

Entity (NOLOT):
Major 1. Missing entities/NOLOTs
Minor 1. Incorrect extra entities/NOLOTS
2. Representation as an attribute/LOT
(except for phone, week, and period)

Attribute (LOT, Bridge):

Major 1. Missing attributes/LOTs

Minor 1. Incorrect extra attributes/LOTs

2. Incorrect cardinality

3. Belonging to a wrong entity/NOLOT
or relationship/role

Relationship (Role):

Major 1. Missing relationships/role-pairs

Minor 1. Wrong/incomplete/missing name
2. Incorrect or missing cardinality

. Incorrect extra relationships/role-pairs

. Incorrect degree

. Redundant relationships/role-pairs

. Connection of improper entities/NOLOTS

[= B I =

Generalization:

Major 1. Missing

Minor 1. Incorrect inheritance
2. Redundant hierarchy

Identifier:
Major 1. Missing
Minor 1. Incorrect

Dependency:
Major 1. Missing or incorrect
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