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WSLD operators: A class of fourth order difference approximations for
space Riemann-Liouville derivative
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Because of the nonlocal properties of fractional operators, higher order schemes play more important role
in discretizing fractional derivatives than classical ones. The striking feature is that higher order schemes
of fractional derivatives can keep the same computation cost with first-order schemes but greatly improve
the accuracy. Nowadays, there are already two types of second order discretization schemes for space
fractional derivatives: the first type is given and discussed in [Sousa & Li, arXiv:1109.2345; Chen &
Deng, arXiv:1304.3788; Chen et al., Appl. Numer. Math., 70,22-41]; and the second type is a class of
schemes presented in [Tian et al., arXiv:1201.5949]. The core object of this paper is to derive a class
of fourth order approximations, called the weighted and shifted Lubich difference (WSLD) operators,
for space fractional derivatives. Then we use the derived schemes to solve the space fractional diffusion
equation with variable coefficients in one-dimensional andtwo-dimensional cases. And the unconditional
stability and the convergence with the global truncation error O(τ2 + h4) are theoretically proved and
numerically verified.

Keywords: Fractional diffusion equation; Weighted and shifted Lubich difference operators; Numerical
stability; Convergence

1. Introduction

In recent decades, fractional operators have been playing more and more important roles [Diethelm
(2010)], e.g., in mechanics (theory of viscoelasticity andviscoplasticity), (bio-)chemistry (modelling
of polymers and proteins), electrical engineering (transmission of ultrasound waves), medicine (mod-
elling of human tissue under mechanical loads), etc. Efficiently solving the fractional partial differential
equations (PDEs) naturally becomes an urgent topic. Because of the nonlocal properties of fractional
operators, obtaining the analytical solutions of the fractional PDEs is more challenge or sometimes even
impossible; or the obtained analytical solutions are less valuable (expressed by transcendental functions
or infinite series). Luckily, some important progress has been made for numerically solving the frac-
tional PDEs by finite difference methods, e.g., see [Meerschaert & Tadjeran (2004); Sousa & Li (2011);
Sun & Wu (2006); Tianet al. (2012); Yuste (2006); Zhuanget al. (2009)].

In solving space fractional PDEs, high order finite difference schemes display more striking ben-
efits because most of the time they can use the same computational cost with first order scheme but
greatly improve the accuracy. For example, comparing with first order difference scheme which may
have the matrix algebraic equation(I −A)un+1 = un + bn+1, the high order scheme has the matrix al-
gebraic equation(I − Ã)un+1 = (I + B̃)un + b̃n+1/2. The three matricesA, Ã andB̃ are all Toeplitz-like
and have completely same structure, and the computational count for matrix vector multiplication is
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O(NlogN), then the computational costs for solving the two matrix algebraic equations are almost the
same [Chenet al. (2012)].

Nowadays, we notice that there exist two types of second order discretization schemes for space frac-
tional derivatives. The idea of the first type is to combine the centered difference scheme of second clas-
sical derivative with piecewise linear polynomial approximation of the fractional integral. Sousa & Li
(2011) firstly use the idea to obtain the second order approximation in infinite domain. The paper
[Chen & Deng (2011)] detailedly analyzes the effectivenessof the approximation in finite domain. And
this discretization is also effectively used to solve the time-space Capuo-Riesz fractional diffusion equa-
tion [Chenet al. (2013)]. The second type of second order approximation is infact a class of second
order discretization, which are obtained by assembling theGrünwald difference operators with differ-
ent weights and shifts. This class of approximations are detailedly discussed and successfully applied
to solve space fractional diffusion equations in [Tianet al. (2012)], and called WSGD operators there.
Both of the two types of the operators have completely same structure, and the real parts of the eigen-
values of the matrixes are less than 0, see [Deng & Chen (2013); Tian et al. (2012)]. So they can be
efficiently used to solve space fractional PDEs.

Based on Lubich’s operator [Lubich (1986)], this paper derives a class of fourth order approxi-
mations for space fractional derivatives, termed the weighted and shifted Lubich difference operators
(WSLD operators). Using the fractional linear multistep methods, Lubich (1986) obtains theL-th or-
der (L 6 6) approximations of theα-th derivative (α > 0) or integral (α < 0) by the corresponding
coefficients of the generating functionsδ α(ζ ), where

δ α (ζ ) =

(
L

∑
i=1

1
i
(1− ζ )i

)α

. (1.1)

For α = 1, the scheme reduces to the classical(L + 1)-point backward difference formula [Henrici
(1962)]. ForL= 1, the scheme (1.1) corresponds to the standard Grünwald discretization ofα-th deriva-
tive with first order accuracy; unfortunately, for the time dependent equations the difference scheme is
unstable. But Meerschaert & Tadjeran (2004) successfully circumvent this difficulties by the so-called
shifted Grüwald formulae. TakingL = 2, Cuestaet al. (2006) discuss the convolution quadrature time
discretization of fractional diffusion-wave equations; when applying the discretization scheme to space
fractional operator withα ∈ (1,2) for time dependent problem, the obtained scheme is also unstable,
since the eigenvalues of the matrix corresponding to the discretized operator are greater than one. If
using the shifted Lubich’s formula, it reduces to the first order accuracy (detailed description is given in
Section 2). This paper weights and shifts Lubich’s operatorto obtain a class of fourth order discretiza-
tion schemes, which are effective for time dependent problem. Then we use the fourth order schemes to
solve the following two-dimensional fractional diffusionequation with variable coefficients,





∂u(x,y, t)
∂ t

= d+(x,y) xL Dα
x u(x,y, t)+ d−(x,y) xDα

xR
u(x,y, t)

+ e+(x,y) yL Dβ
y u(x,y, t)+ e−(x,y) yDβ

yR
u(x,y, t)+ f (x,y, t),

u(x,y,0) = u0(x,y), for (x,y) ∈ Ω ,

u(x,y, t) = 0, for (x,y, t) ∈ ∂Ω × (0,T ],

(1.2)

in the domainΩ = (xL,xR)× (yL,yR), 0 < t 6 T , where the orders of the fractional derivatives are
1 < α,β < 2 and f (x,y, t) is a source term, and all the variable coefficients are nonnegative. The left
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and right Riemann-Liouville fractional derivatives of thefunctionu(x) on [xL,xR], −∞ 6 xL < xR 6 ∞
are, respectively, defined by [Podlubny (1999); Samkoet al. (1993)]

xL Dα
x u(x) =

1
Γ (2−α)

∂ 2

∂x2

∫ x

xL

(x− ξ )1−α u(ξ )dξ , (1.3)

and

xDα
xR

u(x) =
1

Γ (2−α)

∂ 2

∂x2

∫ xR

x
(ξ − x)1−α u(ξ )dξ . (1.4)

The outline of this paper is as follows. In Section 2, we derive a class of fourth order approxi-
mations for space fractional Riemann-Liouville derivatives, being effective in solving space fractional
PDEs. In Section 3, the full discretization schemes of one-dimensional case of (1.2) and (1.2) itself are
presented. Section 4 does the detailed theoretical analyses for the stability and convergence of the given
schemes. To show the effectiveness of the algorithm, we perform the numerical experiments to verify
the theoretical results in Section 5. Finally, we conclude the paper with some remarks in the last section.

2. Derivation of a class of fourth order discretizations for space fractional operators

In the following, we derive a class of fourth order approximations for Riemann-Liouville fractional
derivatives, and prove that they are effective in solving space fractional PDE, i.e., all the eigenvalues of
the matrixes corresponding to the discretized operators have negative real parts.

2.1 Derivation of the discretization scheme

TakingL = 2, for all |ζ |6 1, Eq. (1.1) can be recast as

(
3
2
−2ζ +

1
2

ζ 2
)α

=

(
3
2

)α
(1− ζ )α(1−

1
3

ζ )α

=

(
3
2

)α ∞

∑
n=0

(−1)n
(

α
n

)
ζ n ·

∞

∑
m=0

(
−

1
3

)m(α
m

)
ζ m

=

(
3
2

)α ∞

∑
n=0

[
∞

∑
m=0

(−1)n
(

α
n

)
·

(
−

1
3

)m(α
m

)]
ζ m+n

=
∞

∑
k=0

qα
k ζ k,

(2.1)

with k = m+ n, and

qα
k = (−1)k

(
3
2

)α k

∑
m=0

3−m
(

α
k−m

)(
α
m

)
=

(
3
2

)α k

∑
m=0

3−mgα
mgα

k−m, (2.2)

wheregα
k = (−1)k

(
α
k

)
are the coefficients of the power series of the generating function(1−ζ )α , and

they can be calculated by the following recursively formula

gα
0 = 1, gα

k =

(
1−

α +1
k

)
gα

k−1, k > 1. (2.3)
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If α < 0,{qα
k }

∞
k=0 correspond to the coefficients of the 2nd order convolution quadrature for the approx-

imation of fractional integral operator [see, Cuestaet al. (2006)].

LEMMA 2.1 The coefficients in (2.2) withα ∈ (1,2) satisfy the following properties

qα
0 =

(
3
2

)α
> 0; qα

1 =−

(
3
2

)α 4α
3

< 0;

qα
2 =

(
3
2

)α α(8α −5)
9

> 0; qα
3 =

(
3
2

)α 4α(α −1)(7−8α)

81
< 0;

qα
4 =

(
3
2

)α α(α −1)(64α2−176α +123)
486

> 0;

qα
5 =

(
3
2

)α 2α(α −1)(2−α)(64α2−208α +183)
3645

> 0;
∞

∑
k=0

qα
k = 0.

Proof. Takingζ = 1, it is easy to check that

∞

∑
k=0

qα
k =

∞

∑
k=0

qα
k ζ k =

(
3
2
−2ζ +

1
2

ζ 2
)α

= 0.

�

We first introduce two lemmas, which will be used to prove thatthe several classes of derived
discretization schemes are 2nd, 3rd, and 4th order convergent, respectively.

LEMMA 2.2 (Ervin & Roop (2006)) Letα > 0, u ∈C∞
0 (Ω), Ω ⊂ R, then

F (−∞Dα
x u(x)) = (−iω)α û(ω) and F (xDα

∞u(x)) = (iω)α û(ω),

whereF denotes the Fourier transform operator andû(ω) = F (u), i.e.,

û(ω) =

∫

R

eiωxu(x)dx.

LEMMA 2.3 Letu, −∞Dα+1
x u(x) (or −∞Dα+2

x u(x)) with α ∈ (1,2) and their Fourier transforms belong
to L1(R) whenp 6= 0 (or p = 0); and denote that

LAα
p u(x) =

1
hα

∞

∑
k=0

qα
k u(x− (k− p)h), (2.4)

whereqα
k is defined by (2.2) andp an integer. Then

−∞Dα
x u(x) = LAα

p u(x)+O(h), p 6= 0,

and

−∞Dα
x u(x) = LAα

p u(x)+O(h2), p = 0.
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Proof. From (2.2) andk = m+ n, we obtain

F (LAα
p u)(ω) = h−α

∞

∑
k=0

qα
k F (u(x− (k− p)h))(ω)

= h−αe−iω ph
∞

∑
k=0

qα
k

(
eiωh

)k
û(ω)

= h−αe−iω ph
(

3
2

)α ∞

∑
n=0

(−1)n
(

α
n

)
eiωnh ·

∞

∑
m=0

(
−

1
3

)m(α
m

)
eiωmhû(ω)

= (−iω)α

[
e−iω ph

(
1− eiωh

−iωh

)α](
1+

1
2

(
1− eiωh

))α
û(ω)

= (−iω)αepz
(

1− e−z

z

)α(
1+

1
2

(
1− e−z)

)α
û(ω),

with z =−iωh. It is easy to check that

epz
(

1− e−z

z

)α
=
[
1+
(

p−
α
2

)
z+
(1

2
p2−

α
2

p+
3α2+α

24

)
z2

+
(1

6
p3−

α
4

p2+
3α2+α

24
p−

α3+α2

48

)
z3+O(z4)

]
,

and
(

1+
1
2

(
1− e−z)

)α
=
[
1+

α
2

z+
α(α −3)

8
z2+

α(α2−9α +12)
48

z3+O(z4)
]
,

then we have

epz
(

1− e−z

z

)α(
1+

1
2

(
1− e−z)

)α
= 1+ pz+

3p2−2α
6

z2+
2p3+α(3−4p)

12
z3+O(z4). (2.5)

Therefore, from Lemma 2.1, we get

F (LAα
p u)(ω) = F (−∞Dα

x u(x))+ φ̂(ω),

whereφ̂(ω) = (−iω)α
(

pz+ 3p2−2α
6 z2+ 2p3+α(3−4p)

12 z3+O(z4)
)

û(ω). Then there exists

|φ̂(ω)|6 c̃|iω |α+1|û(ω)| ·h, p 6= 0,

|φ̂(ω)|6 c|iω |α+2|û(ω)| ·h2, p = 0.

Hence

|−∞Dα
x u(x)− LAα

p u(x)|= |φ(x)| 6
1

2π

∫

R

|φ̂ (ω)|dx =

{
O(h), p 6= 0,
O(h2), p = 0.

�

In the following, we present the approximation operators for Riemann-Liouville derivative and prove
that they have 2nd, 3rd, and 4th order truncation errors.
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THEOREM2.1 (Second order approximations for left Riemann-Liouville derivative) Letu, −∞Dα+2
x u(x)

with α ∈ (1,2) and their Fourier transforms belong toL1(R). Denote that

2LAα
p,qu(x) = wp LAα

p u(x)+wq LAα
q u(x), (2.6)

whereLAα
p , LAα

q are defined by (2.4),wp =
q

q−p , wq =
p

p−q , p 6= q, andp, q are integers. Then

−∞Dα
x u(x) = 2LAα

p,qu(x)+O(h2).

Proof. From the proof of Lemma 2.3, we have

F (LAα
p u)(ω) = (−iω)α

[
1+ pz+

3p2−2α
6

z2+
2p3+α(3−4p)

12
z3+O(z4)

]
û(ω)

and

F (LAα
q u)(ω) = (−iω)α

[
1+ qz+

3q2−2α
6

z2+
2q3+α(3−4q)

12
z3+O(z4)

]
û(ω).

Then there exists

F (2LAα
p,qu)(ω) = (−iω)α

[
1−

3pq+2α
6

z2−
2pq(p+ q)−3α

12
z3+O(z4)

]
û(ω),

and by the similar way to the proof of Lemma 2.3 we get

−∞Dα
x u(x) = 2LAα

p,qu(x)+O(h2).

�

THEOREM 2.2 (Third order approximations for left Riemann-Liouville derivative) Letu, −∞Dα+3
x u(x)

with α ∈ (1,2) and their Fourier transforms belong toL1(R). Denote that

3LAα
p,q,r,su(x) = wp,q 2LAα

p,qu(x)+wr,s 2LAα
r,su(x), (2.7)

where2LAα
p,q and2LAα

r,s are defined by (2.6),wp,q =
3rs+2α

3(rs−pq) , wr,s =
3pq+2α
3(pq−rs) , rs 6= pq, andp, q, r, s are

integers. Then

−∞Dα
x u(x) = 3LAα

p,q,r,su(x)+O(h3).

Proof. By the proof of Theorem 2.1, we have

F (2LAα
p,qu)(ω) = (−iω)α

[
1−

3pq+2α
6

z2−
2pq(p+ q)−3α

12
z3+O(z4)

]
û(ω)

and

F (2LAα
r,su)(ω) = (−iω)α

[
1−

3rs+2α
6

z2−
2rs(r+ s)−3α

12
z3+O(z4)

]
û(ω).

Then there exists

F (3LAα
p,q,r,su)(ω)

= (−iω)α
[
1+

6pqrs(r+ s− p− q)+4α
[
rs(r+ s)− pq(p+ q)

]
+9α(rs− pq)

36(rs− pq)
z3+O(z4)

]
û(ω),
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and by the similar way to the proof of Lemma 2.3 we get

−∞Dα
x u(x) = 3LAα

p,q,r,su(x)+O(h3).

�

THEOREM2.3 (Fourth order approximations for left Riemann-Liouville derivative) Letu, −∞Dα+4
x u(x)

with α ∈ (1,2) and their Fourier transforms belong toL1(R). Denote that

4LAα
p,q,r,s,p,q,r,su(x) = wp,q,r,s 3LAα

p,q,r,su(x)+wp,q,r,s 3LAα
p,q,r,su(x), (2.8)

where3LAα
p,q,r,s and3LAα

p,q,r,s are defined by (2.7); and

wp,q,r,s =
ap,q,r,s bp,q,r,s

ap,q,r,s bp,q,r,s − ap,q,r,s bp,q,r,s
; (2.9)

wp,q,r,s =
ap,q,r,s bp,q,r,s

ap,q,r,s bp,q,r,s− ap,q,r,s bp,q,r,s
; (2.10)

with

ap,q,r,s = rs− pq; bp,q,r,s = 6pqrs(r+ s− p− q)+4α
[
rs(r+ s)− pq(p+ q)

]
+9α(rs− pq);

ap,q,r,s = r s− pq; bp,q,r,s = 6pqr s(r+ s− p− q)+4α
[
r s(r+ s)− pq(p+ q)

]
+9α(r s− pq);

andap,q,r,s bp,q,r,s 6= ap,q,r,s bp,q,r,s; p, q, r, s; p, q, r, s are integers. Then

−∞Dα
x u(x) = 4LAα

p,q,r,s,p,q,r,su(x)+O(h4).

Proof. According to the proof of Theorem 2.2, we have

F (3LAα
p,q,r,su)(ω)

= (−iω)α
[
1+

6pqrs(r+ s− p− q)+4α
[
rs(r+ s)− pq(p+ q)

]
+9α(rs− pq)

36(rs− pq)
z3+O(z4)

]
û(ω)

and

F (3LAα
p,q,r,su)(ω)

= (−iω)α
[
1+

6pqr s(r+ s− p− q)+4α
[
r s(r+ s)− pq(p+ q)

]
+9α(r s− pq)

36(r s− pq)
z3+O(z4)

]
û(ω).

Then there exists

F (4LAα
p,q,r,s,p,q,r,su)(ω) = (−iω)α (1+O(z4)

)
û(ω),

and by the similar way to the proof of Lemma 2.3 we get

−∞Dα
x u(x) = 4LAα

p,q,r,s,p,q,r,su(x)+O(h4).
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�

For the right Riemann-Liouville fractional derivative, denote that

RAα
p u(x) =

1
hα

∞

∑
k=0

qα
k u(x+(k− p)h), (2.11)

whereqα
k is defined by (2.2) andp an integer. Using the same way as Theorems 2.1-2.3, we can obtain

the following results. In particular, the coefficients in (2.12) are completely the same as the ones in
(2.6); the coefficients in (2.13) the same as the ones in (2.7); and the coefficients in (2.14) the same as
the ones in (2.8).

THEOREM2.4 (Second order approximations for right Riemann-Liouville derivative) Letu, xDα+2
∞ u(x)

with α ∈ (1,2) and their Fourier transforms belong toL1(R), and denote that

2RAα
p,qu(x) = wp RAα

p u(x)+wq RAα
q u(x), (2.12)

then

xDα
∞u(x) = 2RAα

p,qu(x)+O(h2).

THEOREM 2.5 (Third order approximations for right Riemann-Liouville derivative) Letu, xDα+3
∞ u(x)

with α ∈ (1,2) and their Fourier transforms belong toL1(R), and denote that

3RAα
p,q,r,su(x) = wp,q 2RAα

p,qu(x)+wr,s 2RAα
r,su(x), (2.13)

then

xDα
∞u(x) = 3RAα

p,q,r,su(x)+O(h3).

THEOREM 2.6 (Fourth order approximations for right Riemann-Liouville derivative) Letu, xDα+4
∞ u(x)

with α ∈ (1,2) and their Fourier transforms belong toL1(R), and denote that

4RAα
p,q,r,s,p,q,r,su(x) = wp,q,r,s 3RAα

p,q,r,su(x)+wp,q,r,s 3RAα
p,q,r,su(x), (2.14)

then

xDα
∞u(x) = 4RAα

p,q,r,s,p,q,r,su(x)+O(h4).

All the above schemes are applicable to bounded domain, say,(xL, xR), after performing zero ex-
tensions to the functions considered. Letu(x) be the zero extended function from the bounded domain
(xL, xR), and satisfy the requirements of the above corresponding theorems (Theorems 2.1-2.6). Denot-
ing

LÃα
p u(x) =

1
hα

[
x−xL

h ]+p

∑
k=0

qα
k u(x− (k− p)h), (2.15)

then

xL Dα
x u(x) = LÃα

p u(x)+O(h), p 6= 0,

xL Dα
x u(x) = LÃα

p u(x)+O(h2), p = 0;
(2.16)



9 of 24

xL Dα
x u(x) = 2LÃα

p,qu(x)+O(h2), where 2LÃα
p,qu(x) = wp LÃα

p u(x)+wq LÃα
q u(x); (2.17)

xL Dα
x u(x) = 3LÃα

p,q,r,su(x)+O(h3), where 3LÃα
p,q,r,su(x) = wp,q 2LÃα

p,qu(x)+wr,s 2LÃα
p,qu(x); (2.18)

and
xL Dα

x u(x) = 4LÃα
p,q,r,s,p,q,r,su(x)+O(h4), (2.19)

where4LÃα
p,q,r,s,p,q,r,su(x) = wp,q,r,s 3LÃα

p,q,r,su(x)+wp,q,r,s 3LÃα
p,q,r,su(x).

Denotingxi = xL + ih, i = −m, . . . ,0,1, . . . ,Nx −1,Nx, . . . ,Nx +m, andh = (xR − xL)/Nx being the
uniform space stepsize, it can be noted that

u(xi) = 0, for i =−m,−m+1, . . . ,0 and i = Nx,Nx +1, . . . ,Nx +m,

where
m = max(abs(p,q,r,s, p,q,r,s)). (2.20)

Then the approximation operator of (2.15) can be described as

LÃα
p u(xi) =

1
hα

i+p

∑
k=0

qα
k u(xi−k+p) =

1
hα

i+m

∑
k=m−p

qα
k+p−mu(xi−k+m) =

1
hα

i+m

∑
k=0

qα
k+p−mu(xi−k+m), (2.21)

whereqα
k+p−m = 0, whenk+ p−m < 0, andp is an integer. Then

xL Dα
x u(xi) = LÃα

p u(xi)+O(h) =
1

hα

i+m

∑
k=0

qα
k+p−mu(xi−k+m)+O(h), p 6= 0,

xL Dα
x u(xi) = LÃα

p u(xi)+O(h2) =
1

hα

i+m

∑
k=0

qα
k+p−mu(xi−k+m)+O(h2), p = 0;

(2.22)

xL Dα
x u(xi) = 2LÃα

p,qu(xi)+O(h2) =
1

hα

i+m

∑
k=0

(wpqα
k+p−m +wqqα

k+q−m)u(xi−k+m)+O(h2); (2.23)

xL Dα
x u(xi)= 3LÃα

p,q,r,su(x)+O(h3)

=
1

hα

i+m

∑
k=0

(wp,qwpqα
k+p−m+wp,qwqqα

k+q−m+wr,swrqα
k+r−m+wr,swsq

α
k+s−m)u(xi−k+m)

+O(h3);

(2.24)

xL Dα
x u(xi) = 4LÃα

p,q,r,s,p,q,r,su(xi)+O(h4) =
1

hα

i+m

∑
k=0

ϕα
k u(xi−k+m)+O(h4), (2.25)

where

ϕα
k = wp,q,r,swp,qwpqα

k+p−m +wp,q,r,swp,qwqqα
k+q−m +wp,q,r,swr,swrqα

k+r−m

+wp,q,r,swr,swsq
α
k+s−m +wp,q,r,swp,qwpqα

k+p−m +wp,q,r,swp,qwqqα
k+q−m

+wp,q,r,swr,swrqα
k+r−m +wp,q,r,swr,swsq

α
k+s−m.

(2.26)

TakingU = [u(x1),u(x2), · · · ,u(xNx−1)]
T, then (2.21) can be rewritten as the matrix form

LÃα
pU =

1
hα Aα

pU, (2.27)
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where

Aα
p =




qα
p qα

p−1 · · · qα
0

qα
p+1 qα

p qα
p−1 · · · qα

0
qα

p+2 qα
p+1 qα

p qα
p−1 · · · qα

0
...

. . .
. . .

. . .
. . . · · ·

. . .

qα
n−2 · · ·

. . . qα
p+1 qα

p qα
p−1 · · · qα

0
...

. . . · · ·
. . .

. . .
. . .

. . .
...

qα
p+n−3 · · ·

. . . · · ·
. . . qα

p+1 qα
p qα

p−1
qα

p+n−2 qα
p+n−3 · · · qα

n−2 · · · qα
p+2 qα

p+1 qα
p




, (2.28)

andp is an integer andqα
k = 0, whenk < 0. From (2.23)-(2.25) we obtain

2LÃα
p,qU =

1
hα Aα

p,qU, Aα
p,q = wp Aα

p +wq Aα
q ; (2.29)

3LÃα
p,q,r,sU =

1
hα Aα

p,q,r,sU, Aα
p,q,r,s = wp,q Ap,q +wr,s Ar,s; (2.30)

4LÃα
p,q,r,s,p,q,r,sU =

1
hα Aα

p,q,r,s,p,q,r,sU, Aα
p,q,r,s,p,q,r,s = wp,q,r,s Aα

p,q,r,s+wp,q,r,s Aα
p,q,r,s. (2.31)

Similarly, for the right Riemann-Liouville derivative, taking

RÃα
p u(x) =

1
hα

[
xR−x

h ]+p

∑
k=0

qα
k u(x+(k− p)h),

then there exists

RÃα
p u(xi) =

1
hα

Nx−i+p

∑
k=0

qα
k u(xi+k−p) =

1
hα

Nx−i+m

∑
k=m−p

qα
k+p−mu(xi+k−m) =

1
hα

Nx−i+m

∑
k=0

qα
k+p−mu(xi+k−m),

whereqα
k+p−m = 0, whenk+ p−m< 0, andp is an integer. And the fourth order approximation is

xDα
xR

u(xi) = 4RÃα
p,q,r,s,p,q,r,su(xi)+O(h4) =

1
hα

Nx−i+m

∑
k=0

ϕα
k u(xi+k−m)+O(h4), (2.32)

whereϕα
k is defined by (2.26), and the matrices forms are

RÃα
pU =

1
hα Bα

pU, Bα
p = (Aα

p )
T ;

2RÃα
p,qU =

1
hα Bα

p,qU, Bα
p,q = wpBα

p +wqBα
q ;

3RÃα
p,q,r,sU =

1
hα Bα

p,q,r,sU, Bα
p,q,r,s = wp,qBp,q +wr,sBr,s;

4RÃα
p,q,r,s,p,q,r,sU =

1
hα Bα

p,q,r,s,p,q,r,sU, Bα
p,q,r,s,p,q,r,s = wp,q,r,sB

α
p,q,r,s+wp,q,r,sB

α
p,q,r,s.

(2.33)
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REMARK 2.1 Whenp = 0, thenAα
p in (2.28) reduces to the lower triangular matrix, and it can be easily

checked that all the eigenvalues ofAα
p are greater than one; in fact, from Lemma 2.1, it can be noted

that λ (Aα
p ) =

(
3
2

)α
, with α ∈ (1,2). This is the reason that the scheme for time dependent problem

is unstable when directly using the second order Lubich formula with α ∈ (1,2) to discretize space
fractional derivative.

2.2 Effective fourth order discretization for space fractional derivatives

This subsection focuses on how to choose the parametersp,q,r,s, p,q,r,s such that all the eigenvalues
of the matrixAα

p,q (or Aα
p,q,r,s or Aα

p,q,r,s,p,q,r,s) have negative real parts; this means that the corresponding
schemes work for space fractional derivatives. SinceBα

p,q, Bα
p,q,r,s, andBα

p,q,r,s,p,q,r,s is, respectively, the
transpose ofAα

p,q, Aα
p,q,r,s, andAα

p,q,r,s,p,q,r,s, we don’t need to discuss them separately.

DEFINITION 2.7 (Quarteroniet al., 2007, p. 27) A matrixA∈Rn×n is positive definite inRn if (Ax,x)>
0,∀x ∈ Rn, x 6= 0.

LEMMA 2.4 (Quarteroniet al., 2007, p. 28) A real matrixA of ordern is positive definite if and only if
its symmetric partH = A+AT

2 is positive definite. LetH ∈Rn×n be symmetric, thenH is positive definite
if and only if the eigenvalues ofH are positive.

LEMMA 2.5 (Quarteroniet al., 2007, p. 184) IfA ∈C
n×n, letH = A+AH

2 be the hermitian part ofA, then
for any eigenvalueλ of A, the real partℜ(λ (A)) satisfies

λmin(H)6 ℜ(λ (A))6 λmax(H),

whereλmin(H) andλmax(H) are the minimum and maximum of the eigenvalues ofH, respectively.

DEFINITION 2.8 (Chan & Jin, 2007, p. 13) Letn× n Toeplitz matrixTn be of the following form:

Tn =




t0 t−1 · · · t2−n t1−n

t1 t0 t−1 · · · t2−n
... t1 t0

. ..
...

tn−2 · · ·
. . .

. .. t−1

tn−1 tn−2 · · · t1 t0




;

i.e., ti, j = ti− j andTn is constant along its diagonals. Assume that the diagonals{tk}
n−1
k=−n+1 are the

Fourier coefficients of a functionf , i.e.,

tk =
1

2π

∫ π

−π
f (x)e−ikxdx,

then the functionf is called the generating function ofTn.

LEMMA 2.6 (Chan & Jin, 2007, p. 13-15) (Grenander-Szegö theorem)Let Tn be given by above matrix
with a generating functionf , where f is a 2π-periodic continuous real-valued functions defined on
[−π ,π ]. Let λmin(Tn) andλmax(Tn) denote the smallest and largest eigenvalues ofTn, respectively. Then
we have

fmin 6 λmin(Tn)6 λmax(Tn)6 fmax,



12 of 24

where fmin and fmax is the minimum and maximum values off (x), respectively. Moreover, iffmin <
fmax, then all eigenvalues ofTn satisfies

fmin < λ (Tn)< fmax,

for all n > 0; In particular, if fmin > 0, thenTn is positive definite.

THEOREM 2.9 (Effective second order schemes) LetAα
p,q be given in (2.29) and 1< α < 2. Then any

eigenvalueλ of Aα
p,q satisfies

ℜ(λ (Aα
p,q))< 0 for (p,q) = (1,q), |q|> 2,

moreover, the matricesAα
p,q and(Aα

p,q)
T are negative definite.

Proof.

(1) For(p,q) = (1,q), q 6−2, we haveAα
p,q =

1
q−1(qAα

1 −Aα
q ), and

Aα
p,q =




φα
1 φα

0
φα

2 φα
1 φα

0
...

. . .
. . .

. . .

φα
Nx−2

. . .
. . . φα

1 φα
0

φα
Nx−1 φα

Nx−2 · · · φα
2 φα

1



,

with

φα
k =





qqα
k

q−1, 06 k 6−q,
qqα

k −qα
k+q−1

q−1 , k >−q.

The generating functions ofAα
p,q and(Aα

p,q)
T are

fAα
p,q
(x) =

∞

∑
k=0

φα
k ei(k−1)x and f(Aα

p,q)
T (x) =

∞

∑
k=0

φα
k e−i(k−1)x,

respectively. TakingHp,q =
Aα

p,q+(Aα
p,q)

T

2 , then fp,q(α,x) =
fAα

p,q
(x)+ f

(Aα
p,q)T

(x)

2 is the generating function of
Hp,q. SincefAα

p,q
(x) and f(Aα

p,q)
T (x) are mutually conjugated, thenfp,q(α,x) is a 2π-periodic continuous

real-valued functions defined on[−π ,π ]. Moreover, fp,q(α,x) is an even function, so we just need to
consider its principal value on[0,π ]. Next, we provefp,q(α,x)6 0. Rephrasing the generating function
leads to

fp,q(α,x) =
1
2

(
∞

∑
k=0

φα
k ei(k−1)x +

∞

∑
k=0

φα
k e−i(k−1)x

)

=
1

2(q−1)

(
qe−ix

∞

∑
k=0

qα
k eikx − e−iqx

∞

∑
k=0

qα
k eikx + qeix

∞

∑
k=0

qα
k e−ikx − eiqx

∞

∑
k=0

qα
k e−ikx

)

=
1

2(q−1)

[
qe−ix(1− eix)α

(
1+

1
2
(1− eix)

)α
+ qeix(1− e−ix)α

(
1+

1
2
(1− e−ix)

)α]

−
1

2(q−1)

[
e−iqx(1− eix)α

(
1+

1
2
(1− eix)

)α
+ eiqx(1− e−ix)α

(
1+

1
2
(1− e−ix)

)α]
.
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Because of

(1− e±ix)α =
(

2sin
x
2

)α
e±iα( x

2−
π
2 ),

(
1+

1
2
(1− e±ix)

)α
=
(

1+3sin2 x
2

) α
2

e±iα( x
2−θ),

where

θ = 2arctan
2sin x

2

cos x
2 +
√

1+3sin2 x
2

∈ [0,π/2],

then, forq 6−2, there exists

fp,q(α,x) =
1

q−1

(
2sin

x
2

)α (
1+3sin2 x

2

) α
2
[
qcos

(
α(x−

π
2
−θ )− x

)
− cos

(
α(x−

π
2
−θ )− qx

)]
.

(2) For(p,q) = (1,q), q > 2, we haveAα
p,q =

1
q−1(qAα

1 −Aα
q ) and

Aα
p,q =




φα
q φα

q−1 · · · φα
0

φα
q+1 φα

q φα
q−1 · · · φα

0
φα

q+2 φα
q+1 φα

q φα
q−1 · · · φα

0
...

. . .
. . .

. . .
. . . · · ·

. . .

φα
n−2 · · ·

. . . φα
q+1 φα

q φα
q−1 · · · φα

0
...

. . . · · ·
. . .

. . .
. . .

. . .
...

φα
q+n−3 · · ·

. . . · · ·
. . . φα

q+1 φα
q φα

q−1
φα

q+n−2 φα
q+n−3 · · · φα

n−2 · · · φα
q+2 φα

q+1 φα
q




,

with

φα
k =





−
qα

k
q−1, 06 k 6 q−2,

qqα
k−q+1−qα

k
q−1 , k > q−2.

The generating functions ofAα
p,q and(Aα

p,q)
T are

fAα
p,q
(x) =

∞

∑
k=0

φα
k ei(k−q)x and f(Aα

p,q)
T (x) =

∞

∑
k=0

φα
k e−i(k−q)x,

respectively. Denoting

Hp,q =
Aα

p,q +
(
Aα

p,q

)T

2
, (2.34)

then fp,q(α,x) =
fAα

p,q
(x)+ f

(Aα
p,q)T

(x)

2 is the generating function ofHp,q. By the similar way, forq > 2,
there exists

fp,q(α,x) =
1

q−1

(
2sin

x
2

)α (
1+3sin2 x

2

) α
2
[
qcos

(
α(x−

π
2
−θ )− x

)
− cos

(
α(x−

π
2
−θ )− qx

)]
.
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FIG. 1. f (α ,x) for (p,q) = (1,−2) FIG. 2. f (α ,x) 6 0 for (p,q) = (1,2)

It can be noted thatfp,q(α,x) has the same form whenq 6 −2 andq > 2, p = 1. And we can check
that, for(p,q) = (1,q), |q|> 2, there exists (see Figs. 1-2)

fp,q(α,x) =
1

q−1

(
2sin

x
2

)α (
1+3sin2 x

2

) α
2

·
[
qcos

(
α(x−

π
2
−θ )− x

)
− cos

(
α(x−

π
2
−θ )− qx

)]
6 0.

(2.35)

Since fp,q(α,x) is not identically zero for any givenα ∈ (1,2), from Lemma 2.6, it implies that
λ (Hp,q) < 0 andHp,q is negative definite. Then we getℜ(λ (Aα

p,q)) < 0 from Lemma 2.5, and the
matricesAα

p,q and(Aα
p,q)

T are negative definite by Lemma 2.4. �

THEOREM2.10 (Effective third order schemes) LetAα
p,q,r,s with 1< α < 2 be given in (2.30). Then any

eigenvalueλ of Aα
p,q,r,s satisfies

ℜ(λ (Aα
p,q,r,s))< 0 for (p,q,r,s) = (1,q,1,s), |q|> 2, |s|> 2, and qs < 0;

moreover, the matricesAα
p,q,r,s and(Aα

p,q,r,s)
T are negative definite.

Proof. Taking

Hp,q,r,s =
Aα

p,q,r,s+
(
Aα

p,q,r,s

)T

2
= wp,q Hp,q +wr,s Hr,s, (2.36)

whereHp,q andHr,s are defined by (2.34), then

fp,q,r,s(α,x) = wp,q fp,q(α,x)+wr,s fr,s(α,x) (2.37)

is the generating function ofHp,q,r,s, where fp,q(α,x) and fr,s(α,x) are given by (2.35). Since|q|> 2,
|s| > 2, andqs < 0, we can check thatwp,q = w1,q =

3s+2α
3(s−q) > 0, wr,s = w1,s =

3q+2α
3(q−s) > 0. Then from

(2.35) and (2.37), we getfp,q,r,s(α,x) 6 0.
Again, from Lemmas 2.4-2.6, the desired results are obtained. �
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THEOREM 2.11 (Effective fourth order schemes) LetAα
p,q,r,s,p,q,r,s with 1< α < 2 be given in (2.31),

where(p,q,r,s, p,q,r,s) = (1,2,1,−2,1,q,1,s), |q|> 2, |s|> 2, (q,s) 6= (2,−2) andqs < 0. Then any
eigenvalueλ of Aα

p,q,r,s,p,q,r,s satisfies

ℜ(λ (Aα
p,q,r,s,p,q,r,s))< 0,

and the matricesAα
p,q,r,s,p,q,r,s and(Aα

p,q,r,s,p,q,r,s)
T are negative definite.

Moreover, if(p,q,r,s, p,q,r,s) takes the following values

(p,q,r,s, p,q,r,s) = (1,2,1,0,1,2,1,−2),

(p,q,r,s, p,q,r,s) = (1,2,1,0,1,−1,1,−2),

(p,q,r,s, p,q,r,s) = (1,2,1,−1,1,2,1,−2),

(p,q,r,s, p,q,r,s) = (1,2,1,−1,1,−1,1,−2),

(p,q,r,s, p,q,r,s) = (1,0,1,−1,1,2,1,−2),

(p,q,r,s, p,q,r,s) = (1,0,1,−2,1,2,1,−2),

(p,q,r,s, p,q,r,s) = (1,−1,1,−2,1,2,1,−2),

thenℜ(λ (Aα
p,q,r,s,p,q,r,s))< 0 and the matricesAα

p,q,r,s,p,q,r,s and(Aα
p,q,r,s,p,q,r,s)

T are negative definite.

Proof. By the similar way to the proofs of Theorems 2.9 and 2.10, we obtain the desired results. �

3. Application to the space fractional diffusion equations: the one dimensional case of (1.2) and
(1.2) itself

We use two subsections to derive the full discretization of (1.2). First, we present the scheme for the
one dimensional case of (1.2). The second subsection detailedly provides the full discrete scheme of the
two-dimensional fractional diffusion equation (1.2) withvariable coefficients.

3.1 Numerical scheme for 1D

In this subsection, we consider the one-dimensional case of(1.2) with variable coefficients, namely,

∂u(x, t)
∂ t

= d+(x)xL Dα
x u(x, t)+ d−(x)xDα

xR
u(x, t)+ f (x, t). (3.1)

In the time direction, we use the Crank-Nicolson scheme. Thefourth order left fractional approximation
operator (2.25), and right fractional approximation operator (2.32) are respectively used to discretize the
left Riemann-Liouville fractional derivative, and right Riemann-Liouville fractional derivative.

Let the mesh pointsxi = xL + ih, i = −m, . . . ,0,1, . . . ,Nx − 1,Nx, . . . ,Nx +m, wherem is defined
by (2.20) andtn = nτ, 0 6 n 6 Nt , whereh = (xR − xL)/Nx, τ = T/Nt , i.e., h is the uniform space
stepsize andτ the time steplength. Takingun

i as the approximated value ofu(xi, tn) andd+,i = d+(xi),

d−,i = d−(xi), f n+1/2
i = f (xi, tn+1/2), wheretn+1/2 = (tn + tn+1)/2. Then, Eq. (3.1) can be rewritten as

u(xi, tn+1)− u(xi, tn)
τ

=
1
2

[
d+,i 4LÃα

p,q,r,s,p,q,r,su(xi, tn+1)+ d+,i 4LÃα
p,q,r,s,p,q,r,su(xi, tn)

+ d−,i 4RÃα
p,q,r,s,p,q,r,su(xi, tn+1)+ d−,i xR 4RÃα

p,q,r,s,p,q,r,su(xi, tn)
]

+ f (xi, tn+1/2)+O(τ2+ h4).

(3.2)
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Multiplying (3.2) byτ, we have the following equation

[
1−

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s + d−,i 4RÃα
p,q,r,s,p,q,r,s

)]
u(xi, tn+1)

=
[
1+

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s + d−,i 4RÃα
p,q,r,s,p,q,r,s

)]
u(xi, tn)+ τ f (xi, tn+1/2)+Rn+1

i ,
(3.3)

with
|Rn+1

i |6 c̃τ
(
τ2+ h4) . (3.4)

Therefore, the full discretization of (3.3) has the following form

[
1−

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s + d−,i 4RÃα
p,q,r,s,p,q,r,s

)]
un+1

i

=
[
1+

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s + d−,i 4RÃα
p,q,r,s,p,q,r,s

)]
un

i + τ f n+1/2
i ,

(3.5)

and it can be rewritten as

un+1
i −

τ
2

[
d+,i

hα

i+m

∑
k=0

ϕα
k un+1

i−k+m +
d−,i

hα

Nx−i+m

∑
k=0

ϕα
k un+1

i+k−m

]

= un
i +

τ
2

[
d+,i

hα

i+m

∑
k=0

ϕα
k un

i−k+m +
d−,i

hα

Nx−i+m

∑
k=0

ϕα
k un

i+k−m

]
+ τ f n+1/2

i .

(3.6)

For the convenience of implementation, we use the matrix form of the grid functions

Un = [un
1,u

n
2, . . . ,u

n
Nx−1]

T, Fn+1/2 = [ f n+1/2
1 , f n+1/2

2 , . . . , f n+1/2
Nx−1 ]T,

therefore, the finite difference scheme (3.6) can be recast as
[
I−

τ
2hα

(
D+Aα +D−AT

α
)]

Un+1 =
[
I +

τ
2hα

(
D+Aα +D−AT

α
)]

Un + τFn+1/2, (3.7)

whereAα = Aα
p,q,r,s,p,q,r,s is defined by (2.31), and

D+ =




d+,1

d+,2
. . .

d+,Nx−1


 , D− =




d−,1

d−,2
. . .

d−,Nx−1


 . (3.8)

3.2 Numerical scheme for 2D

We now examine the full discretization scheme of (1.2). For effectively performing the theoretical
analysis, we supposed+(x) = d+(x,y), d−(x) = d−(x,y), ande+(y) = e+(x,y), e−(y) = e−(x,y).

Analogously we still use the Crank-Nicolson scheme to do thediscretization in time direction.
Let the mesh pointsxi = xL + ih, i = −m, . . . ,0,1, . . . ,Nx −1,Nx, . . . ,Nx +m, andy j = yL + j∆y, j =
−m, . . . ,0,1, . . . ,Ny −1,Ny, . . . ,Ny +m, wherem is given in (2.20),tn = nτ, 06 n 6 Nt , and∆x = (xR −
xL)/Nx, ∆y = (yR − yL)/Ny, τ = T/Nt ; andd+,i = d+(xi,y j), d−,i = d−(xi,y j), ande+, j = e+(xi,y j),
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e−, j = e−(xi,y j). Taking un
i, j as the approximated value ofu(xi,y j, tn) and f n+1/2

i, j = f (xi,y j, tn+1/2),
wheretn+1/2 = (tn + tn+1)/2. Then, Eq. (1.2) can be rewritten as

[
1−

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s+d−,i 4RÃα
p,q,r,s,p,q,r,s+e+, j 4LÃβ

p,q,r,s,p,q,r,s+e−, j 4RÃβ
p,q,r,s,p,q,r,s

)]
u(xi,y j, tn+1)

=
[
1+

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s+d−,i 4RÃα
p,q,r,s,p,q,r,s+e+, j 4LÃβ

p,q,r,s,p,q,r,s+e−, j 4RÃβ
p,q,r,s,p,q,r,s

)]
u(xi,y j, tn)

+ τ f (xi,y j, tn+1/2)+Rn+1
i, j ,

(3.9)

with
|Rn+1

i, j |6 c̃τ
(
τ2+(∆x)4+(∆y)4) . (3.10)

Then, the resulting discretization of (3.9) has the following form

[
1−

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s + d−,i 4RÃα
p,q,r,s,p,q,r,s + e+, j 4LÃβ

p,q,r,s,p,q,r,s + e−, j 4RÃβ
p,q,r,s,p,q,r,s

)]
un+1

i, j

=
[
1+

τ
2

(
d+,i 4LÃα

p,q,r,s,p,q,r,s + d−,i 4RÃα
p,q,r,s,p,q,r,s + e+, j 4LÃβ

p,q,r,s,p,q,r,s + e−, j 4RÃβ
p,q,r,s,p,q,r,s

)]
un

i, j

+ τ f n+1/2
i, j .

(3.11)

We further define

δα ,x := d+,i 4LÃα
p,q,r,s,p,q,r,s + d−,i 4RÃα

p,q,r,s,p,q,r,s;

δβ ,y := e+, j 4LÃβ
p,q,r,s,p,q,r,s + e−, j 4RÃβ

p,q,r,s,p,q,r,s,

thus Eq. (3.11) can be rewritten as
(

1−
τ
2

δα ,x −
τ
2

δβ ,y

)
un+1

i, j =
(

1+
τ
2

δα ,x +
τ
2

δβ ,y

)
un

i, j + τ f n+1/2
i, j . (3.12)

The perturbation equation of (3.12) is of the form
(

1−
τ
2

δα ,x

)(
1−

τ
2

δβ ,y

)
un+1

i, j =
(

1+
τ
2

δα ,x

)(
1+

τ
2

δβ ,y

)
un

i, j + τ f n+1/2
i, j . (3.13)

Comparing (3.13) with (3.12), the splitting term is given by

τ2

4
δα ,xδβ ,y(u

n+1
i, j − un

i, j),

since(un+1
i, j − un

i, j) is anO(τ) term, it implies that this perturbation contributes anO(τ2) error compo-
nent.

The system of equations defined by (3.13) can be solved by the following schemes.
PR-ADI scheme [Peaceman & Rachford (1955)]:

(
1−

τ
2

δα ,x

)
u∗i, j =

(
1+

τ
2

δβ ,y

)
un

i, j +
τ
2

f n+1/2
i, j ; (3.14)
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(
1−

τ
2

δβ ,y

)
un+1

i, j =
(

1+
τ
2

δα ,x

)
u∗i, j +

τ
2

f n+1/2
i, j . (3.15)

D-ADI scheme [Dougls (1955)]:

(
1−

τ
2

δα ,x

)
u∗i, j =

(
1+

τ
2

δα ,x + τδβ ,y

)
un

i, j + τ f n+1/2
i, j ; (3.16)

(
1−

τ
2

δβ ,y

)
un+1

i, j = u∗i, j −
τ
2

δβ ,yun
i, j. (3.17)

Take

Un = [un
1,1,u

n
2,1, . . . ,u

n
Nx−1,1,u

n
1,2,u

n
2,2, . . . ,u

n
Nx−1,2, . . . ,u

n
1,Ny−1,u

n
2,Ny−1, . . . ,u

n
Nx−1,Ny−1]

T ,

Fn = [ f n
1,1, f n

2,1, . . . , f n
Nx−1,1, f n

1,2, f n
2,2, . . . , f n

Nx−1,2, . . . , f n
1,Ny−1, f n

2,Ny−1, . . . , f n
Nx−1,Ny−1]

T ,

and denote

Ax =
τ

2(∆x)α
[
(I⊗D+)(I ⊗Aα)+ (I⊗D−)(I ⊗AT

α)
]
=

τ
2(∆x)α I ⊗

(
D+Aα +D−AT

α
)
,

Ay =
τ

2(∆y)β

[
(E+⊗ I)(Aβ ⊗ I)+ (E−⊗ I)(AT

β ⊗ I)
]
=

τ
2(∆y)β

(
E+Aβ +E−AT

β

)
⊗ I,

(3.18)

whereI denotes the unit matrix and the symbol⊗ the Kronecker product [see, Laub (2005)], andAα =

Aα
p,q,r,s,p,q,r,s, Aβ = Aβ

p,q,r,s,p,q,r,s are defined by (2.31). The matricesD+ andD− are defined by (3.8), and

E+ =




e+,1

e+,2
. . .

e+,Ny−1


 , E− =




e−,1

e−,2
. . .

e−,Ny−1


 . (3.19)

Therefore, the finite difference scheme (3.13) has the following form

(I −Ax)(I −Ay)Un+1 = (I +Ax)(I +Ay)Un + τFn+1/2. (3.20)

REMARK 3.1 The schemes (3.14)-(3.15) and (3.16)-(3.17) are equivalent, since both of them come
from (3.13), see [Deng & Chen (2013)].

4. Convergence and Stability Analysis

In this section, we theoretically prove that the differencescheme is unconditionally stable and 4th order
convergent in space directions and 2nd order convergent in time direction. In the following, the matrices
D+, D− andE+, E− are defined by (3.8) and (3.19), respectively.

LEMMA 4.1 (Laub, 2005, p. 140) LetA ∈ Rm×n, B ∈ Rr×s, C ∈ Rn×p, andD ∈ Rs×t . Then

(A⊗B)(C⊗D) = AC⊗BD (∈ R
mr×pt).

Moreover, for allA andB, (A⊗B)T = AT ⊗BT .
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LEMMA 4.2 (Laub, 2005, p. 141) LetA ∈Rn×n have eigenvalues{λi}
n
i=1 andB ∈Rm×m have eigenval-

ues{µ j}
m
j=1. Then themn eigenvalues ofA⊗B are

λ1µ1, . . . ,λ1µm,λ2µ1, . . . ,λ2µm, . . . ,λnµ1 . . . ,λnµm.

THEOREM4.1 Let the matrixAα = Aα
p,q,r,s,p,q,r,s be defined by (2.31) andD− = καD+, whereκα is any

given nonnegative constant. Then we haveℜ
(
λ
(
D+(Aα +καAT

α)
))

< 0.

Proof. Since

D
− 1

2
+

[
D+(Aα +καAT

α)
]

D
1
2
+ = D

1
2
+(Aα +καAT

α)D
1
2
+,

it means thatD+(Aα +καAT
α) andD

1
2
+(Aα +καAT

α)D
1
2
+ are similar. From Theorem 2.11, we knowAα

andAT
α are negative definite, and thanks to Definition 2.7, it implies that

(
D

1
2
+(Aα +καAT

α)D
1
2
+x,x

)
=

(
(Aα +καAT

α)D
1
2
+x,D

1
2
+x

)
< 0, ∀x ∈ R

n,x 6= 0,

i.e., the matrixÃ := D
1
2
+(Aα +καAT

α)D
1
2
+ is negative definite. From Lemma 2.4,H̃ = Ã+ÃT

2 is negative

definite andλmax(H̃)< 0; and according to Lemma 2.5, we obtainℜ(λ (Ã))6 λmax(H̃)< 0. Therefore,
ℜ
(
λ
(
D+(Aα +καAT

α)
))

= ℜ(λ (Ã))< 0. �

THEOREM4.2 LetAx andAy be defined by (3.18) andD− = κα D+, E− = κβ E+, whereκα andκβ are
any given nonnegative constants. Then we haveℜ(λ (Ax))< 0 andℜ(λ (Ay))< 0.

Proof. From (3.18), there exists

Ax =
τ

2(∆x)α I ⊗
(
D+Aα +D−AT

α
)
=

τ
2(∆x)α I ⊗

(
D+(Aα +καAT

α)
)
,

Ay =
τ

2(∆y)β

(
E+Aβ +E−AT

β

)
⊗ I =

τ
2(∆y)β

(
E+(Aβ +κβ AT

β )
)
⊗ I.

By Theorem 4.1, we getℜ
(
λ
(
D+(Aα +καAT

α)
))

< 0 andℜ
(

λ
(

E+(Aβ +κβ AT
β )
))

< 0. Then, ac-

cording to Lemma 4.2, it implies thatℜ(λ (Ax))< 0 andℜ(λ (Ay))< 0. �

REMARK 4.1 If takingκα = κβ = 0, then Eq. (1.2) becomes the one-sided fractional diffusion equation;
andκα = κβ = 1, Eq. (1.2) reduces to the space-Riesz fractional diffusion equation.

4.1 Stability and Convergence for 1D

THEOREM 4.3 LetD− = κα D+, then the difference scheme (3.7) withα ∈ (1,2) is unconditionally
stable.

Proof. Let ũn
i (i = 1,2, . . . ,Nx −1; n = 0,1, . . . ,Nt) be the approximate solution ofun

i , which is the exact
solution of the difference scheme (3.7). Puttingεn

i = ũn
i −un

i , and denotingεn = [εn
1 ,ε

n
2 , . . . ,ε

n
Nx−1], then

from (3.7) we obtain the following perturbation equation

(I−A)εn+1 = (I +A)εn,

i.e.,
εn+1 = (I −A)−1(I+A)εn,
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with
A =

τ
2hα D+(Aα +καAT

α). (4.1)

Denotingλ as an eigenvalue of the matrixA, then from Theorem 4.1, we getℜ(λ (A)) < 0. Note that
λ is an eigenvalue of the matrixA if and only if 1−λ is an eigenvalue of the matrixI −A, if and only
if (1−λ )−1(1+λ ) is an eigenvalue of the matrix(I −A)−1(I+A). Sinceℜ(λ (A))< 0, it implies that
|(1−λ )−1(1+λ )|< 1. Thus, the spectral radius of the matrix(I−A)−1(I+A) is less than 1, hence the
scheme (3.7) is unconditionally stable.

�

THEOREM 4.4 Letu(xi, tn) be the exact solution of (3.1) withα ∈ (1,2), un
i the solution of the finite

difference scheme (3.7), andD− = κα D+, then there is a positive constantC such that

||u(xi, tn)− un
i ||2 6C(τ2+ h4), i = 1,2, . . . ,Nx −1; n = 0,1, . . . ,Nt .

Proof. Denotingen
i = u(xi, tn)−un

i , anden = [en
1,e

n
2, . . . ,e

n
Nx−1]

T . Subtracting (3.2) from (3.7) and using
e0 = 0, we obtain

(I −A)en+1 = (I +A)en +Rn+1,

whereA is defined by (4.1), andRn = [Rn
1,R

n
2, . . . ,R

n
Nx−1]

T . The above equation can be rewritten as

en+1 = (I−A)−1(I +A)en +(I−A)−1Rn+1.

Similar to the proof of Theorem 4.2 of [Deng & Chen (2013)], wehave that‖(I −A)−1(I +A)‖2 and
‖(I−A)−1‖2 are less than 1. Then, using|Rn+1

i |6 c̃τ(τ2+ h4) in (3.4), we obtain

||en||2 6 ||(I −A)−1(I +A)||2 · ||e
n−1||2+ ||(I−A)−1||2 · |R

n|

6 ||en−1||2+ |Rn|6
n−1

∑
k=0

|Rk+1|6 c(τ2+ h4).

�

4.2 Stability and Convergence for 2D

THEOREM 4.5 LetD− = κα D+ andE− = κβ E+, then the difference scheme (3.20) with 1< α,β < 2
is unconditionally stable.

Proof. Let ũn
i, j (i = 1,2, . . . ,Nx − 1; j = 1,2, . . . ,Ny − 1;n = 0,1, . . . ,Nt) be the approximate solution

of un
i, j, which is the exact solution of the difference scheme (3.20). Takingεn

i, j = ũn
i, j − un

i, j, then from
(3.20) we obtain the following perturbation equation

(I −Ax)(I −Ay)εεεn+1 = (I +Ax)(I +Ay)εεεn, (4.2)

whereAx andAy are given by (3.18), and

εεεn = [εn
1,1,ε

n
2,1, . . . ,ε

n
Nx−1,1,ε

n
1,2,ε

n
2,2, . . . ,ε

n
Nx−1,2, . . . ,ε

n
1,Ny−1,ε

n
2,Ny−1, . . . ,ε

n
Nx−1,Ny−1]

T .

Then Eq. (4.2) can be rewritten as

εεεn+1 = (I−Ay)
−1(I −Ax)

−1(I+Ax)(I+Ay)εεεn. (4.3)
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According to Lemma 4.1 and (3.18), it is easy to check thatAx andAy commute, i.e.,

AxAy = AyAx =
τ2

4(∆x)α(∆y)β

(
E+Aβ +E−AT

β

)
⊗
(
D+Aα +D−AT

α
)
. (4.4)

Then Eq. (4.3) has the following form

εεεn+1 = (I−Ax)
−1(I+Ax)(I −Ay)

−1(I +Ay)εεεn. (4.5)

Form Theorem 4.2, we haveℜ(λ (Ax)) < 0 andℜ(λ (Ay)) < 0. Similar to the proof of the Theorem
4.3, the spectral radius of the matrix(I −Ax)

−1(I +Ax) and(I −Ay)
−1(I +Ay) are less than 1. Then

the difference scheme (3.20) is unconditionally stable.
�

THEOREM 4.6 Letu(xi,y j, tn) be the exact solution of (1.2) with 1< α,β < 2, un
i, j the solution of the

finite difference scheme (3.20), andD− = καD+ andE− = κβ E+, then there is a positive constantC
such that

||u(xi,y j, tn)− un
i, j||2 6C(τ2+(∆x)4+(∆y)4),

with i = 1,2, . . . ,Nx −1; j = 1,2, . . . ,Ny −1; n = 0,1, . . . ,Nt .

Proof. Takingen
i, j = u(xi,y j, tn)− un

i, j, and subtracting (3.9) from (3.20), we obtain

(I −Ax)(I −Ay)en+1 = (I +Ax)(I +Ay)en +Rn+1, (4.6)

whereAx andAy are given in (3.18), and

en = [en
1,1,e

n
2,1, . . . ,e

n
Nx−1,1,e

n
1,2,e

n
2,2, . . . ,e

n
Nx−1,2, . . . ,e

n
1,Ny−1,e

n
2,Ny−1, . . . ,e

n
Nx−1,Ny−1]

T ,

Rn = [Rn
1,1,R

n
2,1, . . . ,R

n
Nx−1,1,R

n
1,2,R

n
2,2, . . . ,R

n
Nx−1,2, . . . ,R

n
1,Ny−1,R

n
2,Ny−1, . . . ,R

n
Nx−1,Ny−1]

T ,

and|Rn+1
i, j |6 c̃τ(τ2+(∆x)4+(∆y)4) is given in (3.10).

From (4.4),Ax andAy commute, then Eq. (4.6) can be rewritten as

en+1 = (I−Ax)
−1(I+Ax)(I −Ay)

−1(I +Ay)en +(I−Ax)
−1(I −Ay)

−1Rn+1.

Again, similar to the proof of Theorem 4.2 of [Deng & Chen (2013)], we know that‖(I −Aν)
−1(I +

Aν)‖2 and‖(I−Aν)
−1‖2 are less than 1, whereν = x,y. Then there exists

||en||2 6
n−1

∑
k=0

|Rk+1|6 c(τ2+(∆x)4+(∆y)4).

�

5. Numerical results

In this section, we numerically verify the above theoretical results including convergence rates and
numerical stability. And thel∞ norm is used to measure the numerical errors.
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5.1 Numerical results for 1D

Consider the one-dimensional fractional diffusion equation (3.1) in the domain 0< x < 2, 0< t 6 1,
with the variable coefficientsd+(x) = xα , d−(x) = 2xα , and the forcing function

f (x, t) =cos(t +1)x4(2− x)4− xαsin(t +1)
[ Γ (9)

Γ (9−α)
(x8−α +2(2− x)8−α)

−8
Γ (8)

Γ (8−α)
(x7−α +2(2− x)7−α)+24

Γ (7)
Γ (7−α)

(x6−α +2(2− x)6−α)

−32
Γ (6)

Γ (6−α)
(x5−α +2(2− x)5−α)+16

Γ (5)
Γ (5−α)

(x4−α +2(2− x)4−α)
]
,

and the initial conditionu(x,0) = sin(1)x4(2− x)4, the boundary conditionsu(0, t) = u(1, t) = 0, and
the exact solution of the equation isu(x, t) = sin(t +1)x4(2− x)4.

Table 1. The maximum errors and convergent orders for the scheme (3.7) of the one-dimensional fractional diffusion equation
(3.1) at t=1 andτ = h2.

.
(p,q,r,s, p,q,r,s) h α = 1.1 Rate α = 1.9 Rate

1/10 4.7842e-03 5.8264e-03
(1,2,1,0,1,2,1,-2) 1/20 2.5436e-04 4.2333 5.9999e-04 3.2796

1/40 1.9662e-05 3.6934 4.6242e-05 3.6977
1/60 4.1748e-06 3.8218 9.7725e-06 3.8334
1/10 8.5475e-03 5.5003e-03

(1,2,1,-3,1,2,1,-2) 1/20 4.9722e-04 4.1035 5.7476e-04 3.2585
1/40 3.9559e-05 3.6518 4.4490e-05 3.6914
1/60 8.6604e-06 3.7464 9.4148e-06 3.8301

Table 1 shows the maximum errors, at timet = 1 with τ = h2, the numerical results confirm the
convergence with the global truncation errorO(τ2+ h4).

5.2 Numerical results for 2D

Consider the two-dimensional fractional diffusion equation (1.2), where 0< x < 2, 0< y < 2, and
0< t 6 1, with the variable coefficientsd+(x,y) = xα , d−(x,y) = 2xα , ande+(x,y) = yβ , e−(x,y) = 2yβ ,
and the initial conditionu(x,y,0) = sin(1)x4(2− x)4y4(2− y)4 with the zero boundary conditions, and
the exact solution of the equation is

u(x,y, t) = sin(t +1)x4(2− x)4y4(2− y)4.

From the above conditions, it is easy to get the forcing function f (x,y, t).
Table 2 displays the maximum errors of the scheme (3.20), andconfirms the desired convergence

with the global truncation errorO(τ2+(∆x)4+(∆y)4).

6. Conclusions

Based on the Lubich’s operators, this work provides a new idea to obtain the high order discretization
schemes for space fractional derivative. We obtain the effective difference operators with 2nd order,
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Table 2. The maximum errors and convergent orders for the scheme (3.20) of the two-dimensional fractional diffusion equation
(1.2) at t=1 andτ = (∆ x)2 = (∆ y)2.

(p,q,r,s, p,q,r,s) ∆x α = β = 1.1 Rate α = 1.8,β = 1.9 Rate
1/10 8.6154e-03 6.5211e-03

(1,2,1,0,1,2,1,-2) 1/20 5.4115e-04 3.9928 4.4802e-04 3.8635
1/30 1.2626e-04 3.5894 8.8416e-05 4.0023
1/40 4.3328e-05 3.7177 2.7791e-05 4.0229
1/10 1.0110e-02 6.6368e-03

(1,2,1,-3,1,2,1,-2) 1/20 6.3881e-04 3.9842 4.5471e-04 3.8675
1/30 1.4363e-04 3.6806 8.9704e-05 4.0032
1/40 4.8431e-05 3.7788 2.8199e-05 4.0226

3rd order, and 4th order accuracy, called WSLD operators. For further checking the efficiency of the
high order schemes, we apply the 4th order scheme to solve thespace fractional diffusion equation with
variable coefficients; and the detailed theoretical analysis and numerical verifications are presented.
Hopefully, the higher order (5th order, 6th order, etc.) schemes can be obtained by following the idea
given in this paper. In fact, for any fixed convergent order, the obtained difference operators are a class
of difference operators, not just one particular operator.
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