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Eukaryotic genes respond to their environment by changing the expression of selected genes. The question
we address here is whether distinct transcriptional responses to different environmental signals elicit distinct
modes of assembly of the transcription machinery. In particular, we examine transcription complex assembly
by the stress-directed SAGA complex versus the housekeeping assembly factor TFIID. We focus on genomic
responses to the DNA damaging agent methyl methanesulfonate (MMS) in comparison to responses to acute
heat shock, looking at changes in genome-wide factor occupancy measured by chromatin immunoprecipitation-
microchip (ChIP-chip) and ChIP-sequencing analyses. Our data suggest that MMS-induced genes undergo
transcription complex assembly sequentially, first involving SAGA and then involving a slower TFIID recruit-
ment, whereas heat shock genes utilize the SAGA and TFIID pathways rapidly and in parallel. Also Crt1, the
repressor of model MMS-inducible ribonucleotide reductase genes, was found not to play a wider role in
repression of DNA damage-inducible genes. Taken together, our findings reveal a distinct involvement of gene
and chromatin regulatory factors in response to DNA damage versus heat shock and suggest different
implementations of the SAGA and TFIID assembly pathways that may depend upon whether a sustained or
transient change in gene expression ensues.

One way that eukaryotes respond to environmental signals is
to change the expression of their genes (4, 13). A plethora of
proteins are involved in regulating gene expression, including
those that recognize specific DNA sequences, modify or re-
model chromatin, assemble the preinitiation complex (PIC),
and regulate transcription elongation (33, 40, 43, 44). Both the
sequence-specific factors and the general transcription machin-
ery might vary in composition depending upon the signaling
events that are involved (6, 15, 17, 26, 34). However, beyond
the role of different sequence-specific factors, it remains un-
clear to what extent the downstream events in the transcription
cycle are uniform or specialized when an organism is exposed
to different environmental conditions.

The heat shock and DNA damage response pathways are
two well-studied model systems for understanding the steps in
the transcription cycle (47, 49, 50). In Saccharomyces cerevisiae,
heat shock, DNA damage, and many other environmental
stresses/signals induce a common set of environmental stress
response (ESR/CER) genes (12, 13). However, the response to
DNA damaging agents creates an additional genomic response
profile that is not found with other stresses. In particular, cell
cycle arrest occurs and the DNA damage repair pathway is
induced. Unlike the transient heat shock response, the re-
sponse to DNA damage is sustained for many hours (9, 11, 12,
18, 46). Induction of ESR/CER genes by DNA damaging
agents is attenuated in strains in which the DNA damage
repair signaling pathway (i.e., MEC1 and DUN1) is disrupted,
but the same genes are properly induced in response to heat

shock (12). This suggests that distinct signaling pathways con-
verge to activate a common set of genes. Thus, these two
systems represent suitable models for ascertaining the extent
to which the mechanics of a transcriptional response can differ
or be similar when cells are exposed to conditions which invoke
common as well as stress-specific responses.

The study of the heat shock response in addition to previous
work has corroborated the finding of two mutually compatible
pathways for PIC assembly (19, 22, 25, 29, 39). One involves
SAGA-directed PIC assembly through genes that contain a
TATA box and bind a TAF-free form of TATA binding pro-
tein (TBP). Such genes represent only about 10 to 20% of all
yeast genes and tend to be stress induced and subjected to
widespread inhibition by repressors of chromatin and PIC as-
sembly. In contrast, the TFIID-directed pathway of PIC as-
sembly tends to dominate at TATA-less genes, which comprise
80 to 90% of the yeast genome. These genes tend to be house-
keeping genes that are expressed at constitutively low levels,
except in the case of the ribosomal protein (RP) genes. These
pathways are compatible in that loss of one can be compen-
sated partially by the other. Additionally, many genes are oc-
cupied by various levels of both SAGA and TFIID. For exam-
ple, RP genes contain high levels of both TFIID and SAGA
(32). Moreover, both SAGA and TFIID are recruited to heat
shock-induced genes (50).

Repression and induction of DNA damage response genes
have been studied primarily with the RNR2, -3, and -4 and
HUG1 genes (18, 55). At these genes, Crt1 binds to its recog-
nition motif and recruits the chromatin repression complex
SSN6-TUP1, as well as histone deacetylases to maintain genes
in a repressed state (18, 27, 37). The DNA damaging agent
methyl methanesulfonate (MMS) has been used to study in-
duction (20). Damage sensing and induction occur through a
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Mec1p-Rad53p-Dun1p protein kinase pathway (9, 45, 54)
which ultimately leads to Crt1 phosphorylation and release
from repressed promoters.

In addition to repression, Crt1 is also thought to function as
an activator of the RNR genes during MMS induction by di-
rectly or indirectly facilitating the recruitment of TFIID and
SWI/SNF (36, 52, 53), which in turn promote chromatin re-
modeling and full assembly of the preinitiation complex. Such
retention of Crt1 would seem to contradict findings that Crt1
dissociates when target genes are activated. It is conceivable
that Crt1 is retained at the promoter at least until the com-
mitment to recruit TFIID and/or SWI/SNF is made. Thus,
whether the release of Crt1 from the model RNR3 promoter is
immediate or delayed upon MMS treatment is unclear, at least
for the early stages of induction.

While the repression of RNR genes by Crt1 has long been
considered a model for the regulation of DNA damage-induc-
ible genes, very few MMS-induced genes have been associated
with Crt1-directed repression (12, 18). This may be due in part
to limited genome-wide studies that specifically address this
problem. Using custom-made oligonucleotide arrays, we have
now generated moderate-resolution tiling array occupancy
data for Crt1 before and after MMS treatment. We also ex-
amined the genome-wide distribution of its corepressor SSN6-
TUP1, its coactivators SWI/SNF and TFIID, and other general
transcription factors (GTFs) and sequence-specific regulators
that may be part of the MMS response.

By comparing the genome-wide distribution of a wide range
of factors in response to DNA damage to the distribution
during the heat shock response, we have taken some initial
steps toward understanding whether distinct environmental re-
sponse pathways interface with the transcription cycle in the
same or a distinct manner. Surprisingly, we found that while
the heat shock pathway involves the simultaneous deployment
of the TFIID-dominated and SAGA-dominated PIC assembly
pathways, the response to MMS initially involves SAGA re-
cruitment and not TFIID. However, SAGA is ultimately
replaced by TFIID, suggesting that genes utilize the stress-
related SAGA pathway to mount an immediate transient re-
sponse and then follow up with the TFIID housekeeping path-
way for a long-term response.

In addition to DNA damage, MMS is destructive toward
proteins, resulting in their turnover and ultimately in the bio-
synthesis of amino acids to resynthesize the proteins. Gcn4 is a
master regulator of amino acid biosynthetic genes (31). In-
deed, we found that Gcn4 is recruited to amino acid biosyn-
thetic genes in response to MMS but not in response to heat
shock, and this is linked to the recruitment of the SAGA
complex, in accord with known interactions between Gcn4 and
SAGA (2, 7, 10, 41).

MATERIALS AND METHODS

Yeast strains, growth conditions, and public data sets. Saccharomyces cerevi-
siae S288C strains were obtained from a yeast tandem affinity purification (TAP)
fusion library (Open Biosystems). C-terminally TAP-tagged proteins were im-
munoprecipitated using IgG antibodies. Untagged strain BY4741 was used for
null chromatin immunoprecipitation (ChIP) and as a control for occupancy
normalization.

Each strain was grown to an optical density at 600 nm (OD600) of 0.8 at 25°C
in 500 ml of yeast extract-peptone-dextrose (YPD). MMS was then added to a
final concentration of 0.03% for 30 min, 1 h, or 2 h for DNA damage growth

conditions. For heat shock conditions, cultures were heat shocked at 37°C for 15
min (or 5 min) or mock treated at 25°C for 15 min (or 5 min) by adding volumes
of appropriately heated medium to achieve the desired final temperature.

Where indicated, published gene expression data for DNA damage were from
the work of Gasch et al. (12) (expression data sets for 30 min and 2 h of exposure
to 0.02% MMS were used). Gene expression data for 15 min of heat shock were
from the work of Zanton and Pugh (49). Expression data sets for 5 and 15 min
of heat shock were from the work of Gasch et al. (13). ChIP-microchip (ChIP-
chip) data for heat shock conditions for the factors Rpo21, Taf1, Sua7, Ssl2, Spt3,
Ino80, and Isw1 were from the work of Venters and Pugh (43).

ChIP-chip and microarray expression assays. ChIP assays were performed as
described previously (49). Following treatment (respective stress and mock
stress), cells were cross-linked with 1% formaldehyde for 15 min at 25°C and then
quenched for 5 min with glycine. After being harvested, the cells were lysed with
zirconium beads, and the washed chromatin pellet was sheared by sonication
using a Bioruptor (Diagenode), generating, on average, 200- to 300-bp DNA
fragments. Sheared chromatin was immunoprecipitated with IgG-Sepharose, and
the ChIP-enriched DNA was then amplified using ligation-mediated PCR (LM-
PCR) (15). LM-PCR-amplified DNA fragments (75 to 300 bp) were gel purified
using a Qiagen protocol. DNA yields following gel purification were determined
using a Nanodrop ND-1000 spectrophotometer.

DNA labeling and hybridization to the custom oligonucleotide tiling arrays
were performed as described previously (49). One hundred nanograms of gel-
purified, LM-PCR-amplified, ChIP-enriched DNA was amplified by 15 PCR
cycles. The MMS-treated and 37°C samples were then Cy5 labeled, and the
MMS-untreated and 25°C samples were Cy3 labeled and cohybridized to mi-
croarrays. A dye swap was performed with independent biological replicates for
every factor.

For expression analysis, BY4741 cultures were treated as described above for
the respective stress conditions (DNA damage or heat shock), and the cells were
harvested at the end of the treatment. Sample preparation and microarray assays
were performed as described in previous publications (5, 19). Changes in gene
expression were similar to published results (12, 13).

Array design and analysis. The array design for the low-density tiling microar-
rays was the same as that described previously (43). Occupancy data were
filtered, normalized to corresponding probes in the null (no-tag) control, cen-
tered by dividing the data by the median normalized probe value for those probes
located in intergenic regions between two convergent genes, and log2 trans-
formed as described previously (50). For changes in occupancy, ratios were
calculated with filtered signals, log2 transformed, and centered by subtracting the
median ratio for probes located in intergenic regions between two convergent
genes. CLUSTER and TREEVIEW were used for analysis and representation of
microarray data (8). P values were calculated by using the CHITEST function in
Excel.

ChIP-seq assays. ChIP-sequencing (ChIP-seq) assays were performed as de-
scribed previously (49). Library preparation was done according to the Applied
Biosystems SOLiD protocol, using ChIP-enriched DNA, with individual samples
bar coded using multiplexed 4-bp adaptors. They were then pooled together and
sequenced using a SOLiD sequencer. Thirty-one-base-pair sequence reads were
then aligned back to the reference yeast genome by use of SHRiMP software,
allowing up to 3 mismatches (35). A summary of the sequencing tag counts is
presented in Table 1.

Microarray data accession numbers. Raw data are accessible through
ArrayExpress (accession number E-MEXP-2614), and processed data are avail-
able at http://atlas.bx.psu.edu/project/saccharomyces.html. Raw ChIP-seq tags
are available at NCBI Trace Archives (accession number SRA024321).

RESULTS

Differential recruitment of TFIID to MMS-induced versus
heat shock-induced promoters. Genome-wide measurements
of factor occupancy levels were measured by ChIP-chip assay,
using a custom array platform in which three oligonucleotides
were arrayed for each gene: one in the vicinity of where up-
stream activation sequences (UASs) tend to reside, one in the
vicinity of the core promoter, and one internal to the gene
open reading frame (ORF), near its 3� end (43). In addition,
several hundred locations were arrayed in intergenic regions
between two convergently transcribed genes and were used as
background controls. The array contained a total of �20,000
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probes. The two promoter-proximal probes allowed detection
of factor binding from about position �400 to about position
�100 relative to the start of each open reading frame.

Occupancies were compared under normal (YPD medium,
25°C) conditions as well as after a 30-min treatment with
0.03% MMS. Expression profiles of mRNAs were also gener-
ated, which exactly reproduced those published earlier (12).
Occupancy and mRNA changes were also compared under
acute heat shock conditions (15 min at 37°C), as these were the
conditions employed in studies that defined the genomic heat
shock response (4, 13). Genes that responded to the two
stresses were largely distinct (Fig. 1A), although there was
significant overlap in the two responses, in accord with previ-
ous studies (12–14). We first focused on induced genes, then
on repressed genes, and finally on those that were neither
induced nor repressed but contained significant factor occu-
pancy under one condition or both.

We first compared the utilization of the TFIID versus
SAGA pathway and included other representatives of the
GTFs. As shown by the cluster plot in Fig. 1B, genes could be
separated in accordance with changes in gene expression and

matched with corresponding changes in occupancy levels.
Genes induced by MMS (left panel, cluster 1) acquired GTFs
(TFIIB/Sua7, TFIIH/Ssl2, and Pol II), as expected. Surpris-
ingly, these genes acquired SAGA (Spt3) but not TFIID
(TAF1), despite apparent results to the contrary for the model
MMS response gene RNR3 (51, 52). This also contrasts with
the response obtained for heat shock (Fig. 1B, right panel,
cluster 1), in which heat shock-induced genes acquired both
TFIID and SAGA, as shown previously (49, 50). Quantifica-
tion of occupancy changes between MMS-induced and heat
shock-induced genes is shown in Fig. 1C. Note that the abso-
lute scales between different factors are less comparable, due
to intrinsic differences in cross-linking efficiency, than compar-
isons for the same factor under MMS and heat shock condi-
tions. Thus, TAF1 was not substantially recruited to MMS-
induced genes compared to heat shock-induced genes.

The general lack of acquisition of TFIID upon MMS induc-
tion might have a number of explanations: (i) the previously
observed phenomenon might have been specific to a few genes,
such as RNR3; (ii) TFIID might already be present, and thus
no additional acquisition would occur; or (iii) the timing of
TFIID acquisition may be slow, such that we failed to detect its
presence after 30 min of MMS treatment. Previous studies
examined TFIID occupancy after 2 h of treatment with MMS
(51, 52).

To address whether TFIID is loaded specifically on the RNR
genes in response to MMS or is constitutively present and
unchanging at most MMS-induced genes, we quantified TFIID
(TAF1) and other GTF occupancies at RNR2, -3, and -4, as
well as at the MMS-induced cluster 1 genes, before and after
MMS treatment (Fig. 2). These occupancies represent the
component values by which changes in occupancy were calcu-
lated for Fig. 1. For purposes of assessing dynamic range within
the data set, median occupancy levels for lowly and highly
expressed genes (bottom and top 10 percentiles of transcrip-
tion frequency [17]), as well as the highly active RP genes, are
shown. In addition, for purposes of comparison to an expected
level of occupancy for inducible genes, we examined the col-
lection of heat shock-induced genes in response to heat shock
(heat shock cluster 1).

RNR2, RNR4, and the median for MMS-induced genes dis-
played similar levels of low GTF occupancy before induction
by MMS and a similar magnitude of change after induction to
that seen at heat shock-induced genes in response to heat
shock (Fig. 2A to C; note that the background levels associated
with the RNR3 “TSS” probe might reflect a probe defect). The
SAGA level appeared to be constitutively high at heat shock-
induced genes and at intermediate levels at MMS-induced
genes, in contrast to its dynamic range (Fig. 2D; note that the
“UAS” probe was used and may be positioned improperly at
RNR4, as illustrated in Fig. 4C). Its level increased modestly in
response to MMS or heat shock induction. In contrast, TFIID
levels were low prior to induction of both classes of genes (Fig.
2E) but remained low at the MMS-induced genes after induc-
tion, whereas relatively high levels of recruitment were appar-
ent at heat shock-induced genes upon induction. Thus, SAGA
may be present constitutively at inducible genes, whereas
TFIID is immediately recruited to the heat shock genes but not
to MMS-induced genes.

We next compared TFIID occupancy levels at 0.5 and 2 h of

TABLE 1. ChIP-seq tag counts

Sample No. of uniquely
aligned tags

T-T median
tag count

Normalization
factor

Taf1 �MMS 2h1 1,835,945 57 3.56
Taf1 �MMS 2h1 1,311,384 36 2.25
Taf1 �MMS 1h1 3,600,939 72.5 4.53
Taf1 �MMS 1h1 740,322 21 1.30
Taf1 �MMS 30m1 636,523 19 1.18
Taf1 �MMS 30m1 2,683,833 79.5 4.97
Taf1 �MMS 2h2 1,556,167 37 2.31
Taf1 �MMS 2h2 2,046,087 48 3.00
Taf1 �MMS 1h2 3,885,845 85 5.31
Taf1 �MMS 1h2 1,382,606 36 2.25
Taf1 �MMS 30m2 1,528,003 41 2.56
Taf1 �MMS 30m2 2,560,351 71.5 4.47
Taf1 mock HS 15m1 1,409,985 33 2.06
Taf1 HS 15m1 1,553,850 33 2.06
Taf1 mock HS 5m1 2,117,035 19 1.19
Taf1 HS 5m1 819,909 36 2.25
Taf1 mock HS 15m2 1,039,450 25 1.56
Taf1 HS 15m2 1,697,294 35 2.19
Taf1 mock HS 5m2 929,677 30 1.88
Taf1 HS 5m2 1,375,176 51 3.19
Spt3 �MMS 2h1 2,874,711 83 5.19
Spt3 �MMS 2h1 1,085,071 34 2.13
Spt3 �MMS 1h1 959,897 30 1.88
Spt3 �MMS 1h1 539,541 16 1.00
Spt3 �MMS 30m1 1,903,997 57 3.56
Spt3 �MMS 30m1 1,287,958 39 2.44
Spt3 �MMS 2h2 1,674,694 51 3.19
Spt3 �MMS 2h2 1,114,933 34.5 2.16
Spt3 �MMS 1h2 1,613,405 49.5 3.09
Spt3 �MMS 1h2 1,519,166 44 2.75
Spt3 �MMS 30m2 1,902,779 56 3.50
Spt3 �MMS 30m2 1,648,994 50.5 3.16
Spt3 mock HS 15m1 2,157,762 55 3.44
Spt3 HS 15m1 852,461 31 1.94
Spt3 mock HS 5m1 2,207,208 54 3.38
Spt3 HS 5m1 1,228,132 20 1.25
Spt3 mock HS 15m2 2,531,648 48 3.00
Spt3 HS 15m2 1,360,396 35 2.19
Spt3 mock HS 5m2 1,820,703 23 1.44
Spt3 HS 5m2 1,430,151 32.5 2.03
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induction, with the latter being the time point when TFIID
occupancy was previously detected (51, 52). Interestingly,
TFIID occupancy increased over the time course, whereas
SAGA occupancy increased initially and then decreased back
to the uninduced levels (Fig. 3A). Thus, our inability to initially
detect TFIID occupancy may be due to delayed recruitment.
Importantly, these results suggest that MMS-induced promot-
ers may transition from an early, SAGA (Spt3)-regulated state
to a more constitutive, TFIID (TAF1)-regulated state later on.
This contrasts with their apparently simultaneous recruitment
to heat shock-induced genes. Simultaneous recruitment might
be due to the fact that the heat shock response is more tran-
sient and more robust than the response to MMS, and thus
heat shock genes may need to deploy SAGA and TFIID more
quickly. The MMS response, being more sustained, might
therefore deploy the SAGA “emergency” response early and
the sustainable TFIID response over the long haul.

Given the differences in the physiological and kinetic natures
of the two responses, where the heat shock response is a very
rapid response and the DNA damage response is a delayed
response, it can be argued that the comparison between TFIID
and SAGA was done when the heat shock response was in its

decline (at 15 min), whereas the DNA damage response was
on the rise (at 30 min). Thus, the differences seen in the
recruitment of TFIID might actually be due to the differences
in timing at which the localization was monitored.

To obtain a more refined time course, we performed ChIP-
seq analysis of Taf1 and Spt3 in the presence and absence of
MMS for 0.5, 1, and 2 h. For heat shock, two time points, 5 and
15 min, were used along with mock heat shock for the same
periods. Biological replicates were generated for each condi-
tion and every time point. ChIP material was subjected to deep
sequencing, using an AB SOLiD genome sequencer.

Median tag counts were first calculated for �1,089 inter-
genic regions between two convergently transcribed genes
(“T-T” regions). Little binding was expected in these regions
due to the lack of a promoter, thus reflecting the background.
Data sets were then scaled to achieve an equal background
(median T-T value), inasmuch as the total number of acquired
tags is a property of the sequencing process rather than having
a biological basis. Changes in occupancy (tag counts) in re-
sponse to MMS or heat shock were then calculated as ratios
relative to mock treatment. Biological replicates were well
correlated and thus were averaged.

FIG. 1. Changes in factor occupancy in response to 30 min of MMS treatment in comparison to a heat shock response. (A) Venn diagram
illustrating the gene membership overlap for genes in equivalently labeled clusters in panel B. (B) Cluster plots of changes in factor occupancy and
gene expression (as indicated). MMS-treated and heat shock-treated data sets were clustered separately. Data were filtered to retain only those
having 100% data present and �1.5-fold changes in occupancy in at least one data set. The numbers of genes meeting such criteria are indicated.
Data were clustered by K means (K � 4 for MMS and K � 3 for heat shock). BY4741 represents a negative control in which the untagged parental
strain was processed through the standard TAP-ChIP procedure. Data shown are for the “UAS” and “TSS” microarray probes. The Spt3 ChIP
data set used the “UAS” probe, whereas the remaining factors used the “TSS” probe. (C) Median log2 values for data sets in cluster 1.
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In response to MMS, SAGA recruitment increased after 30
min, remained steady through 1 h, and then dropped precipi-
tously by 2 h of MMS induction (Fig. 3B). In contrast, TFIID
occupancy remained low through 1 h and then increased ro-
bustly by 2 h of MMS treatment. Throughout this time, expres-
sion levels stayed constant (Fig. 3C), indicating that the tran-
sition from SAGA- to TFIID-supported transcription had a
minimal effect on mRNA output.

Heat shock, on the other hand, showed simultaneous re-
cruitment of TFIID and SAGA at 5 min and through 15 min of
exposure (Fig. 3D). Strikingly, 5 min of heat shock resulted in
more recruitment of both SAGA and TFIID than did 15 min
of heat shock. Transcript levels, however, continued to in-
crease slightly (Fig. 3E), consistent with the well-established
peak of the transient heat shock response at 15 min of expo-
sure (4, 13). The combined set of ChIP-chip, ChIP-seq, and
expression data suggests that the sustained DNA damage re-
sponse involves a transient SAGA-directed PIC assembly,
which is replaced by TFIID-directed PIC assembly. In contrast,
the rapid and transient heat shock response is characterized by

a transient and parallel deployment of both the SAGA- and
TFIID-directed pathways.

Unexpected mobilization and retention in response to stress
of factors that are not coupled to a transcriptional response.
We next examined MMS-repressed genes. Like heat shock-
repressed genes, which tend to be TFIID dominated, we saw a
loss of the GTFs (including TFIID) upon MMS treatment,
although their initial levels were relatively low, as is typical of
housekeeping genes (Fig. 4A). This is consistent with the no-
tion of a common PIC pathway for housekeeping genes that is
shut down during a stress response. We did not see a loss of
SAGA from repressed promoters, whether responding to
MMS or to heat shock. Conceivably, the retention of SAGA
might contribute to the reestablishment of transcription of
these genes once the stress has been alleviated, although this
remains to be tested.

For both MMS-treated and heat-shocked cells, we observed
a third type of gene cluster (cluster 3) in which SAGA (Spt3)
occupancy increased upon treatment (Fig. 4B). These SAGA-
recruited genes were generally distinct in the two responses

FIG. 2. Factor occupancy levels at RNR genes and MMS-induced genes in comparison to heat shock-induced genes. (A to E) Each panel tracks
the indicated GTF and reports the median occupancy level for the indicated gene or set of genes. Values represent medians for cluster 1 data,
represented as log2 fold changes over background in the presence or absence of MMS or heat shock, as indicated. The same data used to plot fold
changes in occupancy for Fig. 1 were used here. “Low” and “high” represent the bottom and top 10th percentiles of transcription frequency, as
defined by Holstege et al. (17). “RP” denotes ribosomal protein genes. The “TSS” probe was used for all data except for the SAGA data, for which
the “UAS” probe was used, which is where SAGA is thought to bind (23, 43). For the RNR4 gene, the “UAS” probe was used instead of the “TSS”
probe because it was located closer to the known core promoter region. This places it out of range of where SAGA might be expected to bind.
The absence of a significant signal from the RNR3 TSS probe (used for Sua7, Taf1, and Rpo21) may be due to a defect in the probe. Values for
the RNR genes represent the averages of two measurements, whereas values for gene sets represent median values of �200 measurements (two
replicates of �100 genes) and thus are more robust.
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(Fig. 1A). They were lowly expressed and had low to moderate
levels of Pol II and TFIIH. The heat shock-defined set had
relatively high levels of TFIID and TFIIB that did not change
with MMS treatment. This may be equivalent to partial PIC
assembly, which was described previously (50). The same was
not observed for cluster 3 genes defined by MMS treatment.
Gene ontology analysis did not reveal any functional grouping
of these genes. While we do not know the basis for these
seemingly innocuous changes in SAGA occupancy, they do not
seem to be coupled to transcription, nor is the phenomenon
stress specific. As reported before (50), the genome undergoes
a number of coordinated factor occupancy changes in response
to stress, without any apparent or immediate effect on tran-

scription. Nonetheless, regulation in the genome is plastic and
perhaps rearranges factors that might help the cell to contend
with other stresses that might be linked to and occur subse-
quent to the primary stress.

Crt1 is not linked to MMS-induced genes. Given the histor-
ical focus on a select set of model genes (RNR2, -3, and -4) to
decipher MMS derepression mechanisms, we mapped the ge-
nome-wide locations of other factors connected to MMS de-
repression. In particular, we examined Crt1 and its corepressor
Tup1 (9, 18, 27). Crt1 reportedly binds to the sequence T(C/
T)GCCATGGCAAC (48) and recruits the chromatin core-
pressor Tup1 (55). At least at the RNR genes, Crt1 and Tup1
ultimately dissociate upon DNA damage by MMS (9, 18, 27,
53), and this results in derepression of RNR gene expression.
This mechanism deduced for the RNR genes is a model for the
regulation for DNA damage-inducible genes.

We addressed the validity of our Crt1 and Tup1 ChIP-chip
data in four ways. First, we examined all regions significantly
bound by Crt1 by using MEME and found that it identified the
canonical Crt1 site as a highly enriched motif (E value � 7.4 �
10�7) (Fig. 5A). Thus, our Crt1 ChIP data set has high spec-
ificity for its previously defined cognate site. Second, we deter-
mined the genome-wide overlap of the top 100 loci with sig-
nificantly bound Crt1 and the top 250 loci with significantly
bound Tup1 (Fig. 5B). A very strong overlap of bound regions
was observed (P � 10�65). Thus, Crt1 linkage to Tup1 is
widespread and robust. Third, we examined Crt1 and Tup1
occupancy at the RNR genes. As shown in Fig. 5C, Crt1 and
Tup1 were detected by ChIP-chip analysis at RNR2 and RNR3,
as expected. Little was detected at RNR4, but this might be due
to the fact that the probes for RNR4 were not at an optimal
location (illustrated in Fig. 5C). Fourth, upon MMS induction,
Crt1 is reportedly depleted at the RNR genes (18, 51, 52). At
RNR2 and RNR3, we indeed saw a reduction of Crt1 upon
MMS treatment, although the amount of depletion was rather
modest (1.5- to 2-fold). Together, these findings validate the
Crt1 and Tup1 data sets (beyond the standard metrics of re-
producibility).

We evaluated Crt1 occupancy at MMS-induced genes as
well as at the top 100 Crt1-bound locations for purposes of
comparison. Surprisingly, the median occupancy level of Crt1
at MMS-induced genes was rather low, and this did not change
with MMS induction (Fig. 5D). Similarly, Tup1 levels were low
at MMS-induced genes and did not change upon MMS induc-
tion. When we examined the overlap between Crt1-bound
genes and MMS-induced genes, only four genes overlapped
(P � 0.8) (Fig. 5E). A similar low level of overlap was seen with
Tup1. However, the few overlapping genes did include the
RNR genes. Thus, Crt1 and Tup1, despite being present at
RNR genes and behaving as previously reported, do not appear
to have a widespread linkage to the MMS-induced DNA dam-
age response.

Chromatin remodelers are present constitutively at DNA
damage-inducible genes. ATP-dependent chromatin remodel-
ers play important roles in repression and activation of DNA
damage-inducible genes (3, 30, 36). We therefore examined
the genomic distribution of several remodeling complexes, in-
cluding RSC (Rsc2), SWI/SNF (Snf2), INO80 (Ino80), and
ISW1, at bulk MMS-inducible genes, as well as the RNR genes,
in response to MMS and heat shock (Fig. 6). For purposes of

FIG. 3. Delayed acquisition of TFIID at MMS-induced genes, as
opposed to simultaneous acquisition of TFIID and SAGA at heat
shock-induced genes. (A) Genome-wide Spt3 and Taf1 occupancy
changes (ChIP-chip) after 0.5 and 2 h of MMS induction for MMS-
induced genes (cluster 1). (B) Changes in occupancy (ChIP-seq) of
Spt3 and Taf1 after 0.5 h, 1 h, and 2 h of MMS induction at the
MMS-inducible genes. (C) Corresponding changes in mRNA levels
are shown. *, the expression data are from the work of Gasch et al.
(12). (D) Changes in occupancy (ChIP-seq) of Spt3 and Taf1 following
heat shock induction for 5 and 15 min at heat shock-inducible genes.
(E) Corresponding changes in mRNA are shown. *, expression data
are from the work of Gasch et al. (13); a*, expression data are from the
work of Zanton and Pugh (50).
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setting the dynamic range, we also plotted the apparent occu-
pancy levels at the top 5th and bottom 50th percentiles for all
genes (more than half of all genes are expected to have back-
ground levels of occupancy). In general, moderately high levels
of the RSC, SWI/SNF, and INO80 remodeling complexes were
present at MMS-inducible genes prior to and subsequent to
induction. The ISW1 complex appeared to be absent from
promoter regions of MMS-induced genes. With the exception

of SWI/SNF, these remodelers appeared to be absent from
RNR4, although we cannot exclude the likely possibility that
the RNR4 probes were not in a proper position to detect
occupancy. We also detected high-level occupancy of ISW1 at
RNR3. Since the bulk MMS-induced genes have substantial
gene membership, the collective bulk assessment of occupancy
at these genes should not be affected by a small number of
out-of-position probes.

FIG. 4. Occupancy levels at genes that are repressed or unaffected by MMS or heat shock. Occupancy levels are reported for genes in cluster
2 (A; repressed or downregulated) and cluster 3 (B; genes that acquire SAGA but are not immediately activated), as described in the legend to
Fig. 2.
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FIG. 5. Crt1 is not linked to MMS-induced genes. (A) Crt1 motif, obtained using MEME, for the significantly bound genes. (B) Venn diagram
illustrating the overlap between Crt1- and Tup1-enriched genes genome-wide. Only the topmost 100 Crt1-occupied genes and the topmost 250
Tup1-occupied genes were used. Genes with lower measured occupancy levels of these factors (false-negative results) became less distinguishable
from false-positive results and thus were not used. Such stringent filtering would therefore limit the degree of overlap. (C) Bar graph representing
Crt1 and Tup1 occupancy, represented as log2 fold changes over background in the presence or absence of MMS at RNR genes. UAS and TSS
probe distributions along with Crt1 X-box sites at the RNR2, RNR3, and RNR4 genes are shown. (D) Bar graph illustrating Crt1 and Tup1
occupancies, represented as log2 fold changes over background in the presence or absence of MMS at MMS-inducible genes. Data shown are for
the “UAS” microarray probes. (E) Venn diagram representing the overlap between MMS-inducible genes (defined in the legend to Fig. 1A and
B) and the Crt1- and Tup1-enriched genes.
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In contrast to the case with MMS induction, heat shock-
induced genes had comparatively little SWI/SNF and RSC but
contained INO80 and ISW1, and their occupancies changed
little with heat shock. This comparatively low SWI/SNF enrich-
ment, nevertheless, was similar in magnitude to previous ob-
servations, especially at the promoter region, since only the
occupancies at the UAS probes were used for the remodelers
(38). Thus, classes of genes that respond to distinct environ-
mental stimuli appear to involve the constitutive presence of
different but also overlapping sets of chromatin remodeling
complexes.

MMS-induced accumulation of Gcn4 at amino acid biosyn-
thetic genes. In addition to DNA, MMS damages proteins (1,
21, 24, 31). Sufficient damage triggers protein turnover and a
requirement for additional protein biosynthesis that places de-
mands on the free amino acid pool. MMS treatment is known
to induce amino acid biosynthetic genes, which are under the
control of Gcn4 (21). We therefore examined whether MMS
treatment led to increased occupancy of Gcn4 at the 31 amino
acid biosynthetic genes that contain a Gcn4 binding site. We
examined Gcn4 occupancy under normal conditions, in the
presence of MMS, and also after heat shock (as a control). In

FIG. 6. Constitutive presence of many chromatin remodelers at DNA damage-inducible genes. Each panel tracks the indicated chromatin
remodeler and reports the median occupancy levels at the “UAS” probe for the MMS- and heat shock-inducible genes along with the RNR genes.
Median occupancy values are represented as log2 fold changes over background in the presence or absence of MMS or heat shock, as indicated.
The occupancy levels at the top 5th and 50th percentiles of all genes were also plotted to set the dynamic range.
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the presence of MMS, Gcn4 was recruited to most of the 31
genes (Fig. 7A). This level of robust recruitment was not ob-
served during heat shock, demonstrating its specificity toward
MMS. As reported previously (21, 31), we also found the
expected increase in expression of the amino acid biosynthetic
genes in response to MMS treatment but not to heat shock
(Fig. 7B). For the 31 genes, we observed preferential recruit-
ment of SAGA (Spt3) and not TFIID (Taf1), consistent with
our observations of other MMS-induced genes (Fig. 7C). Thus,
Gcn4 is recruited to amino acid biosynthetic genes in response
to MMS, likely in response to protein damage, and this leads to

assembly of a transcription machinery that likely involves the
SAGA complex.

DISCUSSION

Serial versus parallel implementation of the SAGA and
TFIID PIC assembly pathways. The goal of this study was to
evaluate the similarities and differences in PIC assembly when
sets of genes respond to distinct environmental stimuli. The
basic question is whether different genes responding to differ-
ent stimuli set up their PICs in basically the same way. We

FIG. 7. Increased occupancy of Gcn4 and SAGA at MMS-induced amino acid biosynthetic genes. (A) Frequency distribution plot illustrating
changes in occupancy of Gcn4 at the UAS probes in response to heat shock and MMS. (B) Bar graph representing changes in expression of the
31 amino acid biosynthetic genes in response to MMS or heat shock. Changes in expression of MMS- or heat shock-inducible genes (cluster 1 genes
from Fig. 1) were used to set the dynamic range. (C) Each panel tracks the indicated GTF and reports the median changes in occupancy in response
to MMS or heat shock at the amino acid biosynthetic genes as well as the MMS- or heat shock-inducible (cluster 1) genes.
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found this not to be the case, although commonalities exist. We
chose to compare the DNA damage and heat shock responses
because prior expression profiling studies suggested that they
elicit similar (ESR) as well as distinct stress-specific responses
(12, 13). Also, there are differences between the two responses,
as one (heat shock response) is transient and the other (DNA
damage response) is more prolonged (12).

Previously, we and others reported evidence of two distinct
pathways for PIC assembly (19, 22, 25, 29, 39), with one in-
volving the SAGA complex, whose function in TBP delivery
tends to predominate at highly regulated stress-induced genes,
and the second involving TFIID, whose function in TBP de-
livery tends to operate at housekeeping genes, which tend to be
downregulated in stress. These so called stress-induced and
housekeeping genes were originally classified as the inducible
and constitutive genes (16, 22, 39). Much work has shown how
the inducible genes are more tightly regulated through activa-
tors and repressors, whereas the constitutive genes are less
dependent on activators. Additionally, studies have shown that
for constitutive or housekeeping genes, which are predomi-
nantly the TFIID-dominated genes, a mediator is dispensable
for TBP recruitment, unlike the case for SAGA-dependent
inducible genes (28). Thus, there are variations in PIC assem-
bly at SAGA- versus TFIID-dominated genes, and these may
be attributed at least in part to different activators responsible
for their activation.

When cells are exposed to an abrupt shift in temperature
from 25°C to 37°C, not only do they respond by inducing genes
important for stress tolerance, but they also increase their
metabolic rates, which necessitates increased expression of
metabolic genes (11). Thus, many heat shock-induced genes
may be transcriptionally active at 25°C, with higher activity and
factor recruitment upon an abrupt shift to 37°C.

Our study does not address interdependencies between
SAGA and TFIID. A previous study demonstrated that SAGA
is required for TFIID recruitment (42) to the hexose trans-
porter genes HXT2 and HXT4, which is consistent with the
temporal profile shown here. Another study demonstrated that
RNR3 induction by MMS is dependent upon both SAGA and
TFIID (51). On a genomic scale, genes depend on both TFIID
and SAGA, to various extents (19, 25). Taken together, the
evidence supports the notion that SAGA is present early in an
activation response, where it appears to be involved in histone
acetylation and TBP recruitment.

SAGA may promote rapid PIC assembly in response to
stress, whereas the timing of the response through TFIID may
be more stimulus specific, with heat stress creating a rapid
response and DNA damage creating a slower but more sus-
tained response. Heat shock genes tend to be more function-
ally dependent on SAGA than on TFIID, perhaps because the
response is so transient that the contribution from TFIID is not
fully realized. MMS-induced genes tend to be more TFIID
dominated, despite the presence of SAGA, perhaps because
the SAGA contribution to PIC assembly is rather short and the
TFIID contribution is rather prolonged during sustained acti-
vation of these genes. Once the TFIID pathway takes charge,
the presence of SAGA may not be required (at least for PIC
assembly).

Conceivably, genes that are regulated to have their assembly
pathways in constant flux, from highly repressed to highly ac-

tivated, may be more SAGA dominated due to the rapidity
with which SAGA can promote transient PIC assembly com-
pared to the slower TFIID recruitment, and possibly slower
TFIID-directed PIC assembly. However, slower TFIID recruit-
ment may be gene specific or specific for types of environmen-
tal responses rather than an inherent limitation of TFIID, in
that recruitment is rapid at heat shock-induced genes. Thus, a
loss of TFIID would have less of an impact than a loss of
SAGA for high-flux genes. Genes that are regulated by a more
sustained recruitment of the PIC may nevertheless recruit both
SAGA and TFIID, but a long-lived presence of TFIID might
be manifested by a greater dependence on it.

Both heat shock and DNA damage induce a common set of
about 25 genes, based upon the stringent filtering criteria used
in our study. In regard to the timing of SAGA/TFIID recruit-
ment, they followed the MMS-induced serial recruitment pat-
tern when responding to MMS but followed the heat shock-
induced parallel pattern when responding to heat shock (data
not shown). Thus, the type of environmental stress and, by
implication, the respective stress-specific signal transduction
cascade may dictate the predominant PIC assembly pathway
(and timing) for a given gene.

Thus far, studies have shown how cells exposed simulta-
neously to two different stress conditions, such as hypo-osmotic
shock along with mild heat shock, show a combined genomic
response, which is usually a sum of both responses (14). This
shows how efficiently cells can respond independently to two
different conditions simultaneously and is another example of
how multiple diverse regulatory pathways orchestrate a re-
sponse to a distinct environmental condition. It would there-
fore be interesting to study PIC assembly under varied stress
conditions, independently as well as in combination, to dissect
all of the complex mechanisms employed by cells to ensure
survival.

Apart from RNR genes, Crt1 does not play a widespread role
at DNA damage-inducible genes. Our finding that Crt1 is not
present at MMS-inducible genes, except for RNR genes, was
surprising because the notion that Crt1 negatively regulates the
RNR genes has been a model for DNA damage-inducible gene
regulation. One question that remains to be addressed is what
other factors (if any) play a role in repression of those genes
under normal growth conditions. Additionally, if Crt1 does not
bind to DNA damage-inducible genes, then what common
thread links it to the genes to which it does bind?

Constitutive presence of chromatin remodeling complexes.
We found that both heat shock- and DNA damage-inducible
genes involve multiple chromatin remodeling complexes that
appear to be constitutively present before and after induction.
The two classes of genes utilize the same and different chro-
matin remodeling complexes. While the basis for this distinc-
tion is unclear, differential use of chromatin remodelers might
be related to lower levels of uninduced expression in one class
versus the other, or it may be related to transient versus sus-
tained induction, perhaps in some way linked to serial versus
parallel use of the SAGA and TFIID PIC assembly pathways.
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