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Abstract

Cooperative diversity has been recently proposed as a whyrovirtual antenna arrays that provide dramatic
gains in slow fading wireless environments. However moghefproposed solutions require distributed space-time
coding algorithms, the careful design of which is left fotute investigation if there is more than one cooperative
relay. We propose a novel scheme, that alleviates thesdepnetand provides diversity gains on the order of the
number of relays in the network. Our scheme first selects #w kelay from a set ofi/ available relays and
then uses this "best” relay for cooperation between the ceoand the destination. We develop and analyze a
distributed method to select the best relay that requiredepology information and is based on local measurements
of the instantaneous channel conditions. This method agaires no explicit communication among the relays.
The success (or failure) to select the best available paplerdts on the statistics of the wireless channel, and a
methodology to evaluate performance for any kind of wirglelsannel statistics, is provided. Information theoretic
analysis of outage probability shows that our scheme aehitlve same diversity-multiplexing tradeoff as achieved
by more complex protocols, where coordination and disteduispace-time coding fak/ nodes is required, such
as those proposed in [7]. The simplicity of the techniquimved for immediate implementation in existing radio
hardware and its adoption could provide for improved flditiireliability and efficiency in future 4G wireless
systems.

Index Terms

Network cooperative diversity, outage probability, carere time, fading channel, wireless networks.

. INTRODUCTION

N this work, we propose and analyze a practical scheme thaisfa virtual antenna array among single
antenna terminals, distributed in space. The setup inslidset of cooperating relays which are willing to
forward received information towards the destination dreproposed method is about a distributed algorithm that
selects the most appropriate relay to forward informatmmatrds the receiver. The decision is based on the end-
to-end instantaneous wireless channel conditions andl¢fugithm is distributed among the cooperating wireless

terminals.

The best relay selection algorithm lends itself naturaity icooperative diversity protocols [12], [13], [6], [14],
which have been recently proposed to improve reliabilitwireless communication systems using distributed virtual
antennas. The key idea behind these protocols is to credioadl paths between the source and destination using
intermediate relay nodes. In particular, Sendonaris,Esakid Aazhang [12], [13] proposed a waylmamforming
where source and a cooperating relay, assuming knowledgheoforward channel, adjust the phase of their
transmissions so that the two copies can add coherentlyeati¢istination. Beamforming requires considerable
modifications to existing RF front ends that increase comifyl@nd cost. Laneman, Tse and Wornell [6] assumed no
CSI at the transmitters and therefore assumed no beamfgrajpabilities and proposed the analysis of cooperative
diversity protocols under the framework of diversity-nipiktxing tradeoffs. Their basic setup included one sender,
one receiver and one intermediate relay node and both areogell as digital processing at the relay node
were considered. Subsequently, the diversity-multipigxradeoff of cooperative diversity protocols with muléip
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Fig. 1. A transmission is overheard by neighboring nodestributed Space-Time coding is needed so that all overgarddes could
simultaneously transmit. In this work we analyze "Oppoistin Relaying” where the relay with the strongest trangenitelay-receiver path
is selected, among several candidates, in a distributddofasising instantaneous channel measurements.

relays was studied in [7], [1]. While [7] considered the cadeorthogonal transmissidnbetween source and
relays, [1] considered the case where source and relaysl ¢@rismit simultaneously. It was shown in [1] that
by relaxing the orthogonality constraint, a considerabiprovement in performance could be achieved, albeit at a
higher complexity at the decoder. These approaches werevasvinformation theoretic in nature and the design
of practical codes that approach these limits was left fothfr investigation.

Such code design is difficult in practice and an open areas#areh: while space time codes for the Multiple
Input Multiple Output (MIMO) link do exist [16] (where the gannas belong to the same central terminal), more
work is needed to use such algorithms in the relay channarevantennas belong to different terminals distributed
in space. The relay channel is fundamentally different thH@n point-to-point MIMO link since information is
not a priori known to the cooperating relays but rather needs to be conaated over noisy links. Moreover,
the number of participating antennas is not fixed since iteddp on how many relay terminals participate and
how many of them are indeed useful in relaying the infornmati@nsmitted from the source. For example, for
relays that decode and forward, it is necessary to decodmssitlly before retransmitting. For relays that amplify
and forward, it is important to have a good received SNR, retlse they would forward mostly their own noise
[20]. Therefore, the number of participating antennas inpavative diversity schemes is in general random and
space-time coding invented for fixed number of antennasldhuel appropriately modified. It can be argued that
for the case of orthogonal transmission studied in the pteserk (i.e. transmission during orthogonal time or
frequency channels) codes can be found that maintain astiadigyy in the absence of a number of antennas (relays).
That was pointed in [7] where it was also emphasized thatnitaias to be seen how such codes could provide
residual diversity without sacrifice of the achievable sat short, providing for practical space-time codes for
the cooperative relay channel is fundamentally differbantspace-time coding for the MIMO link channel and is
still an open and challenging area of research.

Apart from practical space-time coding for the cooperatiglay channel, the formation of virtual antenna
arrays using individual terminals distributed in spaceyuiees significant amount of coordination. Specifically,
the formation of cooperating groups of terminals involvéstributed algorithms [7] while synchronization at the
packet level is required among several different trangmsittThose additional requirements for cooperative dityers
demand significant modifications to almost all layers of tbenmunication stack (up to the routing layer) which
has been built according to "traditional”, point-to-pofiimion-cooperative) communication.

In fig.[D a transmitter transmits its information towards teeeiver while all the neighboring nodes are in listening
mode. For a practical cooperative diversity in a three-nestap, the transmitter should know that allowing a relay
at location (B) to relay information, would be more efficighin repetition from the transmitter itself. This is not

INote that in that scheme the relays do not transmit in mytuathogonal time/frequency bands. Instead they use a djrmeecode to
collaboratively send the message to the destination. Qothality refers to the fact that the source transmits in tgloés orthogonal to the
relays. Throughout this paper we will refer to Laneman’sessl as orthogonal cooperative diversity.



a trivial task and such event depends on the wireless chaonelitions between transmitter and receiver as well
as between transmitter-relay and relay-receiver. Whahef relay is located in position (A)? This problem also
manifests in the multiple relay case, when one attemptsnplgy the physical layer protocol by choosing the
best available relay. In [19] it was suggested that the balalyrbe selected based on location information with
respect to source and destination based on ideas from gdogmhrouting proposed in [17]. Such schemes require
knowledge or estimation of distances between all relaysdmstination and therefore require either a) infrastrectur
for distance estimation (for example GPS receivers at ezxohinial) or b) distance estimation using expected SNRs
which is itself a non-trivial problem and is more appropziddr static networks and less appropriate for mobile
networks, since in the latter case, estimation should beategd with substantial overhead.

In contrast, we propose a novel scheme that selects the d&lagt between source and destination based on
instantaneoushannel measurements. The proposed scheme requires ntekigevof the topology or its estimation.
The technique is based on signal strength measurements thtn distance and requires a small fraction of the
channelcoherence timeAll these features make the design of such a scheme higlalNeclging and the proposed
solution becomes non-trivial. Additionally, the algorithitself provides for the necessary coordination in time and
group formation among the cooperating terminals.

The three-node reduction of the multiple relay problem wesider, greatly simplifies the physical layer design.
In particular, the requirement of space-time codes is cetapyl eliminated if the source and relay transmit in
orthogonal time-slots. We further show that there is esa&nino loss in performance in terms of the diversity-
multiplexing tradeoff as compared to the transmission sehe [7] which requires space-time coding across the
relays successful in decoding the source message. We dsdhad our scheme can be used to simplify the non-
orthogonal multiple relay protocols studied in [1]. Intuitly, the gains in cooperative diversity do not come from
using complex schemes, but rather from the fact that we hawegh relays in the system to provide sufficient
diversity.

The simplicity of the technique, allows for immediate implentation in existing radio hardware. An implementa-
tion of the scheme using custom radio hardware is reportéf].ifts adoption could provide for improved flexibility
(since the technique addresses coordination issues)bitéyi and efficiency (since the technique inherently ésil
upon diversity) in future 4G wireless systems.

A. Key Contributions

One of the key contribution of this paper is to propose andyaraa simplification of user cooperation protocols
at the physical layer by using a smart relay selection algariat the network layer. Towards this end, we take the
following steps:

« A new protocol for selection of the "best” relay between therse and destination is suggested and analyzed.
This protocol has the following features:

— The protocaol is distributed and each relay only makes lobahael measurements.

— Relay selection is based on instantaneous channel camglitioslow fading wireless environments. No
prior knowledge of topology or estimation of it is required.

— The amount of overhead involved in selecting the best redayinimal. It is shown that there is a flexible
tradeoff between the time incurred in the protocol and ttseilteng error probability.

« The impact of smart relaying on the performance of user catipen protocols is studied. In particular, it
is shown that for orthogonal cooperative diversity protedbere is no loss in performance (in terms of the
diversity multiplexing tradeoff) if only the best relay piaipates in cooperation. Opportunistic relaying progde
an alternative solution with a very simple physical layerctmventional cooperative diversity protocols that
rely on space-time codes. The scheme could be further ussdniglify space-time coding in the case of
non-orthogonal transmissions.

Since the communication scheme exploits the wireless @aatnits best, via distributed cooperating relays,
we naturally called itopportunistic relaying The term "opportunistic” has been widely used in variouedent
contexts. In [23], it was used in the context of repetitiv@nsmission of the same information over several paths,
in 802.11b networks. In our setup, we do not allow repetigorce we are interested in providing diversity without
sacrificing the achievable rates, which is a characterigtiepetition schemes. The term "opportunistic” has also
been used in the context of efficiefiboding of signals in multi-hop networks [24], to increase commatimn
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Fig. 2. Source transmits to destination and neighboringes@yerhear the communication. The "best” relay among Midanes is selected
to relay information, via a distributed mechanism and basedhstantaneous end-to-end channel conditions. For thergity-multiplexing
tradeoff analysis, transmission of source and "best” radagur in orthogonal time channels. The scheme could beyeasidified to
incorporate simultaneous transmissions from source asdt”lvelay.

range and therefore has no relationship with our work. We éncountered the term “opportunistic” in the work
by Viswanath, Tse and Laroia [25], where the base statiormydwselects the best user for transmission in an
artificially induced fast fading environment. In our work,naechanism of multi-user diversity is provided for
the relay channel, in single antenna terminals. Our prapessbeme, resembleselection diversitithat has been
proposed for centralized multi-antenna receivers [8]. un getup, the single antenna relays are distributed in space
and attention has been given in selecting the “best” passibtenna, well before the channel changes again, using
minimal communication overhead.

In the following section, we describe in detail opportuiciselaying and contrast its distributed, location infotioa-
free nature to existing approaches in the field. Probaisilistalysis and close form expressions regarding the ssicces
(or failure) and speed of “best” path selection, for any kafdwvireless channel statistics, are provided in section
[ In section[IM we prove that opportunistic relaying has performance loss compared to complex space-time
coding, under the same assumptions of orthogonal chararerissions [7] and discuss the ability of the scheme
to further simplify space-time coding for non-orthogonhhonels. We also discuss in more detail, why space-time
codes designed for the MIMO link are not directly applicatilethe cooperative relay channel. We conclude in
sectionY.

[I. DESCRIPTION OFOPPORTUNISTICRELAYING

According to opportunistic relaying, a single relay amorsggtofM relay nodes is selected, depending on which
relay provides for the "best” end-to-end path between smard destination (fidd L] 2). The wireless channgl
between source and each relags well as the channe); between relay and destination affect performance. These
parameters model the propagation environment between@mynanicating terminals and change over time, with
a rate that macroscopically can be modelled ashibppler shift inversely proportional to the channebherence
time Opportunistic selection of the “best” available relaydlwes the discovery of the most appropriate relay, in
a distributed and “quick” fashion, well before the channehiges again. We will explicitly quantify the speed of
relay selection in the following section.

The important point to make here is that under the proposkense, the relay nodes monitor thestantaneous
channel conditions towards source and destination, anidelét a distributed fashion which one has gteongest
path for information relaying, well before the channel ofpesmagain. In that way, topology information at the relays
(specifically location coordinates of source and destimadit each relay) is not needed. The selection proessds
to the physics of wireless propagation, which are in gengeglendent on several parameters including mobility
and distance. By having the network select the relay with dttengest end-to-end patmacroscopicfeatures
like “distance” are also taken into account. Moreover, theppsed technique is advantageous over techniques
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that select the best relay priori, based on distance toward source or destination, sincandistdependent relay
selection neglects well-understood phenomena in wirglegsagation such eshadowingor fading communicating
transmitter-receiver pairs with similar distances miglalvdr enormous differences in terms of received SNRs.
Furthermore, average channel conditions might be lessopppte for mobile terminals than static. Selecting
the best available path under such conditions (zero togolofprmation, "fast” relay selection well bellow the
coherence time of the channel and minimum communicatiomh@asl) becomes non-obvious and it is one of the
main contributions of this work.

More specifically, the relays overhear a single transmissiba Ready-to-Send (RTS) packet and a Clear-to-
Send (CTS) packet from the destination. From these packetselays assess how appropriate each of them is
for information relaying. The transmission of RTS from tteugce allows for the estimation of the instantaneous
wireless channel,; between source and reldyat each relay (fig. [@). Similarly, the transmission of CTS from
the destination, allows for the estimation of the instaatars wireless channe}; between relay and destination,
at each relay, according to the reciprocity theorem[26Note that the source does not need to listen to the CTS
packet from the destination.

Since communication among all relays should be minimizedrdduced overall overhead, a method based on
time was selected: as soon as each relay receives the CT8&tpiaskarts a timer from a parameterbased on the
instantaneous channel measuremenisa;;. The timer of the relay with the best end-to-end channel itimmg
will expire first. That relay transmits a short duratifiag packet, signaling its presence. All relays, while waiting
for their timer to reduce to zero (i.e. to expire) are in listg mode. As soon as they hear another relay to flag
its presence or forward information (the best relay), thagkboff.

For the case where all relays can listen source and destipddut they are "hidden” from each other (i.e. they
can not listen each other), the best relay notifies the dagimwith a short duratioflag packet and the destination
notifies all relays with a short broadcast message.

The channel estimates,;, a;; at each relay, describe the quality of the wireless path &twsource-relay-
destination, for each relay Since the two hops are both important for end-to-end pevdioice, each relay should
quantify its appropriateness as an active relay, using atifum that involves the link quality of both hops. Two
functions are used in this work: under policy I, the minimumtlee two is selected (equatiohl (1)), while under
policy Il, the harmonic mean of the two is used (equatidn.(P)licy | selects the "bottleneck” of the two paths
while Policy Il balances the two link strengths and it is a sther version of the first one.

Under policy I: h; = min{|agi|?, |aia)?} 1)
Under policy II: 2 2 |asi|? |aal®
hi = — T PATD) 2 )
lasi|? + laiq|? ’CLSZ’ T ’ald’

The relay: that maximizes functioih; is the one with the "best” end-to-end path between initialrse and final
destination. After receiving the CTS packet, each rélayill start its own timer with an initial valud’;, inversely
proportional to the end-to-end channel quality ac&prginlg to the following equation: 3)

(2 hZ
Here \ is a constant. The units of depend on the units of;. Sinceh; is a scalar)\ has the units of time. For
the discussion in this work\ has simply values ofisecs.

hy = max{h;}, < (4)
T, = min{T;}, i € [1..M]. (5)

Therefore, the "best” relay has its timer reduced to zero (&iace it started from a smaller initial value, according
to equations[{3)E{5). This is the reléythat participates in forwarding information from the sar@he rest of the
relays, will overhear the "flag” packet from the best relay {fee destination, in the case of hidden relays) and
back off.

2\We assume that the forward and backward channels betweeaerl#lyeand destination are the same from the reciprocityrémeoNote
that these transmissions occur on the same frequency bahdaame coherence interval.

3The CTS packet name is motivated by existing MAC protocolsweler unlike the existing MAC protocols,the source doesneed to
receive this packet.



After the best relay has been selected, then it can be usedrnt@rd information towards the destination.
Whether that "best” relay will transmit simultaneously lwihe source or not, is completely irrelevant to the relay
selection process. However, in the diversity-multiplextradeoff analysis in sectidnV, we strictly allow only one
transmission at each time and therefore we can view the lbgeteeme as a two-step transmission: one from source
and one from "best” relay, during a subsequent (orthogaiirak channel (figl12).

A. A note on Time Synchronization

In principle, the RTS/CTS transmissions between sourcelastination, existent in many Medium Access Control
(MAC) protocaols, is only needed so that all intermediateayslcan assess their connectivity paths towards source
and destination. The reception of the CTS packet triggeesiah relay the initiation of the timing process, within
an uncertainty interval that depends on different propagatmes, identified in detail in sectidnllll. Therefore, an
explicit time synchronization protocol among the relays required. Explicit time synchronization would be
needed between source and destination, only if there wasrect ink between them. In that case, the destination
could not respond with a CTS to a RTS packet from the sourae tlzgrefore source and destination would need
to schedulaheir RTS/CTS exchange by other means. In such cases "ctimde”synchronization would be useful.
Accurate synchronization schemes, centralized [2] or ikegkzed [4], do exist and have been studied elsewhere.
We will assume that source and destination are in commuaitaange and therefore no synchronization protocols
are needed.

B. A note on Channel State Information (CSI)

CSI at the relays, in the form of link strengths (not signahgis), is used at the network layer for "best” relay
selection. CSl is not required at the physical layer and is exploited either at the source or the relays. The
wireless terminals in this work do not exploit CSI fbeamformingand do not adapt their transmission rate to
the wireless channel conditions, either because they ageatipg in the minimum possible rate or because their
hardware do not allow multiple rates. We will emphasize adhat no CSI at the physical layer is exploited at the
source or the relays, during the diversity-multiplexingdeoff analysis, in sectidn]V.

C. Comparison with geometric approaches

As can be seen from the above equations, the scheme depertie amstantaneous channel realizations or
equivalently, on receivethstantaneousSNRs, at each relay. An alternative approach would be to trevesource
know the location of the destination and propagate thatin&tion, alongside with its own location information to
the relays, using a simple packet that contained that lmeatiformation. Then, each relay, assuming knowledge of
its own location information, could assess its proximitw#ods source and destination and based on that proximity,
contend for the channel with the rest of the relays. That igdaa, proposed by Zorzi and Rao [17] in the context
of fading-free wireless networks, when nodes know theialmn and the location of their destination (for example
they are equipped with GPS receivers). The objective theetw study geographical routing and study the average
number of hops needed under such schemes. All relays artiopead into a specific number of geographical regions
between source and destination and each relay identifiesgisn using knowledge of its location and the location
of source and destination. Relays at the region closer tdé¢sgnation contend for the channel first using a standard
CSMA splitting scheme. If no relays are found, then relayshatsecond closest region contend and so on, until
all regions are covered, with a typical number of regionselto 4. The latency of the above distance-dependent
contention resolution scheme was analyzed in [18].

Zorzi and Rao’s scheme of distance-dependent relay satewtas employed in the context of Hybrid-ARQ,
proposed by Zhao and Valenti [19]. In that work, the requesan Automatic Repeat Request (ARQ) is served
by the relay closest to the destination, among those that Hacoded the message. In that case, code combining
is assumed that exploits the direct and relayed transmiggiat’s why the termHybrid was used) Relays are
assumed to know their distances to the destination (validsi®S equipped terminals) or estimate their distances
by measuring the expected channel conditions using the AR@ests from the destination or using other means.

“The idea of having a relay terminal respond to an ARQ instdatie original source, was also reported and analyzed in I[&igfor
repetition coding instead of hybrid code combining.
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Fig. 3. The middle row corresponds to the "best” relay. Ottedays (top or bottom row) could erroneously be selectedbast” relays,
if their timer expired within intervals when they can not hélae best relay transmission. That can happen in the iftétvat <] for case
(a) (No Hidden Relays) oftr,tx] for case (b) (Hidden Relays),,t; are time points where reception of the CTS packet is conglate
best relayb and relay; respectively.

We note that our scheme of opportunistic relaying diffemsrirthe above scheme in the following aspects:

« The above scheme performs relay selection based on gedgphyions while our scheme performs selection
based on instantaneous channel conditions. In wirelessoeament, the latter choice could be more suitable
as relay nodes located at similar distance to the destimabald have vastly different channel gains due to
effects such as fading.

« The above scheme requires measurements to be only perfameedf there is no mobility among nodes but
requires several rounds of packet exchanges to determineviirage SNR. On the other hand opportunistic
relaying requires only three packet exchanges in total terdene the instantaneous SNR, but requires that
these measurements be repeated in each coherence inféeaiow in the subsequent section that the overhead
of relay selection is a small fraction of the coherence irgewith collision probability less thaf.6%.

« We also note that our protocol is a proactive protocol sincelects the best relay before transmission. The
protocol can easily be made to be reactive (similar to [19]s&lecting the relay after the first phase. However
this modification would require all relays to listen to theusme transmission which can be energy inefficient
from a network sense.

[1l. PROBABILISTIC ANALYSIS OF OPPORTUNISTICRELAYING

The probability of having two or more relay timers expire the same time” is zero. However, the probability
of having two or more relay timers expire within the same timirval ¢ is non zero and can be analytically
evaluated, given knowledge of the wireless channel stist

The only case where opportunistic relay selection fails femvone relay can not detect that another relay is
more appropriate for information forwarding. Note that wavé already assumed that all relays can listen initial
source and destination, otherwise they do not participatheé scheme. We will assume two extreme cases: a) all
relays can listen to each other b) all relays are hidden fraoh@ther (but they can listen source and destination).
In that case, the flag packet sent by the best relay is recéiged the destination which responds with a short
broadcast packet to all relays. Alternatively, other scberbased on "busy tone” (secondary frequency) control
channels could be used, requiring no broadcast packet frerdéstination and partly alleviating the "hidden”
relays problem.

From fig.[3, collision of two or more relays can happen if thethrelay timerT, and one or more other relay
timers expire withint, tc| for the case of no hidden relays (case (a)). This intervaéddp on the radio switch
time from receive to transmit modé; and the propagation times needed for signals to travel inwtineless
medium. In custom low-cost transceiver hardware, this @dwiime is typically on the order of a fewseconds
while propagation times for a range of 100 meters is on therooéll /3 pseconds. For the case of "hidden” relays
the uncertainty interval becomés,, tz] since now the duration of the flag packet should be taken iotount,
as well as the propagation time towards the destination ac#t towards the relays and the radio switch time at
the destination. The duration of the flag packet can be madd,stwen one bit transmission could suffice. In any
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case, the higher this uncertainty interval, the higher tiobability of two or more relay timers to expire within that
interval. That's why we will assume maximum valuescpfo that we can assess worst case scenario performance.
(a) No Hidden Relays:
C = Tmaz + ‘nb - nj‘maa: + ds (6)

(b) Hidden Relays:
€ = Tmaz + |6 — Njlmaz + 2ds + dur + 2npay (7

« nj: propagation delay between relgyand destinationz,,,, is the maximum.

« 7. propagation delay between two relays,,, is the maximum.

o d: receive-to-transmit switch time of each radio.

« dur: duration of flag packet, transmitted by "best” relay.
In any case, the probability of having two or more relays expiithin the same interval, out of a collection of
M relays, can be described by the following expression:

Pr(Collision) < Pr(any T; <Tp+c|j#b) (8)
where T, = min{T}}, j € [1,M] and c > 0.

Notice that we assume failure of relay selection when two orewelays collide. Traditional CSMA protocols
would require the relays to sense that collision, back-off eetry. In that way collision probability could be further
reduced, at the expense of increased latency overheaddgrgelection. We will analyze the collision probability
without any contention resolution protocol and further imgments are left for future work.

We will provide an analytic way to calculate a close-form mgsion of equatior18) for any kind of wireless
fading statistics. But before doing so, we can easily shat this probability can be made arbitrary small, close
to zero.

If T, = min{T}},j € [1, M] andY; < Y5 < ... < Y}, the ordered random variabl¢g;} with T, = Y7, andY;

the second minimum timer, thpp'(any T, <Tp+cl|j#b)=Pr(Ya<Yi+c (9)

From the last equation, we can see that this probability @mbde arbitrarily small by decreasing the parameter
c. For short range radios (on the order of 100 meters), thigimeguily equivalent to selecting radios with small
switch times (from receive to transmit mode) on the order édva microseconds.

Given thatY; = A/h(;), Y1 < Yz < ... < Yy is equivalent tol /h(y) < 1/he) < ... < 1/hup®, equation[(D) is
equivalent to Pr(Ys < Yi4¢) = Pr(— < = 1 & (10)

hy — hay A

andY) <Yz <... <Yy & hgy > hey ... > hay (b, A, c are positive numbers).

From the last equatiofi.{lL0), it is obvious that increasiref each relay (in equatiofl(3)), reduces the probability
of collision to zero since equatiof{10) goes to zero witlréasing).

In practice A can not be made arbitrarily large, since it also "regulateg’expected time, needed for the network
to find out the "best” relay. From equatiod (3) and Jenseregjirality we can see that

E[Tj] = E[M/hj] = A/ E[h;] (11)

or in other words, the expected time needed for each relayatpifé presence, is lower bounded hytimes a
constant. Therefore, there is a tradeoff between prolalufi collision and speed of relay selection. We need to
have A\ as big as possible to reduce collision probability and atshme time, as small as possible, to quickly
select the best relay, before the channel changes agaiwifien the coherence time of the channel). For example,
for a mobility of 0 — 3 km/h, the maximum Doppler shift ig,, = 2.5 Hz which is equivalent with a minimum
coherence time on the order 280 milliseconds. Any relay selection should occur well befdrat time interval
with a reasonably small probability of error. From figlile 4 wote that selecting/\ ~ 1/200 will result in a
collision probability less tha®.6% for policy I. Typical switching times result i@ ~ 5us. This givesA =~ 1ms
which is two orders of magnitude less than the coherencevalteMore sophisticated radios with= 1us will
result in A ~ 200us, which is three orders of magnitude smaller than the coloeréime?.

*The parenthesized subscripts are due to ordering of thenehaains.
®Note that the expected value of the minimum of the set of randariables(timers) is smaller than the average of thosgorarvariables.
So we expect the overhead to be much smaller than the ondateftabove
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A. CalculatingPr(Y2 < Y7 +¢)

In order to calculate the collision probability frofd (9), Viiest need to calculate the joint probability distribution
of the minimum and second minimum of a collection &f i.i.d’ random variables, corresponding to the timer
functions of theM relays. The following theorem provides this joint disttiloun:

Theorem 1:The joint probability density function of the minimum andceed minimum amongy/ > 2 i.i.d.
positive random variable$;, Ts,..., Ty, each with probability density functiorfi(t) = %ﬁt) and cumulative
distribution functionF'(t) = Pr(T < t), is given by the following equation:

Friva (Y1, y2) = {M (M =1) f(y1) fly2) 1= F(y2)IM™2 for 0 <y <y

0 elsewhere.
whereY; < Y; < Y3... < Yy, are theM ordered random variableg,, Ts,..., Th.
Proof: Please refer to appendik I. [ |

Using Theorem 1, we can show the following lemma that givedoged-form expression for the collision
probability (equatiorf]9):

Lemma 1:Given M > 2 i.i.d. positive random variableg,, T»,..., Ths, each with probability density function
f(z) and cumulative distribution functiof’(z), andY; < Y < Y3... < Y}, are theM ordered random variables
Ty, To,..., Ty, then Pr(Y, < Y + ¢), wherec > 0, is given by the following equations:

Pr(Ya<Yi+e¢)=1-1, (12)

+oo
L=MO -0 [ fw) b= P Pl o dy 13)
Proof: ‘
Please refer to append I. |
Notice that the statistics of each tim&f and the statistics of the wireless channel are related dicapto
equation[(B). Therefore, the above formulation is appliedab any kind of wireless channel distribution.

B. Results

In order to exploit theoreri]l 1 and lemrih 1, we first need to ¢aieuhe probability distribution off; for
i € [1,M]. From equation[{3) it is easy to see that the édf) and pdf f(¢) of T; are related to the respective
distributions ofh; according to the following equations:

F(t)= CDFp(t) = PHT, < t} =1 —CDFhi(%) (14)
£ = pdfr,(6) = S F(0) = 2 pidfa,(3) (15)

After calculating equationd(14){IL5), and for a giveralculated from[{6) or[{7), and a specifi; we can
calculate probability of collision using equatidn12).

Before proceeding to special cases, we need to observedhat given distribution of the wireless channel,
collision performance depends on the ratjo\, as can be seen from equati@nl(10), discussed earlier.

"The choice of identically distributed timer functions ingifly assumes that the relays are distributed in the sarngrgehical region and
therefore have similar distances towards source and déstin In that case, randomization among the timers is geavionly byfading
The cases where the relays are randomly positioned and hayeneral different distances, is a scenario where randdioizis provided
not only because of fading, but also because of different emisn In such asymmetric cases the collision probabiligxjgected to decrease
and a concrete example is provided.



Rayleigh and Ricean Fading vs lambda/c, for M=6

-8~ Policy Il (harmonic), Rayleigh, Simulation
+ Policy Il (harmonic), Rayleigh, Analysis

=4~ Policy | (min), Ricean, Simulation

-©- Policy | (min), Rayleigh, Simulation

= = Policy | (min), Rayleigh, Analysis
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3 . . . . . . . . . y
200 220 240 260 280 300 320 340 360 380 400
lambda/c

Fig. 4. Performance in Rayleigh and Ricean fading, for goli¢min) and Policy Il (harmonic mean), various values ofigat/c and
M = 6 relays, clustered at the same region. Notice that collipi@bability drops well belowi %.

1) Rayleigh Fading:Assuming|as;|, |a;q|, for anyi € [1, M], are independent (but not identically distributed)
Rayleigh random variables, themn; |2, |a;4|* are independent, exponential random variables, with patenss;, G-
respectively £fjai[?] = 1/61, Ellaial*] = 1/8,).

Using the fact that the minimum of two independent expoménti.'s with parametersi;, 5, is again an
exponential r.v with parametet; + 32, we can calculate the distributions fay under policy | (equatiofll). For
policy Il (equation[2), the distributions of the harmonic ane have been calculated analytically in [5]. Equations

@3) and [IF) become:

under policy I:
F(t) = e (Br+B2) Mt (16)
f(t) — M e—(ﬁl—irﬁz) M\t (17)

under policy II:
F(t) = A Vﬁl P X (Bi482)/(21) (A Vﬁlﬁa) a8)

2

1t = % By oo e (Pt 22 KOV L AV .

where K;(x) is the modified Bessel function of the second kind and ofder

Equation [IR) is calculated for the two policies, for the syetric case §; = (2 = El|as|?] = E[|aq|?] = 1)
of M = 6 relays. Monte-Carlo simulations are also performed unkdersame assumptions. Results are plotted in
fig. @, for various ratios\/c. We can see that Monte-carlo simulations match the resuottgiged by numerical
calculation of equatior{12) with the help of equationd {{B]).

Collision probability drops with increasing ratio of/c as expected. Policy | (the minimum”), performs
significantly better than Policy Il ("the harmonic mean”)dathat can be attributed to the fact that the harmonic
mean smooths the two path SNRs (between source-relay anddestination) compared to the minimum function.
Therefore, the effect of randomization due to fading amdwgrelay timers, becomes less prominent under Policy
Il. The probability can be kept well below, for ratio A/c above200.

2) Ricean Fading:It was interesting to examine the performance of opportimiglay selection, in the case
of Ricean fading, when there is a dominating communicatiath fpoetween any two communicating points, in
addition to many reflecting paths and compare it to Rayledgtinfy, where there is a large number of equal power,
independent paths.
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x10° Assymetry and collision probability

§ v=3,Policy I (harmonic)
-9~ v=4,Policy Il (harmonic)
-0 v=3,Policy | (min)
-©- v=4,Policy | (min)

Probability of Collision

00 Case 1
[ | @8@ | 5F
- @é@) Case 2 = 4T
©©© .
O Case 3 |
n é@g@ n ?

I I I I
Case 2 Case 3 Case 4

. .
Case 4 Case 1
4 different topologies for M=6

E O O O O O O =m

Fig. 5. Unequal expected values (moments) among the two $atRs or among the relays, reduce collision probability. Mar@l
¢/ = 1/200 for the four different topologies considered.

Keeping the average value of any channel coefficient the g#fje|?] = 1) and assuming a single dominating
path and a sum of reflecting paths (both terms with equal pieder), we plotted the performance of the scheme
when policy | was used, using Monte-Carlo simulations {fly.\We can see that in the Ricean case, the collision
probability slightly increases, since now, the realizasiof the wireless paths along different relays are cludtere
around the dominating path and vary less, compared to Rgwfading. Policy Il performs slightly worse, for the
same reasons it performed slightly worse in the Rayleiginadase and the results have been omitted.

In either cases of wireless fading (Rayleigh or Ricean),sitleeme performs reasonably well.

3) Different topologies:For the case of all relays not equidistant to source or detstim, we expect the collision
probability to drop, compared to the equidistant case,esthe asymmetry between the two links (from source to
relay and from relay to destination) or the asymmetry betwbe expected SNRs among the relays, will increase
the variance of the timer function, compared to the equadistase. To demonstrate that, we studied three cases,
where M = 6 relays are clustered half-way f2), closer to transmitterd(/3) or even closer to transmitted (10)
(case 1,2,3 respectively in figl 5 amdis the distance between source and destination) and onewdese the
relays form an equidistant line network between source astirthtion (case 4 in figl 5).

Assuming Rayleigh fadingg/A = 1/200 and expected path strength as a non-linear, decreasingoiinf
distance £]|a;;|*] = 1/8:; « (1/d;;)"), we calculated the collision probability fd/ = 6 relays, using expressions
(@I8)-(19) into [IP) for cases 1, 2, 3 while for case 4 we usedtéd&arlo simulation: in case B; = 3 = 1,
in case 2,6, = (2/3)",52 = (4/3)" and in case 3/, = (1/5)", 52 = (9/5)". For case 43, = (2/7)", 52 =
(12/7)v for the closest terminal to sourcg; = (4/7)", 82 = (10/7)" for the second closest terminal to source,
B1 = (6/7)”,8, = (8/7)¥ for the third closest to source terminal. Due to symmetrg, éxpected power and
corresponding? factors of the paths, for the third closer to destinatiorose closer to destination and closest
terminal to destination, are the same with the ones desthbkéore (third closer terminal to source, second closer
terminal to source and closest to source terminal respggjwith 5, and 3, interchanged.

From fig.[%, we can see that the collision probability of asyetnn cases 2, 3 and 4 is strictly smaller compared
to the symmetric case 1. Policy | performs better than Pdli@nd collision probability decreases for increasing
factorv (v = 3,4 were tested). This observation agrees with intuition th@gests that different moments for the
path strengths among the relays, increase the randomnéise ekpiration times among the relays and therefore
decrease the probability of having two or more timers expiithin the same time interval.

We note that the source can also participate in the procestedtling the best relay. In this special case,
where the source can receive the CTS message, it could sapeit timer start from a value depending upon the
instantaneousu,,|2. This will be important if the source is not aware whether¢hare any relays in the vicinity
that could potentially cooperate.
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The proposed method as described above, involving instaates SNRs as a starting point for each relay’s timer
and usingtime (corresponding to an assessment of how good is a particataryithin the coherence time of the
channel) to selectpace(the best available path towards destination) in a digkithdashion, is novel and has not
been proposed before, to the best extent of our knowledge.

IV. SIMPLIFYING COOPERATIVEDIVERSITY THROUGH OPPORTUNISTICRELAYING

We now consider the impact of opportunistic relaying on theperative diversity scenario. The main result of this
section is that opportunistic relaying can be used to simmplinumber of cooperative diversity protocols involving
multiple relays. In particular we focus on the cooperatixeibity protocol in [7] which requires the relays to use
a space-time code while simultaneously transmitting tdeahe destination. We show that this protocol can be
simplified considerably by simply selecting the best relayhie second stage. Perhaps surprisingly, this simplified
protocol achieves the same diversity multiplexing traflachieved in [7]. Furthermore, it does not matter whether
the relay implements an amplify and forward or a decode antddial protocol in terms of the diversity-multiplexing
tradeoff. We also note that opportunistic relaying can bedu® simplify the non-orthogonal relaying protocols
proposed in [1]. However the detailed performance analgsisft for future work.

A. Channel Model

We consider an i.i.d slow Rayleigh fading channel modelofsihg [6]. A half duplex constraint is imposed
across each relay node, i.e. it cannot transmit and listeal&neously. We assume that the nodes (transmitter and
relays) do not exploit the knowledge of the channel at thesfgay layer. Note that in the process of discovering
the best relay described in the previous section the noddesata about their channel gains to the destination.
However, we assume that this knowledge of channel gain igelthio the network layer protocol. The knowledge
of channel gain is not exploited at the physical layer in otdeadjust the code rate based on instantaneous channel
measurements. In practice, the hardware at the physical Guld be quite constrained to allow for this flexibility
to change the rate on the fly. It could also be that the tratsniig operating at the minimum transmission rate
allowed by the radio hardware. Throughout this section, ssume that the channel knowledge is not exploited at
the physical layer at either the transmitter or the relays.

If the discrete time received signal at the destin?ion ardelay node are denoted Byn| andY; [n] respectively:

Y[n] = axuX[n]+Z[n], n=12... 3 (source transmits destination receives) (20)
T T . L .
Y[n] = aqXi[n]+Zn], n= 35t 1...,T (best relay transmits destination receives) (21)
T . .
Yiln] = asX[nl+Z1n] n=1,2... 3 (source transmits best relay receives) (22)

Here agq, a-q,as- are the respective channel gains from the source to desetindiest relay to destination
and source to the best relay respectively. The channel dgmtgeen any two pair of nodes are i.id(0, 1)8.
The noiseZ[n| and Z;[n| at the destination and relay are both assumed to be i.i.dlaitg symmetric complex
GaussianV'(0,0?). X[n] and X; [n] are the transmitted symbols at the transmitter and relgeively. 7 denotes
the duration of time-slots reserved for each message andsawaree that the source and the relay each transmit
orthogonally on half of the time-slots. We impose a powerst@int at both the source and the relayt X [n]|?] < P
andE[|X;[n]|?] < P. For simplicity, we assume that both the source and the telagve the same power constraint.

We will define p 2 P/o? to be the effective signal to noise ratio (SNR). This settiag be easily generalized
when the power at the source and relays is different.

The following notation is necessary in the subsequent@estdf the paper. This notation is along the lines of
[1] and simplifies the exposition.

Definition 1: A function f(p) is said to be exponentially equal tp denoted byf(p) = p°, if

lim 287(0) _ (23)
p—oo logp

We can define the relatioq in a similar fashion.

8The channel gains from the best relay to destination andcear best relay are nov'(0,1). See Lemm&l3 in the Appendix.
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Definition 2: The exponential order of a random variatfewith a non-negative support is given by,

log X
V =— lim fgg . (24)
p—oo lo
The exponential order greatly simplifies the analysis obgpatevents while deriving the diversity multiplexing

tradeoff. Some properties of the exponential order areveérin Appendidl, lemmdl2.

Definition 3: (Diversity-Multiplexing Tradeoff ) We use the definition given in [11]. Consider a family of cede
C, operating at SN and having rates(p) bits per channel use. IP.(R) is the outage probability (see [9]) of
the channel for rate?, then the multiplexing gaim and diversity ordet! are defined &s

. R
= Jim, % 42 i 8P o5
p—00 P

What remains to be specified is a policy for selecting the belaly. We essentially use the policy 1 (equation
@) in the previous section.

Policy 1: Among all the available relays, denote the relay with thedat value ofmin{|a.,|*, |a,¢|2} as the
best relay.

To justify this choice, we note from figl 3 that the performaraf policy | is slightly better than policy II.
Furthermore, we will see in this section that this choice péiroum in that it enables opportunistic relaying to
achieve the same diversity multiplexing tradeoff of morenptex orthogonal relaying schemes in [7]. We next
discuss the performance of the amplify and forward and deeod! forward protocols.

B. Digital Relaying - Decode and Forward Protocol

We will first study the case where the intermediate relay®hhg ability to decode the received signal, re-encode
and transmit it to the destination. We will study the profogomposed in [7] and show that it can be considerably
simplified through opportunistic relaying.

The decode and forward algorithm considered in [7] is bristiynmarized as follows. In the first half time-slots
the source transmits and all the relays and receiver nodnlito this transmission. Thereaftat the relays
that are successful in decoding the message, re-encodedebsage using a distributed space-time protocol and
collaboratively transmit it to the destination. The destion decodes the message at the end of the second time-slot.
Note that the source does not transmit in the second haltdlots. The main result for the decode and forward
protocol is given in the following theorem :

Theorem 2 ([7]): The achievable diversity multiplexing tradeoff for the dde and forward strategy with/
intermediate relay nodes is given dyr) = (M + 1)(1 — 2r) for r € (0,0.5).

The following Theorem shows that opportunistic relayindpiages the same diversity-multiplexing tradeoff if
the best relay selected according to poli¢y 1.

Theorem 3:Under opportunistic relaying, the decode and forward paltavith M/ intermediate relays achieves
the same diversity multiplexing tradeoff stated in Theof&m

Proof: We follow along the lines of [7]. Le€ denote the event that the relay is successful in decoding
the message at the end of the first half of transmissioné&deénote the event that the relay is not successful in
decoding the message. Evehhappens when the mutual information between source andrddagtdrops below
the code rate. Suppose that we select a code withRater log p and letI(X;Y) denote the mutual information
between the source and the destination. The probabilityutdge is given by

P, = Pr(I(X;Y) <rlogpl€)Pr(€) + Pr(I(X;Y) < rlogp|€) Pr(&)
1
~ P (5 log(1+ pllasdl? + aral®)) < rlog p> Pr(E) +

1 _
Pr (5 log(1 + plasl?) < rlog p) Pr(€)

*We will assume that the block length of the code is large ehpag that the detection error is arbitrarily small and thénnearor event
is due to outage.
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log(1 4+ p( \asdl + ]awd\ ) < rlogp) +

N —

N —

log(1 + plasa|?) < Tlogp> ( log(1 + plasr|?) < 7“logp>

IN

Pr (\asd\ + lagagl* < p*~ 1) + Pr (\asd] < p¥r- 1) Pr (]asr] < pr- 1)
Pr (‘asd‘ < - 1) Pr (’ard‘2 szr—l) L Pr (’asdyz < p2r—1> Pr Oasr‘z szr—1>
p2r—1pM(2r—1) + p2r—1pM(2r—1) - p(M+1)(2r—1)

In the last step we have used claim 2 of Lenitha 3 in the appenitixw = M.

IN

IN-

We next study the performance under analog relaying and riretion several remarks.

C. Analog relaying - Basic Amplify and Forward

We will now consider the case where the intermediate relag:at able to decode the message, but can only
scale their received transmission (due to the power cdngti@and send it to the destination.

The basic amplify and forward protocol was studied in [6] floe case of a single relay. The source broadcasts
the message for first half time-slots. In the second halfoés the relay simply amplifies the signals it received
in the first half time-slots. Thus the destination receiwes topies of each symbol. One directly from the source
and the other via the relay. At the end of the transmissiom,distination then combines the two copies of each
symbol through a matched filter. Assuming i.i.d Gaussianebodk, the mutual information between the source
and the destination can be shown to be [6],

1Y) = log (1+ plasal” + f(plase |, plaral®)) (26)
b
fla, ) = ﬁ (27)

The amplify and forward strategy does not generalize in tmeesmanner as the decode and forward strategy
for the case of multiple relays. We do not gain by having aé telay nodes amplify in the second half of
the time-slot. This is because at the destination we do rasive a coherent summation of the channel gains
from the different receivers. Hy; is the scaling constant of receivgr then the received signal will be given by
yln] = Zj]‘ilfyjaid x[n] + z[n]. Since this is simply a linear summation of Gaussian randoriabies, we do
not see the diversity gain from the relays. A possible atttve is to have thé/ relays amplify in a round-robin
fashion. Each relay transmits only one out of ev@fysymbols in a round robin fashion. This strategy has been
proposed in [7], but the achievable diversity-multipleximadeoff is not analyzed.

Opportunistic relaying on the other hand provides anottwessible solution to analog relaying. Only the best
relay (according to policfl1) is selected for transmissibime following theorem shows that opportunistic relaying
achieves the same diversity multiplexing tradeoff as tlthieved by the (more complicated) decode and forward
scheme.

Theorem 4:0Opportunistic amplify and forward achieves the same dityeraultiplexing tradeoff stated in The-
orem[2.

Proof: We begin with the expression for mutual information betwée® source and destination126). An
outage occurs if this mutual information is less than theecader log p. Thus we have that

P. = Pr(I(X;Y) <rlogp)
1og(1 + plasal” + f(pla . plasal’) < 2rlog )

Pr(
Pr (\asd\2 < p? 7Y f(plase?, plaral?) < pz’")
Pr(

Jasal> < o2 min (Jag 2 ayal®) < 2 4 57 HTE )

2r— lpM(2r 1) _ (J\/[+1)(2r 1)

IN

—
INe

—
- o
=

p
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Fig. 6. The diversity-multiplexing of opportunistic relag is exactly the same with that of more complex space-tioaed protocols.

Here (a) follows from Lemmdl4 and (b) follows from Lemrhh 3,imlal in appendixdl and the fact that
Pr1 4 p?r — pPlasp — . [ |

D. Discussion

1) Space-time Coding vs. Relaying Solutioii$te (conventional) cooperative diversity setup (e.g. Bg¥umes
that the cooperating relays use a distributed space-time woachieve the diversity multiplexing tradeoff in Theare
[2. Development of practical space-time codes is an actiga af research. Recently there has been considerable
progress towards developing practical codes that achirvdiversity multiplexing tradeoff over MIMO channels. In
particular it is known that random lattice based codes (LA&AN achieve the entire diversity multiplexing tradeoff
over MIMO channels [16]. Moreover it is noted in [20] that wnctertain conditions the analytical criterion such
as rank and determinant criterion for MIMO links also carmeoto cooperative diversity system& However
some practical challenges will have to be addressed to @se tbodes in the distributed antenna setting: (a) The
codes for MIMO channels assume a fixed number of transmit anelive antennas. In cooperative diversity, the
number of antennas depends on which relays are successfatoding and hence is a variable quantity. (b) The
destination must be informed either explicitly or impligiwvhich relays are transmitting.

Opportunistic relaying provides an alternative solutiorspace time codes for cooperative diversity by using a
clever relaying protocol. The result of TheorEm 4 suggédststhere is no loss in diversity multiplexing tradedfif
a simple analog relaying based scheme is used in conjungitbropportunistic relaying. Even if the intermediate
relays are digital, a very simple decode and forward schéuedoes eliminates the need for space-time codes can
be implemented. The relay listens and decodes the mess#ge finst half of the time-slots and repeats the source
transmission in the second half of the time-slots when thecsis not transmitting. The receiver simply does a
maximal ratio combining of the source and relay transmissiand attempts to decode the message. Thebrem 3
asserts that once again the combination of this simple palykyer scheme and the smart choice of the relay is
essentially optimum.

The diversity-multiplexing tradeoff is plotted in figl 6. &w though a single terminal with the “best” end-to-end
channel conditions relays the information, the diversityew in the high SNR regime is on the order of the number
M + 1 of all participating terminals. Moreover, the tradeoff isaetly the same with that when space-time coding
acrossM relays is used.

2) Non-orthogonal Cooperative Diversity Scheme&he focus in this paper was on the multiple relay cooperative
diversity protocols proposed in [7], since they require tha transmitter and relay operate in orthogonal timesslot
in addition to the half duplex constraints. The orthogdgadissumption was amenable to practical implementation
[3], since the decoder is extremely simple. More recentlgea class of protocols that relax the assumption that
the transmitter and relay operate in orthogonal time-si@ist still assume the half duplex constraint) have been

However it is assumed that the destination knows the chagaial between source and relay for Amplify and Forward.
Mcompared to the orthogonal transmission protocols in [7]
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proposed in [1]. These protocols have a superior performaompared to [7], albeit at the cost of higher complexity
both at the decoder and network layer. Opportunistic raayiould be naturally used to simplify those protocols
12 and details of such simplifications and its performance aeovay.

3) Impact of Topology:The analysis in for diversity-multiplexing tradeoff wasepented assuming that average
channel gains between each pair of nodes is unity. In othedsmhe impact of topology was not considered. We
observe that the effect of topology can be included in thdyaisgusing techniques used in [6]. In the high SNR
regime, we expect fixed multiplicative factors of path lassontribute little in affecting the diversity-multiplaxg
tradeoff. However topology is certainly important for fmiENR case as observed in [22].

V. CONCLUSION

We proposed Opportunistic Relaying as a practical schemecdoperative diversity. The scheme relies on
distributed path selection considering instantaneoustemd wireless channel conditions, facilitates cocatlon
among the cooperating terminals with minimum overhead anddcsimplify the physical layer in communicating
transceivers by eliminating the requirement of space tiodes.

We presented a method to calculate the performance of thg sellection algorithm, for any kind of wireless
fading model and showed that successful relay selectiold dmiengineered with reasonable performance. Specific
examples for Rayleigh and Ricean fading were given.

We treated Opportunistic Relaying as a distributed virtaatenna array system and analyzed its diversity-
multiplexing tradeoff, revealing NO performance loss whempared with complex space-time coding protocols
in the field.

The approach presented in this work explicitly addressesdioation among the cooperating terminals and has
similarities with a Medium Access Protocol (MAC) since iteitswhena specific node to relay. The algorithm has
also similarities with a Routing Protocol since it coordgwvhichnode to relay (or not) received information among
a collection of candidates. Devising wireless systems dyaamically adapt to the wireless channel conditions
without external means (for example GPS receivers), in tiltised manner, similarly to the ideas presented in
this work, is an important and fruitful area for future resda

The simplicity of the technique, allows for immediate implentation in existing radio hardware and its adoption
could provide for improved flexibility, reliability and effiency in future 4G wireless systems.

APPENDIX |
PROBABILISTIC ANALYSIS OF SUCCESSFULPATH SELECTION

Theorenfll The joint probability density function of the minimum angcend minimum amongd/ i.i.d. positive
random variable(;, Xo,..., X/, each with probability density functiofyz) and cumulative distribution function
F(x), is given by the following equation:

M (M —=1) f(yr) f(y2) [1 = F(y2)]M ™2 for 0 <y <o
0 elsewhere.

vy, y2) = {

whereY; < Y; < Y3... < Yy, are theM ordered random variableX;, X,..., X;.
Proof: fy],yz(yl,yg) dy1 dy2 = P?“(Yl c dyl, Y2 S dyg) =

Pr(one X; in dyi, one Xj in dyy (with y2 > y1 and @ # j), and all the rest X!s greater than ys) =
2 (%[) P’I"( X1 €dyr, Xo € dys (y2 > yl), X;>yo, t € [3,M]) =
= 2 (%) f() dyr f(y2) dyz [1 — F(y2)]M 2 =
= M (M —1) f(y) fy2) 1 = F(y2)]M =2 dyy dyz, for 0 <y1 <.

The third equality is true since there a:f%’) pairs in a set of M i.i.d. random variables. The factor 2 comes
from the fact that ordering in each pair matters, hence wee leatotal number o (1;1) cases, with the same
probability, assuming identically distributed randomisabtes. That concludes the proof. [ |

Using Theorem 1, we can prove the following lemma:

2An Alamouti[15] type code could be used if the relay and sewuare simultaneously transmitting.
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Fig. 7. Regions of integration ofy, v, (y1, y2), for Y1 < Y> needed in Lemma | for calculation d@fr(Y> < Y1 + ¢), ¢ > 0.

Lemmadll Given M i.i.d. positive random variableX;, X,,..., X,;, each with probability density function
f(z) and cumulative distribution functiof’(z), andY; < Y, < Y3... < Yy, the M ordered random variables
X1, Xo,..., Xpy, thenPr(Ys <Yy + ¢), wherec > 0, is given by the following equations:

Pr(Ya<Yi+¢)=1-1, (28)

+o00
L=M -1 [ fw) 0= )M Pl o dy (29)
Proof: The joint pdf fy, v, (1, y2) integrates tal in the regionD U D,, as it can be seen in figl 7. Therefore:

Pr(Ya<Yi+c¢) = // Ivi v (Y1, y2) dyl dy2
D

= 1—// vy, (i, y2) dyl dy2
DC
— 11,

Again from fig.[T, 1. can easily be calculated:

400 Y2—cC
L=wory [ ) 1= P [T fw) dn e
Y2=cC 0
—+00
= M(M-1) / Fly2) (L= F(y)M 72 Fly2 — ¢) dys (30)
Ya2=cC
The last equation concludes the proof. |

APPENDIX Il
DIVERSITY-MULTIPLEXING TRADEOFFANALYSIS

We repeaDefinition 1andDefinition 2in this section for completeness. The relevant lemmaswiollo
Definition 1: A function f(p) is said to be exponentially equal to denoted byf (p) = p°, if
1
im 08 /() _ (31)
p—oo  logp
We can define the relatioft in a similar fashionDefinition 2: The exponential order of a random variabie
with a non-negative support is given by,

V= fim 08X (32)
p—oc log p
Lemma 2:SupposeXy, Xo, ..., X,, arem i.i.d exponential random variables with parametgmean1/\), and
X = max{X;, Xy,... X,,,}. If V is the exponential order ok then the density function of is given by
) p—mv v 2 0
v) = 33
fv(@) {0 V<0 (33)
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and

Pr(X <p ) =p ™ (34)
Proof: Define,
_ _logX
P logp”
ThusV,, is obtained from definitiofl2, without the limit gf — oo.
Pr(V,>v) = Pr(X <p™")

= Pr(Xi<p " Xo<p ... Xpn<pY)

= HPr(Xi <p")
=1
= (1 —exp(— )m

—v —jv

Note thatPr(V, > v) ~ p~"™". Differentiating with respect te and then taking the limip — oo, we recover
@3). m

From the above it can be seen that for the simple case of aes@glonential random variablen(= 1),
Pr(X < p) = Pr(V, > v) = p°

Lemma 3:For relays,j = 1,2,...,m, leta,; anda;q denote the channel gains from source to reland relay
j to destination. Suppose tha, anda,; denote the channel gain of the source to the best relay araettaelay
to the destination, where the relay is chosen accordingleTui.e.

min(|asv"|2v |a7’d|2) = max{min(|asl|2> |ald|2)v s 7min(|asm|2> |amd|2)}
Then,
1) min(|as-|?, |arq/?) has an exponential order given Hy¥33).
2)

p—mv v>0

Pr(las,|? < p7%) = Pr(|apq)® < p %) <
(lasr|” < p™") (Jaral™ < p )—{1 otherwise

Proof: Let us denoteX ) £ min(|ay;|?, |a;q/?). Since each of th& () are exponential random variables with
parameter 2, claim 1 follows from Lemrﬂi 2. Also sineg;|? and|a,q|* cannot be less thamin(|aq|*, |a,q|*)
claim 2 follows immediately from claim 1. |

Lemma 4:With f(-,-) defined by relation[{27), we have that

Pr (f(pa, pb) < p*") < Pr (min(a, b) < p¥ "1+ p”)-
Proof: Without loss in generality, assume that> b.

ab
1
a—l—b—i—;

- opf—*

- f a—i—b—i—%

(a)

S
2b+ 3

Here (a) follows since % is an increasing function in, for X > 0 anda > b.

f(pa,pb) = p

18



Now we have that

r b? —
Pr(f(pa,pb) < p*) < Pr( - <p!
(

|
T
L]
S
IA
)
AS)
o
S
L
S
_l_
A
o
3
)
SN—

— Pr ((b_p27"—1)2 § p4r—2+p2r—2)
9 p, (b < 2ty el /71+p27">

Where (a) follows sincé > 0 so thatPr(b < 0) = 0.

—~
N2
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