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Utility metrics for assessment and subset selection
of input variables for linear estimation

Alexander Bertrand, Senior Member, IEEE

Abstract—This tutorial paper introduces the utility met-
ric and its generalizations, which allow for a ‘quick-and-
dirty’ quantitative assessment of the relative importance
of the different input variables in a linear estimation
model. In particular, we show how these metrics can be
cheaply calculated, thereby making them very attractive
for model interpretation, online signal quality assessment,
or greedy variable selection. The main goal of this paper
is to provide a transparent and consistent framework that
consolidates, unifies, and extends the existing results in this
area. In particular, we (a) introduce the basic utility metric
and show how it can be calculated at virtually no cost,
(b) generalize it towards group-utility and noise impact
metrics, and (c) further extend it to cope with linearly
dependent inputs and minimum norm requirements.

Index Terms—Utility, least squares, model interpreta-
tion, variable selection, quantization, ridge regression

I. INTRODUCTION

When solving a regression problem, one often
wants to have some quantitative insights into the
relevance of each input variable, i.e., how much it
contributes to the reduction of a loss function. Such
information can be used to interpret the model, to
assess the predictive value of specific input variables
or signals, or to perform a greedy variable subset
selection [1]–[4]. The latter allows to reduce the
dimensionality of a model, e.g., to avoid overfitting
[5], to make the model more interpretable, or to
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reduce computational complexity, data storage, data
transmission, or sensor costs [3], [6], [7].

For example, consider the example of linear least
squares (LS) regression, which will also be the
focus of this tutorial1. A naive heuristic that is
remarkably commonly used for variable assessment
is the magnitude of the weights of the LS solution,
thereby (incorrectly) assuming that important input
variables will also receive a large weight in the LS
solution. However, it is not difficult to see that this
reasoning is flawed. For example, if the observations
of one of the input variables would all be scaled
with a factor α, then the corresponding weight in
the LS solution will be scaled with α−1, whereas the
information content of that input variable obviously
remains unchanged.

A more relevant metric would consist of calculat-
ing the effective loss, i.e., the increase in LS cost, if
an input variable would be removed and if the model
would be re-optimized. We refer to this resulting
metric as the utility of that input variable. Utility is a
powerful heuristic for input variable assessment [1],
[3], [4], [6], and can even be shown to have some
optimality properties when used for greedy variable
subset selection [1], which can compete with well-
known sparse regression techniques such as the least
absolute shrinkage and selection operator (LASSO)
[9].

However, computing the utility of M input vari-
ables by definition requires to solve M different LS
problems, i.e., one for each removal of an input
variable [1], [3]. As a result, the metric scales poorly
with the dimensionality of the model, which can
be problematic in real-time applications, and which
can make a greedy variable subset selection in very
high-dimensional problems even infeasible.

In this tutorial paper, we show how some simple
tricks from standard linear algebra allow to compute
the utility metric at virtually no cost, thereby making

1It is noted that, although we only focus on least squares problems,
many results can be extended to other linear estimation frameworks
as well [8].
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it a highly attractive metric for model interpretation,
signal quality assessment, greedy variable selection,
etc., in particular in real-time or large-scale appli-
cations. We also address several generalizations and
extensions of this utility metric towards:
• A group-utility metric, allowing to evaluate the

joint utility of a group of input variables.
• A noise-impact metric, allowing to evaluate the

impact of additive errors in the input variables,
e.g., to predict the effect of quantization or
measurement noise, and which contains the
original utility metric as a special case.

• A minimum-norm utility metric for ill-
conditioned cases, in which linear dependence
relationships exist between the input variables.

The main goal of this paper is (a) to provide
an accessible overview and unification of existing
results in this context (with pointers to the original
publications), and (b) introduce novel extensions
and generalizations presented in a unified frame-
work.

The outline of the paper is as follows. In Section
II, we formalize the definition of the utility metric
for LS regression, and provide the core equation to
efficiently compute it with a complexity that scales
linearly with the number of variables. In section III,
we generalize these results to a group-utility metric,
allowing to evaluate the joint utility of a group of
input variables. A further generalization is provided
in Section IV, allowing to evaluate the impact of
additive errors in the input variables. Finally, in
Section V, we extend the utility metric to cope with
linear dependencies in the input variables.

II. UTILITY: DEFINITION AND CORE EQUATION

A. Definition

Consider the LS problem with N measurements
of M input variables

J(Y ) , min
x

1

N
‖Y x− d‖2 (1)

where Y ∈ RN×M is the regressor matrix, d ∈ RN

is the desired response vector, and x ∈ RM is the
vector with optimization variables (we consider the
real-valued case for simplicity, yet all results in this
paper can be easily generalized to the complex-
valued case). Note that J(Y ) is defined as an oper-
ator that evaluates the LS cost for the case where
the information in Y is available, which includes an

implicit optimization of x (the reason for making
the dependency on Y explicit will become clear
later). We will refer to the columns of Y as the input
variables of the model. Depending on the context,
these input variables could represent, e.g., different
sensors or channels (in a sensor array), time lags
(in a temporal filter), observations of independent
variables (in a regression model), etc. Assuming Y
has full rank, the LS solution x̂ that minimizes (1)
is given by

x̂ = R−1r (2)

with R = 1
N
Y TY and r = 1

N
Y Td.

In order to quantify the relevance of each input
variable, we define the utility metric [3], which will
be the focus of this tutorial. The utility of the k-th
input variable is defined as the increase in LS cost
if the k-th input variable would be removed and if
the LS problem would be re-optimized, i.e.,

Uk , J(Y−k)− J(Y ) (3)

where Y−k denotes the matrix Y with the k-th
column removed. Note that a naive computation of
Uk would in principle require to solve a second LS
problem based on Y−k, of which the computational
complexity scales cubically with the number of in-
put variables, i.e., O(M3). Calculating the utility of
all M input variables would then have a complexity
of O(M4), which can be unacceptably high for,
e.g., real-time systems or for large-scale problems
with hundreds or thousands of input variables. In
the sequel, we will show how some simple linear
algebra tricks allow to derive an efficient and elegant
equation to calculate (3) for all input variables, with
a total complexity of merely O(M).

B. Core equation

Once the full LS solution (2) has been calculated,
we will show that calculating the utility (3) does not
require to solve an extra LS problem to evaluate
J(Y−k), i.e., it can be calculated as

Uk =
|xk|2

qk
(4)

where qk is the k-th diagonal element of R−1, and
where xk is the k-th element of x̂ in (2). This has
originally been proven in [3], but we will derive a
more general form of (4) in Section III, which will



3

then also prove (4) as a special case. From (4), it
follows that the vector u = [U1 . . . UM ]T containing
the utilities of all input variables can be calculated
as

u = Λ−1|x̂|2 (5)

where | · |2 represents an element-wise squaring and
Λ = D(R−1) with D(·) the operator that creates
a diagonal matrix by setting all the off-diagonal
elements of the matrix in its argument to zero.

Note that the equations (4) and (5) are remarkably
simple and elegant. Since R−1 is readily available
from the computation of x̂ in (2), the utility can
be calculated with a complexity of merely O(1) for
a single variable, or O(M) for all variables. This
should be contrasted to a naive computation of Uk
or u based on the original utility definition (3),
resulting in a complexity of O(M3) and O(M4),
respectively.

III. GROUP-UTILITY

In some applications, the input variables are nat-
urally clustered in specific pre-defined groups, in
which case it could make more sense to investigate
the utility of groups of variables, rather than of in-
dividual variables. For example, in a multi-channel
filter, the utility of a channel is the joint utility of all
the filter taps in that channel’s delay line. Similarly,
in a sensor network with multi-sensor nodes, the
utility of a node is the joint utility of all the sensor
signals within that node [4].

Similar to (3), the group-utility of a pre-defined
group of G input variables, denoted by the set G, is
defined as [4]

UG , J(Y−G)− J(Y ) (6)

where Y−G is the matrix Y with all columns cor-
responding to the input variables in G removed. In
the sequel, we assume that G consists of the last G
columns of Y , which is without loss of generality
(w.l.o.g.), as the order of the inputs can be arbitrarily
rearranged. Define the following block partitioning
of the (known) inverse of R

R−1 =

[
A B
BT Q

]
(7)

where Q is the G×G matrix capturing the rows and
columns with indices corresponding to the variables

in G (here at the bottom right w.l.o.g.). As shown in
[Pop-out box 1], the group-utility UG can efficiently
be calculated as

UG = xTG Q
−1 xG (8)

where xG contains the last G entries of x̂ (we
do not add a hat to xG as it is not an optimal
LS solution in itself). Note that this group-utility
equation reduces to the original utility equation (4)
if G = 1. Obviously, if G � M , computing (8)
is much cheaper than evaluating J(Y−G) in (6) by
explicitly computing the reduced LS solution.

Although the derivation of (8) is not necessary
to follow the rest of this tutorial, we include it in
[Pop-out box 1] for completeness and because it
also reveals two interesting by-products, namely two
equations (10) and (13) that allow to recursively
update (a) the inverse autocorrelation matrix R−1,
and (b) the LS solution x̂, after the removal of G
input variables. This is interesting if the (group-
)utility metric would be used for greedy variable
selection, where (groups of) input variables are
deleted one by one (see Section VI).

IV. GENERALIZATION TOWARDS NOISE IMPACT

The utility metric as defined in (3) measures
the increase in the LS cost when the k-th column
of Y is removed. Another relevant metric would
be to measure the increase in the LS cost when
adding some random noise in the k-th column of
Y , rather than fully removing that column. This is
interesting in situations where one has some free-
dom in controlling the accuracy of each individual
input variable. For example, in quantization or lossy
compression, one can often modify the bit depth or
the compression rate of each individual signal to
reduce the resources required to store or to transmit
it, while increasing its noise level. Similar trade-offs
appear when deciding between cheap or accurate
sensors, in applications or experiments where the
accuracy depends on the measurement time, etc.
In all these cases, it is important to be able to
efficiently assess and quantify how additive noise
on each particular input variable would affect the
estimation performance, in particular when used in
greedy or adaptive resource allocation schemes.

To quantify the effect of additive noise, the noise
impact metric was originally defined in [11] with the
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Pop-out box 1: Derivation of the group-utility core equation (8)

Note that evaluating J(Y−G) in (6) requires to solve the reduced LS solution

x̂−G = R−1
−G r−G (9)

with R−G = 1
N
Y T
−G Y−G and r−G = 1

N
Y T
−G d. The first step in our derivation is to find a more efficient

way to calculate R−1
−G , based on a subresult of the blockwise matrix inversion theorem [10]:

Lemma III.1. Consider the block partitioning of a matrix V and its inverse V −1 as follows

V =

[
A B
C D

]
, V −1 =

[
E ∗
∗ ∗

]
with A and E square matrices of equal size. If D and E are invertible, then E−1 = A−BD−1C.

By setting V = R−1 (consequently E = R−G), and using the notation in (7), the lemma immediately
yields the following important result

R−1
−G = A−BQ−1BT . (10)

By plugging (10) in (9), the reduced LS solution is given by

x̂−G = (A−BQ−1BT )r−G . (11)

Using the partitioning in (7), we can define the following partitioning of the LS solution (2):

x̂ =

[
x−G
xG

]
=

[
A r−G +B rG
BT r−G +Q rG

]
(12)

where r−G and rG denote subvectors of r containing the first M −G and last G entries, respectively.
From (11) and (12), it can be easily verified that

x̂−G = x−G −BQ−1xG (13)

which allows to efficiently update the LS solution. By expanding the LS cost functions in (6) in
their quadratic terms, and plugging in the corresponding LS solutions (2) and (9) for x̂−G and x̂,
respectively, it can be straightforwardly found that

UG = rT x̂− rT−Gx̂−G . (14)

By plugging in (13), and by partitioning x̂ in x−G and xG , we immediately find that

UG = rTGxG + (rT−GB)Q−1xG . (15)

From the bottom half of (12), it follows that rT−GB = xTG − rTGQ, such that (15) eventually yields (8).

purpose of performing a greedy signal quantization.
For the sake of completeness and unification, we
generalize this result to a group-impact metric in
this paper, which has the result of [11] as a special
case, and which generalizes the group-utility metric
(8). Let YG,Σ denote the matrix Y in which zero-
mean random noise is added to the input variables
in G, with a positive definite noise covariance matrix

Σ ∈ RG×G. In most cases, the noise will be
uncorrelated across the input variables, in which
case Σ is a diagonal matrix.

In line with (6), we define the noise impact on
the group G as

IG(Σ) , min
x

1

N
E{‖YG,Σ x− d‖2} − J(Y ) (18)

where E{·} denotes the expected value operator,
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Pop-out box 2: Derivation of the noise-impact core equation (19)

As the added noise is zero mean and uncorrelated to Y and d, the LS solution of the first term is
equal to

x̂G,Σ = R−1
F r =

(
R + FF T

)−1
r

where F =
[
O Σ1/2

]T with O the all-zero matrix. Note that r is unaffected by the noise due to
the expected value operator and the fact that the noise is uncorrelated to d. Applying the Sherman-
Morrison-Woodbury identity [10] to RF yields

R−1
F = R−1 −R−1F

(
I + F TR−1F

)−1
F TR−1 .

With the partitioning of R−1 in (7), this becomes

R−1
F = R−1 −

[
B
Q

]
Σ

1
2

(
I + Σ

1
2QΣ

1
2

)−1

Σ
1
2

[
BT Q

]
(16)

= R−1 −
[
B
Q

] (
Σ−1 +Q

)−1 [
BT Q

]
. (17)

Similar to (14), it can easily be verified that the noise impact (18) is equal to

IG(Σ) = rT x̂− rT x̂G,Σ

= rT (R−1 −R−1
F )r .

Plugging (16) into this equation, and using the fact that xG = [BT Q]r (see (12)), we eventually find
(19).

which is introduced due to the stochastic nature of
the first term. In [Pop-out box 2], we show that
(18) can be efficiently calculated as

IG(Σ) = xTG
(
Σ−1 +Q

)−1
xG (19)

where we again assumed that G contains the last
G columns of Y w.l.o.g. This equation allows to
compute the noise impact of the input variables in
G using the original LS solution (remember that xG
consists of the last G entries of x̂ as in (8)). For the
case where G = 1, i.e., when evaluating the impact
of noise with variance σ2 on a single input variable,
(19) reduces to the elegant equation (compare with
(4))

Ik(σ
2) =

|xk|2
1
σ2 + qk

. (20)

This noise impact metric Ik can be viewed as a
generalization of the utility metric Uk, as a com-
parison between (4) and (20) shows that Ik → Uk

if σ2 → ∞. This should not come as a surprise,
as adding infinitely large noise to the observations
of the k-th input variable essentially results in the
same loss of information as when the k-th input
variable would be removed. Similarly, the group-
impact equation (19) reduces asymptotically to the
group-utility equation (8) if the diagonal entries in
Σ grow to infinity.

V. REDUNDANT INPUT VARIABLES

If there is redundancy in the set of input variables,
i.e., there is a linear dependency or almost perfect
correlation between some of the columns in Y ,
then the solution of (1) becomes non-unique or ill-
conditioned. A common strategy is then to compute
the LS solution with the smallest `2-norm, which
is advantageous against overfitting [5], [12]. In the
sequel, we denote R as the set containing all input
variables that are redundant, i.e., all columns of Y
that consist of a linear combination of the other
columns of Y . Note that, by definition, Uk = 0 for
k ∈ R, as the removal of a redundant variable does
not impact the LS cost.
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If R is non-empty, then R−1 does not exist and
the LS solution of (1) is not unique, in which case
the LS solution with minimal `2-norm is given by

x̂ = Y +d = R+r (21)

where R+ denotes the Moore-Penrose pseudo-
inverse of R, and where the second equality follows
from the identity X+ = (XTX)+XT , which holds
for the pseudo-inverse of any matrix X [10], [13].
As R−1 simply has to be replaced with R+ in (2),
it is then tempting to also compute the utility Uk by
setting qk in (4) equal to the k-th diagonal element
of R+ instead of R−1. Although it can be shown that
this yields the correct utility values Uk for the non-
redundant variables k /∈ R, it will result in incorrect
(non-zero) utility values for the redundant variables
k ∈ R. The proof of this statement is omitted for
conciseness, but follows relatively straightforwardly
from some subresults in [14].

To fix this issue, we have to modify (4) to enforce
that Uk is small (near-zero) for k ∈ R, while
non-redundant variables k /∈ R should receive a
non-zero Uk that approximates (3). Furthermore,
although the removal of a redundant variable will
not affect the LS cost, it will increase the `2-norm,
i.e., ‖x̂−k‖ ≥ ‖x̂‖ for k ∈ R. To maximally avoid
overfitting, we would like the modified utility mea-
sure to also reflect this change in norm, such that
removing the redundant input value with the lowest
modified utility also induces the least increase of the
`2-norm. We will show that both of these goals can
be achieved if we generalize the utility definition to
a standard ridge regression framework .

In ridge regression, an `2-norm penalty is added
to the LS cost function [10], i.e., (1) becomes

min
x

1

N

(
‖Y x− d‖2 + λ‖x‖2

)
(22)

where λ is a user-defined regularization parameter,
and which has

x̂ = R−1
λ r = (R + λI)−1 r (23)

as a minimizer [10]. Let us now define utility as
we did before in (3), but this time based on the
regularized cost function (22) instead, i.e.,

Uk(λ) ,
1

N

(
‖Y−kx̂−k − d‖2 − ‖Y x̂− d‖2

)
+
λ

N

(
‖x̂−k‖2 − ‖x̂‖2

) (24)

Note that we have not used the ‘min’ operators this
time, but instead we plugged in the minimizers to
explicitly separate the increase in LS cost in the first
term and the increase in `2-norm in the second term.

The following three theoretical results, which are
proven in the Appendix, demonstrate that this new
utility definition (24) indeed resolves the aforemen-
tioned issues and can still be calculated efficiently
(these results can also easily be extended to the
group-utility framework):

Result 1 (efficient calculation): The modified
utility Uk(λ) defined in (24) can be calculated
using the efficient formula (4) where qk is now
set to the k-th diagonal element of R−1

λ instead
of R−1.

Result 2 (consistency): If 0 < λ� ε, with ε the
smallest non-zero eigenvalue of R, then Uk(λ) ≈
0 if k ∈ R, and Uk(λ) ≈ Uk if k /∈ R, where the
approximations become asymptotically exact for
an arbitrarily small λ.

Result 3 (minimum-norm revealing): If λ is
sufficiently small, Uk(λ) will be smallest for k ∈
R that results in the smallest `2-norm ‖x̂−k‖ after
removal of input k. More specifically,

∀ k ∈ R :
Uk(λ)

λ
≈ ‖x̂−k‖2 − ‖x̂‖2

where the approximation becomes asymptotically
exact for an arbitrarily small λ.

To validate these results, we have calculated the
modified utility metric (24) on a toy example with
random data with M = 20 input variables. The
last 5 columns of Y are generated as random linear
combinations of columns 11 to 15, such that R =
{11, . . . , 20}. We set λ = ε/100, where ε denotes
the smallest non-zero eigenvalue of R. Fig. 1 (left
figure) shows the values Uk(λ) for k = 1 . . . 20, in
blue for a naive calculation based on the definition
(24) using (21) to find x̂ and ˆx−k, and in red when
calculated using the efficient equation (5) where
R is replaced with Rλ (see Result 1). It can be
observed that both calculation methods result in the
same utility value. Note that the 10 redundant vari-
ables have an almost-zero utility, which is consistent
with Result 2. To validate Result 3, we zoom in on
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the 10 redundant variables (right plot in Fig. 1) and
plot the difference ‖x̂−k‖2−‖x̂‖2 (in green) versus
the value Uk(λ)

λ
, where we observe that both result in

the same value. This allows to select the redundant
input variable that will yield the smallest increase
in `2-norm when removed (in this case variable 14).

VI. COMPUTATIONAL BENEFITS AND
IMPLICATIONS FOR VARIABLE SUBSET

SELECTION

To demonstrate the impressive reduction in
computation time achieved by the core equations
(4)-(5) and their generalizations/extensions, we
measured the calculation times on a standard
laptop running Matlab. In Fig. 2, we compare
the time to compute the complete utility vector
u = [U1 . . . UM ]T when using the efficient
equation (5) and using a naive calculation based
on the definition (3), as a function of the number
of input variables M . We performed the naive
calculation two times: once with and once without
redundant input variables, where (21) is used
to find the minimum-norm LS solution in the
former case. In both cases, the computation time
is several orders of magnitude lower when using (5).

These strong computational simplifications facili-
tate the use of (group-)utility metrics for a backward
greedy variable selection procedure -even in large-
scale problems- in which the input variables with
lowest utility are recursively removed one by one,
until a sufficiently small set is obtained or until any
removal would result in a too large increase in LS
cost [1]–[4], [6]. This can be viewed as an alterna-
tive for the well-known (group-)LASSO algorithm
[9], [15]. The backward greedy algorithm can even
be shown to be optimal if an exact or almost-exact
sparse solution exists [1]. In a similar fashion, the
noise impact metrics (19)-(20) can be used for,
e.g., a greedy adaptive quantization, where in each
iteration a certain amount of quantization noise is
added to the input with the lowest noise-impact [11],
[16]. Finally, a utility-based greedy variable selec-
tion based on (24) yields a combination of variable
selection with `2-norm minimization, which is akin
to the so-called elastic net procedure [17].

Overall, utility-based greedy versions have some
useful properties, viz., they bypass the tedious tun-
ing of sparsity-inducing regularization parameters,

they are cheap to compute, and they are easy
to implement. Furthermore, the low computational
complexity is particularly attractive for online utility
tracking, e.g., in recursive LS adaptive filters to
(temporarily) eliminate signals of which the utility
goes under a pre-defined threshold [3] or to guar-
antee that the overall loss does not exceed a pre-
defined threshold. Note that, every time a (group of)
input variable(s) G is removed, the LS solution and
inverse autocorrelation matrix have to be updated
according to the remaining set of variables. These
updates can be efficiently calculated using equations
(10) and (13) in [Pop-out box 1]. Indeed, after
the removal of the input variables in G, these
equations allow to recursively update the inverse
of the reduced autocorrelation matrix R−1

G and the
corresponding LS solution at a low cost, based on
the original R−1 and x̂. For the non-grouped case,
i.e., G = 1, the matrix inversion of Q in (10) and
(13) reduces to a simple scalar inversion.

If one also wants to monitor the utility of input
variables that are to be added to the model, e.g.,
for a forward greedy variable selection instead of
backwards deletion, there also exist additive ver-
sions of the utility metric with efficient calculation
schemes [3], [4]. However, it should be noted that
these metrics are less elegant and computationally
less attractive than the deletion-based utility metrics
that were introduced above, yet they are still more
efficient than a naive ‘brute-force’ computation.

VII. CONCLUSIONS

In this paper, we have reviewed and unified the
core equations for the efficient calculation of utility
metrics, and extended these towards group-metrics
and a minimum-norm revealing utility metric. All
these metrics can be elegantly and cheaply calcu-
lated, thereby making them attractive as a ‘quick-
and-dirty’ tool for model interpretation, online sig-
nal quality assessment, or greedy variable selection.
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APPENDIX

In this appendix, we provide the outline of the
proofs for the three results listed in Section V.

Result 1: It can be easily verified that the deriva-
tion in [Pop-out box 1] is also valid for Uk(λ) if
R is replaced with Rλ everywhere.

Result 2: If λ→ 0, the second term in (24) will
vanish, so it can be ignored. Furthermore, it is a
known fact that

lim
λ→0

R−1
λ r = R+r (25)

which holds even if R−1 does not exist (see, e.g.,
page 263 in [10]). This means that x̂ and x̂−k get
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asymptotically close to the minimum-norm LS so-
lution of the non-regularized cost (1) when λ→ 0.
As a result, the first term gets asymptotically close
to Uk according to the original definition of the
non-regularized utility in (3), which is by definition
equal to zero if k ∈ R.

Result 3: If k ∈ R, then both terms in (24) will
vanish if λ → 0, i.e., Uk(λ) → 0 (see Result 2).
Note that the second term vanishes linearly with λ.
Therefore, to prove Result 3, we have to show that
the first term vanishes superlinearly with λ, ∀ k ∈
R, such that the second term dominates over the
first term if λ becomes small. To this end, we study
limλ→0 Uk(λ)/λ instead. Based on l’Hôpital’s rule,
we find that

∀ k ∈ R : lim
λ→0

Uk(λ)

λ
= lim

λ→0

dUk(λ)

dλ
(26)

i.e., the limit is obtained by taking the derivative of
Uk(λ). By plugging (23) into (24) and expanding it
in its quadratic terms, we find that the derivative of
(24) can be calculated as

dUk(λ)

dλ
=

d

dλ

(
rTR−1

λ r− rT−kR
−1
λ,−kr−k

)
(27)

where Rλ,−k denotes the matrix Rλ with the k-th
row and column removed, and r−k denotes r with
the k-th entry removed. The following basic identity
is found in [13], [18] for an invertible matrix A:

dA−1

dx
= −A−1 dA

dx
A−1 .

Using this identity, it can be straightforwardly found
that (27) reduces to

dUk(λ)

dλ
=

(
rT−kR

−2
λ,−kr−k − rTR−2

λ r
)
.

Taking the limit for λ→ 0 and using (25) and (26),
this reduces to

∀ k ∈ R : lim
λ→0

Uk(λ)

λ
= ‖R+

−kr−k‖
2 − ‖R+r‖2

= ‖x̂−k‖2 − ‖x̂‖2

where the last equality immediately follows from
(21). This shows that selecting the redundant vari-
able k ∈ R with the lowest utility, will induce the
lowest increase in `2-norm, which proves Result 3.


