
Received November 28, 2020, accepted December 25, 2020, date of publication January 6, 2021,
date of current version January 7, 2021.

Digital Object Identifier 10.1109/ACCESS.2020.3048088

Knowledge-Guided Sentiment Analysis Via
Learning From Natural Language Explanations
ZUNWANG KE1, JIABAO SHENG 2, ZHE LI 2, WUSHOUR SILAMU1,
AND QINGLANG GUO3, (Associate Member, IEEE)
1Xinjiang Laboratory of Multi-Language Information Technology, Xinjiang Multilingual Information Technology Research Center,
College of Information Science and Engineering, Xinjiang University, Urumqi 830046, China
2Xinjiang Laboratory of Multi-Language Information Technology, Xinjiang Multilingual Information Technology Research Center,
College of Software, Xinjiang University, Urumqi 830046, China
3National Engineering Laboratory for Risk Perception and Prevention (NEL-RPP), China Academy of Electronics
and Information Technology, Beijing 100041, China

Corresponding author: Zhe Li (lizhe@stu.xju.edu.cn)

This work was supported in part by the National Key Research and Development Program of China under Grant2017YFC0820700, in part
by the National Language Commission Research Project under Grant ZDI135-96, in part by the Xinjiang Uygur Autonomous Region
Graduate Research and Innovation Project under Grant XJ2020G071, and in part by the China Academy of Electronics and Information
Technology, National Engineering Laboratory for Risk Perception and Prevention (NEL-RPP).

ABSTRACT Sentiment analysis is crucial for studying public opinion since it can provide us with valuable
information. Existing sentiment analysis methods rely on finding the sentiment element from the content
of user-generated. However, the question of why a message produces certain emotions has not been
well explored or utilized in previous works. To address this challenge, we propose a natural language
explanation framework for sentiment analysis that provides sufficient domain knowledge for generating
additional labelled data for each new labelling decision. A rule-based semantic parser transforms these
explanations into programmatic labelling functions that generate noisy labels for an arbitrary amount of
unlabelled sentiment information to train a sentiment analysis classifier. Experiments on two sentiment
analysis datasets demonstrate the superiority it achieves over baseline methods by leveraging explanations
as external knowledge to joint training a sentiment analysis model rather than only labels. An ablation study
is conducted to clarify the relative contribution of natural language explanations.

INDEX TERMS Sentiment analysis, natural language explanations, domain knowledge, knowledge-aware,
semantic parser, classifier.

I. INTRODUCTION
Sentiment analysis is a significant task in natural language
processing and is the core for some prevalent downstream
tasks including public opinion analysis [3], [19], [21], [24],
[33], [44]. This task focuses on predicting the sentiment
information of a given input sentence. However, previous
works usually require massive labelled data, which lim-
its their applications in situation where data annotation is
expensive. The traditional method of providing supervision
is through human-generated labels. For example, given a
sentence ‘‘Anyway, the food is good, the price is right and
they have a decent wine list’’, an annotator should label it as
‘‘Positive’’. However, the label does not provide information
about how the decision is made. A more informative method
is to enable the annotators to explain their decisions in natural
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language, so that the annotation can generalize to other exam-
ples. In the above example, an explanation can be ‘‘Positive,
because the word ’food’ occurs before ’is good’ and the word
’price’ precedes the word ’right’ within 2 words’’, which
can generalize to instances such as ‘‘Delicious food with a
fair price’’. Natural language (NL) explanations have shown
effectiveness in providing additional supervision, especially
in low-resource settings [10], [34]. Additionally, they can be
easily collected from human annotators without significantly
increasing the annotation effort.

However, exploiting NL explanations as supervision is
challenging due to the complex nature of human languages.
First, textual data are not well structured, and thus we must
parse explanations into logical forms so that machines can
better utilize them. Additionally, linguistic variants are ubiq-
uitous, which makes it difficult to generalize an NL explana-
tion to match sentences that are semantically equivalent but
have different word usages.Whenwe perform exactmatching
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FIGURE 1. High-level illustration of SANLE.

with the previous example explanation, it can fail to annotate
sentences with ‘‘reasonable prices’’ or ‘‘good bread’’.

Attempts have been made to train classifiers with NL
explanations. Previous works have relied on identifying the
relevant input parts including labelling the features [7], [20],
[29], highlighting the rationale phrases in text [1], [41],
or marking relevant regions in the images [38]. However,
certain types of information cannot be simply attributed to
annotating a part of the input, such as missing one word or
at least two words. In the above example, a sentence such as
‘‘Decent bread at a fantastic enough price’’ will be rejected
because of the ‘‘directly preceded’’ requirement. Therefore,
we believe that the generalization ability of NL explanations
is under-explored. We emphasize that a good data annotation
method should 1) be able to generalize annotations to seman-
tically similar instances (beyond stemming, parts of speech,
etc.) and 2) model the uncertainty in annotations.

Towards these aims, as shown in Figure 1, we propose the
SANLE framework to learn neural models with explanations,
as illustrated in Figure 1. Given a raw corpus and a set of
NL explanations, we first parse the NL explanations into
machine-actionable logical forms with a combinatory cate-
gorical grammar (CCG)-based semantic parser. Unlike previ-
ouswork, we ‘‘soften’’ the annotation process by generalizing
the predicates using a neural module network and chang-
ing the labelling course from accurate matching to blurred
matching. After the filter removes the incorrect semantic
interpretation functions, the correct labelling functions are
executed onmany unlabelled examples and generate a weakly
supervised large training dataset. The annotation generated
by natural language explanations is used as external knowl-
edge to jointly train the sentiment analysis classifier. The key
idea of these proposals is to learn knowledge embeddings
and let knowledge participate in computing the attention
weights. Our proposed models can concentrate on different
parts of a sentence when different pieces of knowledge are
provided, so that they are more competitive for the sentiment
analysis classification.We conduct experiments onmany sen-
timent analysis tasks. The experimental results demonstrate
the superiority of SANLE over various baseline methods.

We make the following key contributions in this work:
• We address the challenge of limited labelled data and
the class imbalance problem for the deep learning-based

sentiment analysis on social media. We present a data
augmentation method based on NL explanations for the
sentiment analysis.

• After utilizing a semantic parser to convert the NL
explanations into an executable logical form, the afore-
mentioned method employs a neural module network
architecture to generalize various forms of actions to
label data instances and accumulates the results with soft
logic, which greatly increases the coverage of each NL
explanation.

• We perform the above by injecting external knowledge
with attention-based BiLSTM for the sentiment clas-
sification. The models can attend different parts of a
sentence when appending the aspect vector into the input
word vectors. The results show that the attention mech-
anism with knowledge is effective. Our experiments on
sentiment analysis tasks show the superiority of this
method over baseline methods by leveraging NL expla-
nations as the external knowledge to jointly train the
classifier.

II. RELATED WORKS
In this section, we will briefly review related works on the
sentiment classification [11], [13], knowledge-aware senti-
ment analysis [9], [14], and natural language explanation [5],
[16], [23] classification.

A. SENTIMENT ANALYSIS
Sentiment analysis and emotion recognition have always
attracted attention in multiple fields such as NL processing,
psychology, and cognitive science. Reference [6] showed
a joint encoding model based on Transformer (TBJE) for
the sentiment analysis task. Reference [18] captured the
implicit and explicit global structural information that resides
in the input space to address the targeted sentiment analy-
sis. To address the aspect-based sentiment analysis in two
conceptual tasks (aspect extraction and aspect sentiment
classification), Reference [26] fully leveraged the impor-
tance of syntactical information to explore the grammatical
aspects of the sentence and employed a self-attention mech-
anism for syntactical learning. Reference [39] also addressed
this problem by means of the effective encoding of syntax
information.
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B. KNOWLEDGE-AWARE SENTIMENT ANALYSIS
Recently, many works have investigated how to incorporate
knowledge into the Sentiment Analysis. For the cross-domain
sentiment analysis prompted by the requirement to address
the domain gap among different applications, Reference [8]
took a novel perspective by introducing the external world
knowledge to enhance the performance of sentiment anal-
ysis. Reference [37] proposed a knowledge-based method-
ology on social networks for sentiment analysis. This work
focused on semantic processing considering the content by
handling the opinions of public users as excerpts of knowl-
edge. This approach implements knowledge graphs, similar-
ity measures, graph theory algorithms, and a disambiguation
process. Reference [15] considered the linguistic knowledge
of texts that could promote language understanding in senti-
ment analysis tasks and first proposed a context-aware sen-
timent attention mechanism to acquire the sentiment polar-
ity of each word with its part-of-speech tag by querying
SentiWord-Net. Then, they devised a new pre-training task
called the label-aware masked language model to construct
a knowledge-aware language representation. Reference [36]
introduced the Sentiment Knowledge Enhanced Pre-training
(SKEP) to learn a unified sentiment representation for mul-
tiple sentiment analysis tasks. By using the automatically
mined knowledge, SKEP conducts sentiment masking and
constructs three sentiment knowledge prediction objectives
to embed the sentiment information at the word, polarity
and aspect levels into a pre-trained sentiment representa-
tion. In particular, the prediction of aspect-sentiment pairs
is converted into the multi-label classification to capture the
dependency between words in a pair.

C. NATURAL LANGUAGE EXPLANATIONS
In leveraging NL to train the classifiers, supervision in the
form of NL has been explored by many works. Reference
[34] first demonstrated the effectiveness of NL explanations.
A joint concept-learning and semantic-parsing method was
proposed for classification problems. However, this method is
very limited because it cannot use unlabelled data. To address
this issue, Reference [10] proposed parsing NL explana-
tions into labelling functions and using data programming
to handle the conflicts and enhancements among different
labelling functions. Reference [4] extended the Stanford
Natural Language Inference dataset with an extra layer of nat-
ural language explanations based on human-annotated impli-
cation relations. Furthermore, they built a neural network
that could directly provide full-sentence NL justifications.
Reference [30] proposed the original elementary knowledge
Auto-Generated Explanations (CAGE) architecture, which
generated helpful explanations by training a language model
when it was fine-tuned on the explanations of human and
input problems. Then, the classifier model can use these
explanations to make predictions. To augment the classi-
fication of sequence with natural language explanations,
reference [28] proposed an original neural modular execu-
tion tree (NMET) architecture. After transforming natural

language explanations into executable logical types via a
semantic parser, NMET adopts a neural module network
framework to generalize diverse forms of actions to label data
examples and cumulates the results with soft logic, which
significantly improves the range of each natural language
explanation.

III. METHODOLOGY
Our framework generates natural language explanations for
datasets through semantic parsers as external knowledge, and
the knowledge embeddings are taken as the input with the
word embedding to jointly train a sentiment analysis model.

A. GENERATE EXTERNAL KNOWLEDGE
As shown in Figure 2, the SANLE framework varies nat-
ural language explanations and unlabeled data into noise
labelled training sets. The training set includes three key
components: semantic parser, filter bank and label aggre-
gator. The semantic parser exchanges NL explanations into
a series of logical forms that represent labelling functions.
The filter bank deletes some incorrect labelling functions as
probable without requiring the ground truth tags. The remain-
ing labelling functions are adopted for unlabelled instances
to generate a matrix of labels. This label matrix is passed
into the label aggregator, which integrates these possible
conflicting and overlapping labels into one label for every
example. The resulting labelling instance is utilized to train
any discrimination model.

1) SEMANTIC PARSER
To leverage the unstructured human explanations ε = ejS

′

j=1,
we turn them into logical forms [31], which can be denoted
as F = fj : X → 0 : 1|S

′
|

j=1, where 1 indicates that the logical
form matches the input sequence and 0 indicates that it does
not. To access the labels, we introduce a function h : F → Y
that maps each logical form fj to label yj of its explanation ej.
Examples are provided in Fig. 1. We use the combinatory cat-
egorical grammar (CCG)-based semantic parsing approach
[2], [43], which couples the syntax with the semantics, to
convert each NL explanation ej to a logical form fj.

Following [34], we first compile a domain lexicon
that maps each word to its syntax and logical predicate.
Frequently used predicates are listed in the Appendix. For
each explanation, the parser can generate many possible log-
ical forms based on the CCG. To identify the correct logical
form from among these possible forms, we use a feature
vector φ(f ) =∈ Rd , where each element counts the number
of applications of a particular CCG combinator (similar to
[43]). Specifically, given explanation ei, the semantic parser
parameterized by θ ∈ Rd outputs a probability distribution
over all possible logical forms Zei . The probability of a feasi-
ble logical form can be calculated as:

Pθ (f |ei) =
exp θTφ(f )∑

f ′:f ′∈Zej
exp θTφ(f )

. (1)

To learn θ , we maximize the probability of yi given ei,
which is calculated by marginalizing over all logical forms
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FIGURE 2. Our model combines LFs [10] with GCG [2], and the natural language explanations are parsed into candidate labelling functions (LFs) via
semantic parsing GCG. Many incorrect LFs are automatically filtered out by the filter bank. The remaining functions provide heuristic labels over the
unlabelled dataset, which are aggregated into one noisy label per example and yield a large, noisily labelled training set for a classifier.

that match xi (similar to Liang et al. (2013)). Formally, the
objective function is defined as:

Lparser =
|S ′|∑
i=1

log(
∑

f :f (xi)=13h(f )=yi

Pθ∗(f |ei)). (2)

When the optimal θ∗ is derived using the gradient-based
method, the parsing result for ei is defined as fi =
argmaxf Pθ∗(f |ei).

2) FILTER BANK
The filter bank input is a series of candidate label func-
tions (LFs) generated by the semantic parser. The goal of
the filter bank is to abandon some wrong LFs as probable
without claiming extra labels. It includes semantic filters and
pragmatic filters.

Each explanation ei is gathered in the circumstances of a
particular labelled instance (xi, yi). The semantic filter veri-
fies the LFs that vary with their corresponding instance; Any
LF f for which f (xi)/ = yi is abandoned. Finally, of all
LFs that are similarly interpreted by all other filters, we only
retain the most specific (lowest coverage) LF, which prevents
multiple related LFs from dominating in a single instance.

3) LABEL AGGREGATOR
The label aggregator integrates diverse suggested labels,
which form the LFs, and integrates them into a single label
of each probabilistic instance. Specifically, if m LFs through
the filter bank are adopted to n instances, the label aggregator
executes a function f : {−1, 0, 1}mxn → [0, 1]m. A simple
solution is to adopt a simple majority vote, but this solution
neglects to consider the truth that LFs can have a broad
range of precision and coverage. Therefore, we utilize data
programming [31] to model the relationship of the true labels,

and the labelling functions output a factor graph. Further-
more, given the true labels Y ∈ {−1, 1}n (latent) and label
matrix 3 ∈ {−1, 0, 1} (observed), where 3i,j = LFi(xj),
we define the labelling propensity and accuracy as two types
of factors:

φLabi,j (3,Y ) = 13i,j 6= 0 (3)

φAcci,j (3,Y ) = 13i,j = yi. (4)

Hence, for factors concerning to a given point of data xj as
φj(3,Y ) ∈ Rm,

pw(3,Y ) = Z−1w exp (
n∑
j=1

w · φj(3,Y )), (5)

where w ∈ R2m is the weight vector, and Zw is the normal-
ization constant. To determine this model without identifying
the true marks Y , with the perceived labels λ, we minimize
the negative log marginal likelihood:

ŵ = argminw − log
∑
Y

pw(λ,Y ) (6)

By applying stochastic gradient descent (SGD) and Gibbs
sampling to infer and utilize the marginals pŵ(λ,Y ) as prob-
abilistic training labels. We conclude the accuracies of the
LFs because they overhang and conflict with one another.
Due to high conflict rates in noisier LFs with others, their
corresponding accuracy weights in w will be smaller, which
decreases their impact on the aggregated labels.

B. SENTIMENT CLASSIFIER
For the results in this paper, our discriminative model is an
attention-based BiLSTM Network for sentiment classifica-
tion. The standard LSTM cannot detect the important part
for the aspect-level sentiment classification, and the attention
mechanism can capture the key part of a sentence in response
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FIGURE 3. Sentiment analysis classifier. Architecture of the attention-based BiLSTM with external knowledge.

to a given aspect. The attention mechanism can concentrate
on different parts of a sentence when different aspects are
taken as the input. Figure-3 represents the architecture of an
Attention-based BiLSTM.

IV. EXPERIMENTS
A. DATASETS
We conduct experiments on the sentiment analysis with sen-
timent analysis points to define the sentiment regarding a
given sentence. For example, in the sentence The sweet lassi
was excellent as was the lamb chettinad and the garlic naan
but the rasamalai was forgettable, the sentiment is positive,
and the explanation can be that The word was is directly
succeeded by excellent. For this task, we use two customer
review datasets: Restaurant and Laptop, which are part of
SemEval 2014 Task 4 [12], [27]. The dataset consists of
customer reviews. Each review contains a list of aspects and
corresponding polarities. Our aim is to identify the sentiment
of a sentence. The statistics is presented in Table 1.

TABLE 1. Statistics of the SemEval 2014 Task 4. Aspect distribution
per sentiment class. Fo., Pr., Se, Am., An. refer to food, price, service,
ambience, anecdotes/miscellaneous. ‘‘Asp.’’ refers to aspect.

B. BASELINES
The logical forms are used to partition the unlabelled corpus
D into labelled set Da and unlabelled set Du. Labelled set Da
can be directly utilized by supervised learning methods.

(1) CBOW-GloVe uses a bag-of-words [22] on GloVe
embeddings [25] to represent the instance or surface patterns
in an NL explanation. Then, it annotates the sentence with
the label of its most similar surface pattern (as with cosine
similarity).
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(2) PCNN [42] uses piecewise max-pooling to aggregate
CNN-generated features.

(3) ATAE-LSTM [40] incorporates the aspect term infor-
mation into both embedding layer and attention layer to help
the model concentrate on different parts of a sentence.

In the semi-supervised baselines, unlabelled data Du are
introduced for training. For methods that require rules as the
input, we use surface pattern-based rules transferred from
the explanations. The compared semi-supervised methods
include the following:

(4) Data Programming [10], [31] aggregates the results
of strict labelling functions for each instance and uses these
pseudo-labels to train a classifier.

(5) Self-Training [32] expands the labelled data by select-
ing the batch of unlabelled data with the highest confidence
and generating pseudo-labels for them. The method stops
when all unlabelled data are used.

(6) Pseudo-Labelling [17] first trains a classifier on a
labelled dataset and subsequently generates pseudo-labels for
the unlabelled data using the classifier by selecting the label
with the maximum predicted probability.

(7) Mean-Teacher [35] uses the averaged model weights
instead of the label predictions and assumes that similar data
points have similar outputs.

Learning from explanations is categorized as a third
setting. Both methods generate explanation-guided
pseudo-labels for a downstream classifier.

(8) SANLE (proposed work) softly applies logical forms
to obtain annotations for the unlabelled instances and
trains a downstream classifier with these pseudo-labelled
instances.

C. HYPER-PARAMETERS
To achieve the ideal classification effect, we repeat the
experiments and adjust the model’s hyper-parameters.
The experimental parameters are selected by minimizing the
cross-entropy. The size of an LSTM cell is set to 100. The
dropout is set to 0.5 to prevent overfitting. The model uses
128 mini-batches and Adam optimization algorithm. In the
experiment, the best accuracy is achieved when the number
of iterations in model training is 20.

D. EXPERIMENTAL RESULTS
Table-3 lists the precision, recall, and F1 scores of all sen-
timent analysis models. The baseline models experimental
results are directly cited from previous studies [28]. Our pro-
posed SANLE consistently outperforms all baseline models
in a low-resource setting. We also find the following results:
(1) Directly applying logical forms to unlabelled data results
in poor performance. This method achieves high precision
but low recall, as expected. (2) Compared to its downstream
classifier baseline, SANLE achieves the best F1 score, which
confirms that the expansion of rule coverage by SANLE is
effective and provides useful information for classifier train-
ing. (3) The semi-supervised methods have unsatisfactory
results, which can be explained by the difference between the
underlying data distributions of Da and Du.

TABLE 2. Experiment results on sentiment analysis. The best and
second-best results in each metric are bold and underlined, respectively.

FIGURE 4. Ablation study on semantic parsing. The precision, recall, and
F1 score on the test set are reported. We compared two semantic parsers.

E. ABLATION STUDY
To explore the effect of key factors on our proposed model,
we assess the achievement of SANLE with respect to its rate
of advancement by semantic parsing, its reliance on correctly
parsed relevant information, and the logical form mechanism
that it utilizes.

1) EFFECTIVENESS OF SEMANTIC PARSING
As shown in Figure 4, we conduct ablation studies on Laptop
and Restaurant.We changed the semantic parser fromCGC to
LF [10] to see how much rule softening helped in our frame-
work. We can easily conclude that the CGC semantic parser
module plays a vital role. Modifying it results in a significant
performance drop, which demonstrates the effectiveness of
generalization when applying logical forms and indicates
the importance of semantic learning when performing fuzzy
matching.

2) EFFECT OF INCORRECT PARSING
In Figure 5, we describe the semantic parser case before and
after filtering. The semantic parser accuracy is based on an
accurate match with a manually produced parse per expla-
nation. The simple filter-bank-based heuristic strongly elim-
inates the most inaccurate semantic parsers in the sentiment
analysis tasks. Intuitively, the filters are powerful, since it is
difficult for a semantic parser to be parsed from an instance,
perfectly label its own example and not label all cases in the
training dataset with the same description or identically to
extra LF.While users provide explanations, the signs that they
express present good origin points, but they are unlikely to be
optimal. This result explains that the filter bank is required
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TABLE 3. Examples for SANLE explanations.

FIGURE 5. Precision, recall, and F1 scores obtained using SANLE with no
filter bank and as normal.

to liquidate certainly unrelated semantic analysis labels, but
with this issue, the naive semantic parser based on a rule and
a perfect parser have almost equal average F1 scores.

F. CASE STUDY
In this section, we show the results of applying our proposed
model to the NL interpretation of the dataset. As seen from
the examples given in the table, using our correct semantic
parser can provide good NL interpretations of sentences. our
semantic parser, can accurately identify words expressing
emotional polarity andmake a reasonable interpretation of the
sentence, as external knowledge to jointly train the sentiment
classifier in order to improve the accuracy of the emotion
dichotomy.

G. DISCUSSION
We obtain the appropriate logical forms from user-given
explanations, and we have various choices for how to use
them. Reference [34] proposes adopting those logical forms
as characteristics in a linear classifier, essentially using a
traditional supervision approach with user-specified features.
We prefer to apply them as functions to weakly supervise
a larger training dataset over data programming [31]. In the
above experiment, we find that the use of NL explanations can
effectively improve the performance of the sentiment analysis
tasks. More commonly, from a machine learning viewpoint,
labels are the principal asset, but they are a low-bandwidth
sign among the annotators and the learning algorithm. NL as
external knowledge presents a much higher-bandwidth con-
nection pipe. We have displayed encouraging results in

the sentiment analysis task, and it will be fascinating to
enlarge our framework to other tasks and more interactive
perspectives.

V. CONCLUSION AND FUTURE WORK
In this paper, we have presented SANLE, a framework that
augments sequence classification by exploiting NL explana-
tions as the external knowledge supervision in a low-resource
setting. We addressed the challenges of modelling the com-
positionality of NL explanations and handling the linguistic
variants. Semantic parsers, semantic filter banks, and label
aggregators were introduced to generalize different types of
actions through logical forms, which substantially increased
the coverage of the NL explanations. Our current study has
demonstrated the potential efficiency and effectiveness of
semantically augmented data in combating the labelled data
scarcity and class imbalance problems of publicly available
sentiment analysis datasets. We conducted extensive exper-
iments on two datasets and proved the effectiveness of our
model.

In future work, we plan to augment data via NL explana-
tions in low-resource language sentiment analysis datasets to
build comprehensive datasets for the sentiment analysis and
conduct experiments on sentiment analysis via deep learning.
We will evaluate the effectiveness of the augmented data in
alleviating overfitting and its usefulness in facilitating deeper
neural networks for the sentiment analysis. Further exper-
iments will be conducted to examine the generalization of
sentiment analysis models to unseen causes of emotions.
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