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ABSTRACT Network traffic analysis and predictions have become vital for monitoring networks. Network
prediction is the process of capturing network traffic and examining it deeply to decide what is the occurrence
in the network. The accuracy of analysis and estimation of network traffic are increasingly becoming
significant in achieving guaranteed Quality of Service (QoS) in the network. The main aim of the presented
research is to propose a new methodology to improve network traffic prediction by using sequence mining.
The significance of this important topic lies in the urge to contribute to solving the research problem
in network traffic prediction intelligently. We propose an integrated model that combines clustering with
existing series models to enhance prediction the network traffic. Clustering granules are obtained using
fuzzy c-means to analyze the network data for improving the existing time series. The novelty of the
proposed research has used the clustering approach to handle the ambiguity from the entire network data for
enhancing the existing time series models. Furthermore, we have suggested using the weighted exponential
smoothingmodel as preprocessing stages for increasing the reliability of the proposedmodel. In this research
paper, machine intelligence proposed to predict network traffic. The machine intelligence is working as pre-
processing for enhancing the existing time series models. The machine intelligence combines non-crisp
Fuzzy-C-Means (FCM) clustering and the weight exponential method for improving deep learning Long
Short-Time Memory(LSTM)and Adaptive Neuro-Fuzzy Inference System (ANFIS)time series models. The
ANFIS and LSMT time series models are applied to predict network traffic. Two real network traffic traces
were conducted to test the proposed time series models. The empirical results of proposed to enhanced
LSTM 97.95% and enhanced ANFIS model is R = 96.78% for cellular traffic data, with respect to the
correlation indicator. It is observed that the proposed model outperforms alternative time series models.
A comparative prediction results between the proposed model and existing time series models are presented.
The comparisons indicate that the presented model outperforms the opponent models; the proposed method
optimises the deep learning LSTM and ANFIS time series models. The proposed methodology offers more
effective approach to the prediction of network traffic.

INDEX TERMS Machine intelligence, soft computing, machine learning, network traffic, deep learning
algorithm.

I. INTRODUCTION
Network traffic management is defined as an aspect of net-
work traffic analysis and prediction. Internet traffic manage-
ment is used to handle the traffic situations in networks,
avoiding congestion, improving information security and
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making good use of available network resources. With the
propagation of smart phones and using data plans by the
majority, data traffic is experiencing exponential growth.
To manage the harnessing of this explosive growth, accu-
rate network traffic forecasting is required for planning
the capacity of networks. In the absence of a fast and
accurate network traffic-forecasting model, network opera-
tors will be at risk. Network management and appropriate
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modelling are necessary for effective network traffic
management.

With the developing prevalence of advanced mobile
phones and the fast improvement of the Internet, the conven-
tional system administration framework cannot adjust intel-
ligently and sufficiently. Moreover, if we can use historical
data to forecast the patterns of network traffic accurately,
better planning of network is more likely to be made, and
limited resources can be allocated and scheduled reasonably.
Modelling and forecasting of network traffic also play impor-
tant roles in achieving themost favourable resource allocation
by convenient bandwidth provisioning and simultaneously
preserving the highest network utilisation. Thus, it is cru-
cial to have a vigorous forecasting model for planning and
designing the capacity of the network. The dynamic nature of
network traffic influences the need for a way to dynamically
allocate bandwidth and avoid congestion.Measuring network
traffic behaviours can only be achieved if we have an accurate
model. Consequently, accurate network traffic modelling and
prediction is required in order to accomplish a better Quality
of Service (QoS) and for best future network traffic engineer-
ing. Furthermore, the linear as well as non-linear time series
models have been widely utilised for modelling of network
traffic by many developers and researchers.

Network traffic prediction models can assist network engi-
neers in determining appropriate traffic engineering tools that
can even deal with any unexpected future conditions auto-
matically. Network traffic prediction algorithms can abso-
lutely play a vital role in network planning and bandwidth
provisioning. Network traffic planning has become a very
important task in the research community. Due to the capacity
of the telecommunication network, it has become very diffi-
cult for an administrator to manage the network since users
are connecting to it. Further, monitoring network between
source and destination is a very important task, and this needs
accurate modelling of incoming traffic as well as prediction
of future traffic. Network traffic analysis has become ever
more vital and important for monitoring network traffic. Net-
work analysis is a process of capturing network traffic and
examining it deeply to decide what is the occurrence in the
network. Network analysis is identified by numerous other
names: network analysis, protocol analysis, packet analysis
and others [1]. Network traffic analysis is a set ofmethods that
are consecutively utilised to understand the nature of traffic
on a per-packet or per-level basis. Furthermore, network traf-
fic analysis is used to analyse all traffic data, which includes
the time and duration of the communication, the complicated
shape of the communication streams, the identities of the
groups communicating, and their locations. Thus, modelling
network traffic has become an essential part of helping to
design networks and of bandwidth wastage control. The Pois-
son model is the original model that is implemented in the
telephone network for the modelling and prediction arrival
process [2]. Nevertheless, with the emergence of modern
telecommunication, network traffic has developed massively
and is becoming increasingly complex and burst than earlier

voice traffic. Network management and appropriate mod-
elling are necessary for effective network trafficmanagement.

A number of researchers and developers have studied these
issues, and intelligence algorithms are employed for mod-
elling and predicting network traffic.

These intelligence algorithms are the genetic algo-
rithm [2], [3], the Artificial Neural Network [4], fuzzy
logic [5], and so on. They combine neural network with a
fuzzy logic-proposed robust model able to enhance the pre-
diction of network traffic [6]. The combination has given the
highest performance compared to the individual. Proposed
feedback on this method is that the Recurrent Convolution
Neural Network be used to predict the traffic [7]. Also, the
DNN deep learning model can be used to predict traffic flow.
The results have shown that deep learning reduces prediction
errors [8]. The significance of this important topic, and our
urge to contribute in solving the research problem in network
traffic prediction intelligently, are the main motive of this
research. Consequently, accurate network traffic modelling
and prediction are a requisites to accomplishing a better
Quality of Service (QoS) and for best future network traffic
engineering.

The contributions of this research are: modelling and fore-
casting of network traffic also play an important role in
achieving the most favorable resource allocation by provi-
sioning a convenient bandwidth and simultaneously preserv-
ing the highest network utilization. Clustering granules are
obtained using fuzzy c-means to analyze the network data
for improving the existing time series. The novelty of the
proposed research has used the clustering approach to handle
the ambiguity from the entire network data for enhancing the
existing time series models. Furthermore, we have suggested
using a weighted exponential smoothing model as prepro-
cessing stages for increasing the reliability of the proposed
model. Finally, the proposed model has achieved the best
results compared with the existing time series models.

Whether the research work is rich and depth for determine
the ambiguous objects that obstruct the performance of time
series models. Using machine intelligence has made research
work is rich and depth.
• We proposed a hybrid model to predict network traffic.
• We used advance time series prediction models for
improving network congestion.

• We have used different types of network data for testing
the proposed model.

• The proposed model enhances the alternative time series
models

• We compared the results of the proposed model against
the results obtained from the alternative model.

II. BACKGROUND OF THE STUDY
The state-of-the-art network traffic research models are sum-
marised, it is observed that the rear research gaps which
motivate the proposed research work. Understanding net-
work traffic for predicting future demand is one of the crit-
ical requirements for improving network resource efficiency
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due to complex in-network data from numbers of network
applications that are behind the traffic [3]. Numbers of time
series models like statistical models and machine learning
models have been proposed to deal with network traffic and
for predicting traffic: statistical learning [4], [5], machine
learning [6]–[9], and hybrid schemes [10]. A comprehensive
review of network traffic prediction schemes, and deep learn-
ing algorithms is used to improve the efficiency of network
traffic throughout predicting future traffic. The convolution
and recurrent neural networks are used for prediction network
demand [11], [12]. In [13], a deep learning algorithm like
convolution and recurrent neural networks to enhance are
applied to predict performance. In [14], [9] the LSTM is
applied to predict network traffic. In network traffic predic-
tion, the researchers have applied different appropriate mod-
els for enhancing network performance. In [15], the ON-OFF
model is used and the ARIMA model applied, [16] presents
the FARIMA model, [17]considers the mobility model, [18]
explores the network traffic model, [19] uses the stable
model; [20], [21] these present models were implemented
to explore the network traffic characteristics, such as per-
formance, planning, trend and seasonal traffic further, [22]
and their self-similarity [23], [24]. The modern signal pro-
cessing algorithms are used to predict the characteristics of
network traffic such as in [25]. [26] is introduced the principal
components analysis method. In [26], [27] the Kalman filter-
ing method is applied, and [28], [29], [25], [30] presented
a compressive sensing method to capture the evolution of
traffic. The modelling network traffic is very important in
large scale networks for planning and it increases the perfor-
mance of the network. In [31], [32], [33] the ARMA model
to predict network traffic is proposed. [34], [35] present the
ARIMA model to analyse and predict future traffic in the
network. In [36], [37] nonlinear models like deep learning
and neural network are proposed to predict network traffic.
There are numerous significant time series prediction models
in the literature, as we will show. The most popular and
commonly used time series models are stochastic time series
models, such as the Single Moving Average, Holt-Winters,
Exponential Smoothing [38] and AutoRegressive Moving
Average (ARMA) models. The stochastic time series models
are considered as linear time series. The AutoRegressive
Moving Average model has branches of other models, such
as the AutoRegressive [39] Moving Average, AutoRegres-
sive Moving Average and Seasonal AutoRegressive Moving
Average models. The Box and Jenkins method has been pro-
posed for seasonal time series forecasting such as SARIMA
model [40].

Wu et al. [7] presented the Fusion Deep Learning (FDL)
model for predicting level traffic speed. It is noted the pro-
posed model achieved better than the benchmark models with
respect to the accuracy and stability metrics. Li et al. [60]
proposed Dynamic Radial Basis Function (DRBF) neural
network to predict outbound passenger volume. The proposed
model was use to improve the passenger flow control to

identify the Possible stations that significantly impact the
outbound volumes of the target stations. Gu et al. [61] used
deep feature leaning model to predict short-term traffic. The
proposed model is used to forecast traffic flow for next
day. Furthermore, presented multi-objective particle swarm
optimization algorithm to optimize the parameters of deep
learning model. Gu et al. [62] proposed DNN-BTF model
to predict the characteristics of traffic flow. Li et al. [63]
proposed Bayesian combination model with deep learning
(IBCM-DL) to predict traffic flow. The BCM has been
used to established the proposed model, Three sub-predictors
namely neural network, autoregressive integrated moving
average, and RBFNN are appropriated with IBCM frame-
work for improving the proposed model. It is noted that the
IBCM-DL model outperforms compared with state-of-the-
art models. This research contributes to predicting network
traffic for improving network planning, network security, and
network management. The new proposed model is suggested
to enhance the alternative models. This model can assist in
predicting loading packets and burst arrivals of packets in
network. We have developed machine intelligence that can
forecast traffic in network. Table 1 summarize recent and
advancement research papers of network traffic classification
and prediction.

III. MATERIALS AND METHODS
In this section, the materials and methods of the proposed
model are presented.

Figure 1 shows the formwork of the proposed model to
optimise the time series models for predicting network traffic.
This new methodology has optimised deep learning LSTM
and ANFIS time series models. Real network data were
collected from different network backbones for examining
the methodology of the proposed model. The fuzzy c-means
clustering algorithm has been applied to cluster the network
data for identifying the similar characters of objects that are
used to pick up similar objects and maintain on specific
cluster numbers. The similar objects are clustered into same
group, five clusters numbers are considered due to all objects
belonging to five cluster numbers. The five clusters numbers
C1 → C5 is are initialled as input for the weighted exponen-
tial smoothingmethod. TheWESmethod is applied to predict
each cluster’s number separately. The weighted exponential
smoothing method obtained five predictors P1 → .P5. The
predictorsP1→ P5 are combined to obtainPn. ThePn is con-
sidered as input for the LSTM andANFIS time series models.
This pre-processing step has been considered to improve the
LSTM and ANFIS models to predict network traffic. It is
noted that the proposed model has reduced prediction errors
and the obtained results were more satisfactory.

Finally, evaluation indicators are employed to examine
the proposed methodology to optimise the advance machine
learning algorithm, namely LSTM and ANFI, for prediction
the network traffic. The algorithm of the proposed model is
presented in algorithm 1.1.
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TABLE 1. Summaries of network traffic study.
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FIGURE 1. Framework of the proposed model.

FIGURE 2. Network structure of a cellular network.

A. DATASETS
The real network traffic traces are conducted to test the
performance of the proposed model.

1) 4G CELL TRAFFIC FROM KAGGLE
The q-data collected from Kaggle data set contains loading
packets of 4G cells. 4G cell traffic is known as the traffic
of users of a mobile data service; the mobile device will be
served by a nearby 4G cell. The data contains one week of
traffic; Cell 039872 is serving 50 subscribers, and each sub-
scriber in 1 hour x uses an average of 10Mb=>Traffic of cell
039872 [57]. In this research, one day (10-16-2016) of traffic
was considered to test the proposed model. Figure 2 shows
the load packets for one day. Figure 3 shows the structure of
the cellular network.

2) MAWI (MEASUREMENT AND ANALYSIS ON THE WIDE
INTERNET)
This trace is collected from a backbone ofWIDE internet with
a connection speed of 150 Mbps. The MAWI (Measurement

Algorithm 1.1 Algorithm of the Proposed Model
Input: Network traffic Xi from different real networks
Output: forecasting the future traffic Yi+1
1. Clustering input data Xi into five clusters C5 by using

Fuzzy C-Means
2. The five clusters are considered as input C1 . . . . C5
3. Weighed exponential smoothing is applied to individ-

ual clusters for obtained Pi
4. Length (C1 . . . . C5)
5. fori = C1→ C5
6. Pi = alpha ∗C1→5 (i-1) + (1-alpha)∗Pi (i-1);
7. Obtained five predicts P1,P2P3, P4, P5
8. Combines P1 + P2 + P3 + P4 + P5 obtained Pn
9. Normalised log(Pn )

10. Apply time series models namely LSTM and ANFIS
11. End for
12. Return Yi+1

and Analysis on the WIDE Internet) repository contains
numbers of network traffic data [58]. The WIDE is the
backbone of a Japanese academic network. We have con-
sidered the 2015 traffic trace. Figure 4 displays the load
packets traffic in 2015 after being normalized by using a log
function.

B. FUZZY C-MEANS (FCM) METHOD
Fuzzy c-means clustering is a non-crisp clustering algorithm
which uses to all object value to be a member to one or
more with different value is considered between [0,1]. The
non-crisp FCM gives a varying membership value to the
objects in the same cluster. The equation [1] is represented as
FCM. The figure displays how FCM algorithm clusters the
objects.

n∑
i=1

k∑
j=1

µmij

(
Ex,⇀c

)
1 < m <∞ (1)
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FIGURE 3. Load network traffic for one day.

FIGURE 4. Load network traffic for one year.

where n is the number of the load packets in network traffic,
m is the real number great than 1performed by µij member-
ship function, ⇀c is centroid Ex is vector numbers j is cluster
numbers.

Subject to update the membership function in

Uij =
1

k∑
n=1

( d( Exi−Eci)
Exi−Eci)

)
2

m−1

(2)

Subject to update the appropriate centroid for the objects

⇀c i =

n∑
i=1
µmijXi

n∑
i=1
µmij

(3)

Algorithm FCM clustering is presented in algorithm 2.2.

C. WEIGHT EXPONENTIAL SMOOTHING (WES) METHOD
Exponential smoothing models are some of the most popular
prediction models and some of the most important prediction
approaches widely used in industry and commerce. The five
C1 → C5 cluster numbers obtained from FCM clustering
are initiated as input. The WES method is applied to five

Algorithm 2.2 FCM Algorithm
1. Inpu xi
2. Output c1, c2, c3, c4, c5
3. Initialise the µmij
4. for i = 1to n
5. for k = 1to j
6. Repeat j=1,2,3
7. Update the membership function using Uij in eq (2)
8. Update the centroi Ci d by using Eq [3]
9. Until
10. Max (|U t+1

ij − U
t
ij| )δ

11. where δusetoterminatebetween0 and 1
12. End
13. End

cluster inputs individually for obtaining five predictors that
can improve the existing time series models. AlgorithmWES
clustering is presented in algorithm 3.3.

l0 = X̄ =

n∑
t=1

Xyt

n
PT+1 = αyt + (1− α)Pt (4)

where, ST+1 remains constant and St is smoothing data.
Output P1→ P5

Algorithm 3.3WES Algorithm
Input five clusters
c1, c2, c3, c4, c5
Output five predictors p1,p2 p3 p4 p5 = Pn
Initialise input
data c1, c2, c3, c4, c5
Give value of constant parameter α
n length data
for i = 1to n
Repeat i
Until end PT+1
End

D. NORMALIZATION
Normalisations a pre-processing method use to reformat and
manipulate real network data. The normalization is used to
enhance the time series model by scaling the data and trans-
formation from one form into another form. The main object
of using the normalization method is to scale the data and
so prevent the greatest numeric ranges from dominating in
the smaller numeric range. The min-max method is applied
to scaling network traffic data. This method has transformed
data within a range of 0 to 2 scales.

zn =
x − xmin
xmax−xmin

(
Newmaxx − Newminx

)
+ Newminx (5)

where, Newmaxx and Newminx is range number between
the 0 to 2.
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FIGURE 5. Type fuzzy reasoning for ANFIS.

FIGURE 6. Five clusters obtained from FCM.

E. TIME SERIES MODELS
In this section, two advanced existing models are presented
to predict network traffic:

1) ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS)
The Adaptive Neuro-Fuzzy Inference System (ANFIS) is a
powerful time series model that combines fuzzy logic and the
neural network algorithm [25], [16] . The ANFIS model is
used to move the input data to obtain appropriate output; it
uses the concept of a non-linear model to filter high dimen-
sion data. The ANFIS model has two inference systems,
the Sugeno inference system and the Mamdani inference
system, which are presented in the literature [27], [28]. The
fuzzy rules for these two inference approaches are different
in aggregation and defuzzification. Assume that the ANFIS
model has two inputs x1y1 and one output z and thus the
fuzzy rules have two fuzzy sets:

FIGURE 5. Displays type-3 fuzzy reasoning. This corre-
sponding equivalent ANFIS architecture (type-3 ANFIS) is
illustrated in figure (b). The function node in the same layer
is called a function family. Table 2 describes the ANFIS lay-
ers for prediction network traffic. This function is described
below:

The ANFIS algorithm has two methods to predict time
series data; the grid partition is the approach used to divide
space in to grid-Sam as a structure for avoiding overlap ping
parts in inputs space. When the grid partition approach is
applied in a specific area which has fuzzy rules, the fuzzy
rules can be more smoothly analysed. The grid partition is

TABLE 2. Layers of ANFIS model for prediction network traffic.
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TABLE 2. (Continued.) Layers of ANFIS model for prediction network
traffic.

TABLE 3. Parameters of ANFIS model.

TABLE 4. Parameters of LSTM algorithm.

used when input space is very small and when the dimension
vector is very small. One of the biggest problems is that the
grid partition is accepted by only a small input space. In order
to solve this problem for increasing the performance of the
ANFIS algorithm, a scatter partition is presented. The scatter
partition method has the ability to accept large numbers of
input space with different dimension vectors. The scatter
partition method divides the dimension vectors into cluster
numbers in specific areas of fuzzy rules that help to take
large input spaces. The cluster numbers in the scatter partition
method have some numbers of fuzzy rules in a specific area in
fuzzy. There are a number ofmethods in scatter partition, such
as FCM clustering, subtractive clustering and context-based
fuzzy c-means clustering. In this research, we have used FCM
clustering and aback propagation algorithm for learning. This
hybrid time series model is used to learn for prediction net-
work traffic. Table 3 shows the proposed parameters of the
ANFIS model to improve the performance of network traffic.

FIGURE 7. Process steps of the proposed model to enhance the ANFIS
model to predict network traffic.

These parameters were more appropriate for reducing the
prediction and for increasing the performance of the proposed
model. As we observed, prediction errors of output are min-
imised by giving input data. When the proposed processing
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FIGURE 8. Structure of deep learning LSTM algorithm.

is applied to mining the input data, the ANFIS obtains a
satisfactory output. Figure 7 shows the flow process of the
ANFIS model to predict the network.

The process of ANFIS is repeated until the error of the
threshold is reached or when the number of repetitions stated
by the user is reached. Figure 6 shows the learning process of
the ANFIS model. Five clusters are considered to generate
the fuzzy rules to predict network traffic. The appropriate
processes to create the fuzzy rules are shown in Table 3.

2) RECURRENT NEURAL NETWORK (RNN)
The Recurrent Neural Network(RNN)was designed in the
1980s [59]. The RNN algorithm consists of hidden layers,
an input layer and an output layer. The RNN algorithm has
a chain like-structure for repeating cells of the RNN algo-
rithm, used to store significant information from previous
process steps. The RNN has a feedback loop that permits
NN to arrange and accept a sequence of input data, unlike
a feedback neural network. Furthermore, the RNN is suc-
cessfully algorithmic in sequence learning. The Long Short-
Time Memory (LSTM) neural network algorithm is an RNN
algorithm that uses in series time domain. The LSTM algo-
rithm has memory because the LSTM algorithm uses a block
chain like structure that can help the algorithm to learn long
indecencies. The states like the cell state and the hidden state,
are transferred to the next significant cell. The data flow chain
is considered by main cell state. The information in state cell
can be added or removed by sigmoid function. from the cell
state. A gates of LSTM model has layers or series which
has different matrix operations. The first step in creating an
LSTM network is to define non-required and excluded data
from the cell in that process. Table 4 shows the parameters
of LSTM to predict traffic. Figure 8 displays the structure of
deep learning LSTM algorithms that are considered to obtain
prediction results. Figure 9 displays the flow steps of the

FIGURE 9. Flow steps of the proposed model to enhance deep learning
LSTM model for predicting network traffic.

proposed model to optimise the LSTM algorithm.

ht = sigm(Wxt + Uht−1 + b(h) (15)

Ot = sigm(Vht + b(o)) (16)
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where, ht−1 is hidden state in recurrent neural network, xt
is training input data, ht is hidden layer correspond to xt
whereas the Ot is output value, W, U, and V are the weight
matrices the bias vector of neural network is denoted by b and
the sigm is activation function for transferred the value from
the hidden layer into the output vector. It contains a forget
gate ( ft ), input gate (it), input modulation gate (mt ), output
gate (Ot ), memory cell (ct ), and hidden state (ht ). The gates
are computed:

ft = sigm(W (f )
+ Xt + U (f )ht−1 + b(f ) (17)

it = sigm(W (i)
+ Xt + U (i)ht−1 + b(i) (18)

mt = tanh(W (m)
+ Xt + U (m)ht−1 + b(m) (19)

ot = sigm(W (o)
+ Xt + U (o)ht−1 + b(o) (20)

where xt is an input vector, the previous hidden layer is ht−1.
TheW and U are parameters of weight matrices. For transfer
the data from hidden layer into output layer the logistic
sigmoid function is employed, tanh function is the
Hyperbolic tangent function and b is the bias vector for

adjust the cell. Whereas the memory cell (ct ) and the hidden
state (ht ) are calculated as

ct = it .mt + ft .ct−1 (21)

ht = ot .tahn(ct ) (22)

The memory cell ct of the LSTM model contains two main
parts, first part, the cell use the information of the previous
memory cell ct−1 which has modulated by using the forget
gate ft . Second part, the cell use the information of the current
input xt and previous hidden state ht−1 which has modulated
by using the input modulation gate mt . The LSTM model
employ the forget gate ft permits to selectively forget its
previous memory cell ct−1. The function of input gate is
to control the LSTM model to consider the current input,
modulation the information of the input gate it by using input
modulation gate (mt). Finally, the memory cell is control ct by
using the output gateOt for transferring to the hidden state ht .

F. MODEL EVALUATION CRITERIA
To evaluate the performance of the proposed model, MSE,
RMSE,MAE and spearman’s correlation coefficient (R) met-
rics are used as evaluation criteria. These metrics have the
ability to measure the proposed model by discovering the
prediction errors. Most of the evaluation criteria use the dif-
ferential between the observation and prediction data.

MSE =
1
N

n∑
k=1

(xt − x̄t )2 (23)

RMSE =

√√√√ 1
N

n∑
k=1

(xt − x̄t )2 (24)

MAE = |xt − x̄t | (25)

R = 1−

∑
(xt − x̄t)∑
(xt − x̄t)

(26)

where, xt is observation data, x̄t are prediction data and N is
the total number of observations data.

IV. RESULTS AND DISCUSSION
In this section, studying, understanding and characterizing
network traffic is the main target. The prediction results
obtained from the proposed system and the alternative model
are presented. Understanding network traffic behaviours is
very important for monitoring any type of network. We have
proposed the use of machine intelligence to predict network
traffic. Real network traffic has been analysed to examine
the proposed. Standard evaluation indicators have applied
to measure the proposed system. The network traffic data
have been divided into testing and training data for vali-
dation of the proposed system. The developed forecasting
models were validated and tested on a real-time network.
The MSE, RMSE,ME and R values were employed to eval-
uate the proposed time series model and alternative time
series models. For the validation of the proposed model to
forecast the real time network traffic, we divided data in
to 80 training and 20 testing for validation of the proposed
model. The testing is considered as future forecasting. The
analysis was performed using two algorithms, namely the
deep learning LSTM and ANFIS algorithms. The results of
the experiments demonstrate that the proposed model could
predict the behaviour of network traffic with acceptable and
satisfactory results. The results that are obtained from various
conventional models are as follows.

A. EXPERIMENTS BY USING4G CELL TRAFFIC FROM
KAGGLE
The data has been gathered from a wireless network that
connected to 4G network. We have taken the data for one
day to test the proposed model. The packets loading for
the day was 1254 instances. We have applied the proposed
model to predict the loading traffic for that day. The fuzzy
C- means was applied to clustering data identifying the simi-
lar characters of data and grouped into an individual group
for handling overlap data. Due to the network characteris-
tics have a lot of burst and complexity. Weigh exponential
smoothing method is applied to predict each clusters indi-
vidual to obtain five predictors. The Weighted Exponential
Smoothing model depends on the smoothing constant; it is
then testedwith values from 0.1 to 0.9. TheMSE performance
measure is scrutinised through the use of these parameters.
The = 0.5 was appropriate to the data. The five predictors
were combined to obtain one prediction.We implemented the
alternative, namely LSTM and ANFIS models for predicting
network traffic. The log normalisation method is applied to
filter the scaling data. Figure 10 shows the five predictors
obtain f from WES method.

Table 5 summarizes the empirical results of the proposed
model against the existing LSTMmodel. The implementation
has been done in two Scenario, first senior we have applied
the proposed model with all data to predict cellular traffic.
The results of the proposed model for all data are 0.030,
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TABLE 5. Shows the empirical results of the proposed model against the existing LSTM model.

FIGURE 10. Five predictors obtained from WES method for 4Gcell users
traffic data.

0.173,0.0176 and 0.172 with respect to MSE, RMSE, mean
error and Standard Deviation Error (StD).It is observed that
the results of the proposed model for prediction all data are
more appropriate.

The second scenario, the observation data is divided into
80 training and 20 testing; the testing is considered as future
cellular traffic. The results of proposed model are MSE =
0.0215, RMSE = 0.147, mean error = 0.0014 and SE =
0.1478for training, the prediction errors for forecasting future

FIGURE 11. Performance of proposed to optimise the LSTM algorithm for
training (cellular traffic) data.

FIGURE 12. Performance of proposed to optimise the LSTM algorithm for
testing (cellular traffic) data.

trafficare0.065,0.255,0.0866 and 0.24with respect to MSE,
RMSE, mean error and StD. Figures 11 and 12 illustrate
how the proposed model forecast future cellular traffic. It is
observed that the proposed methodology has optimised the
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FIGURE 13. The performance of LSTM algorithm for (cellular traffic ) data.

FIGURE 14. Performance of proposed to optimise the ANFIS algorithm for
training (cellular traffic ) data.

deep learning LSTM algorithm to predict traffic; the pre-
diction errors have been reduced compared with existing
LSTM algorithm. The graphics show how the time series
predict model is more close to the observation data. This
indicates that the proposed model is more appropriate to pre-
dict cellular traffic. The pre-processing steps have improved
the existing LSTM time series model. Figure 13 displays the
performance of LSTM algorithm by using R metric.

Similarly, the proposed model was applied to improve
the ANFIS algorithm to predict cellular traffic. Table 6
demonstrates the prediction results of the proposed model
and existing ANFIS time series model. It is observed that

FIGURE 15. Performance of proposed to optimise the ANFIS algorithm for
testing (cellular traffic ) data.

there are many differences between ANFIS and improved
ANFIS by using machine intelligence. We have implemented
the proposed model to all data optimise the ANFIS to pre-
dict cellular traffic; it is noted that the proposed model has
improved the AFNIS time series model. The result of the
proposed model against the existing or prediction all data
are0.093,0.306,0.00057 and 0.3062 with respective to MSE,
RMSE, mean error and St.D respectively. This is approved
that the proposed model is more suitable to enhance the
ANFIS time series model for predicting network traffic.

For forecasting future traffic, we have divided data into
80 trainingand20 testing for validating then proposed. The
training results of the proposed model are 0.123, 0.351,
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TABLE 6. Empirical results of the proposed model against the existing anfis model.

FIGURE 16. The performance of proposed to optimise the ANFIS algorithm for cellular traffic data.

1.196-e7 and 0.351according to indicators metrics MSE,
RMSE, mean error and SE respectively. Whereas the testing
results of propped for forecasting future traffic are MSE
= 0.0241, RMSE = 0.155, mean error 0.00019 and Error
StD = 0.1559.Figures 14 and 15 show the stability predic-
tion of the proposed model for training and testing traffic
data. It is observed that prediction error very less com-
pared with existing ANFIS for predicting cellular traffic.
Figures 16 illustrates the correlation between the observation
data and obtained future traffic. The correlation is 96.78%
between the observation traffic and future traffic.

B. EXPERIMENTS BY USING MAWI (MEASUREMENT AND
ANALYSIS ON THE WIDE INTERNET)
The data has been collected fromMAWI for one year on time
interval weekly. A new methodology is presented to optimise
existing time series models, namely ANFIS and LSTM for
prediction loading packets in the network. The fuzzy c-means
clustering was used to cluster the data for grouped the similar
packets in individual cluster numbers. The five clusters were
proposed as input data for obtaining individual predictors by
usingWESmethod. TheWESmethod has been implemented
to predict five predictors. Figure 17 shows the prediction
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TABLE 7. Empirical results of the proposed model against the existing LSTM model by using mawi data.

FIGURE 17. Five predictors obtained from WES method by using MAWI
data.

results obtain from WES method. Five predictors obtained
from five input clusters.

The five predictors are combined to create one predictor;
this predictor is considered as input for LSTM and ANFIS
time series models. The times series models, namely ANFIS
and LSTM, were implemented to predict the future net-
work traffic. Table 7 summarises results of the proposed
and existing LSTM algorithm by using MAWI to predict
loading the packets. In addition, in this experiment, two
scenario have been happed to predict the load packets in
network traffic. First senior, prediction all network traffic
data by using existing LSTM model and enhanced LSTM.
The results of the proposed model for predicting all data
are 0.225,0.475, 0.077 and0.469 in terms of MSE, RMSE,
mean error and SE respectively. The prediction results are

FIGURE 18. Performance of proposed to optimise the LSTM algorithm for
training (MAWI) data.

FIGURE 19. Performance of proposed to optimise the LSTM algorithm for
testing (MAWI) data.

much closed to the observation data according to graph-
ics. In order to forecast future traffic, we have divided the
data into 80 training and 20testing. The training results are
0.0668, 0.258, 0.0028 and 0.258 according to the MSE,
RMSE, mean error and SE respectively. The testing results
are MSE = 1.0812, RMSE = 1.0398, Mean error = 0.480
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FIGURE 20. The performance of proposed to optimise the LSTM algorithm for (MAWI) data.

FIGURE 21. Performance of proposed to optimise the ANFIS algorithm for
training (MAWI) data.

FIGURE 22. Performance of proposed to optimise the ANFIS algorithm for
testing (MAWI) data.

and SE = 0.9313. Figures 18 and 19 show the performance
of proposed for training and testing the data. From graphical
representation, the proposed model has improved the LSTM

FIGURE 23. The performance of proposed to optimise the ANFIS
algorithm (MAWI) data.

time series model for predicting load packets in the network.
For finding the percentage correlation between the observa-
tion network traffic and prediction results, the R metric is
used. We investigated that R = 82.29% for forecast future
traffic, it is concluded that the proposed model has improved
the prediction network traffic. Figure 20 shows the regression
plot of the proposed model to predict loading packets in the
network. From the regression plot, it is investigated that there
is a robust relationship between the observation data and
prediction traffic.

Similarly, table 8 shows the prediction results of proposed
against the existing model to predict network traffic. The
proposed model has proposed to enhance the ANFIS time
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FIGURE 24. Shows a comparison between the proposed model and existing LSTM using cellular traffic data.

FIGURE 25. Shows a comparison between the proposed model and existing ANFIS using cellular traffic data.

series model to predict flow traffic from a real network.
In the beginning, the proposed model employs all the data
to predict self similar traffic. The results of the proposed
model for predicting all data are 0.0165,0.1285,0.0158 and
0.1277,according to MSE, RMSE, mean error and St.D met-
rics, respectively

The data has been divided into 80 training and20testingfor
forecasting future traffic. The training results of pro-
posed model MSE = 0.0096, RMSE = 0.0984, mean
error = -3.044E-07 and SE= 0.0985, whereas testing results
are 0.0437, 0.2090, 0.0790, 0.1949 with respective to MSE,
RMSE, mean error and SE accordingly. Figures 21 and 22
illustrate the graphical representation of training and testing

time series plot for prediction traffic by the proposed model.
The prediction results demonstrated that the proposed model
has improved the ANFIS algorithm. The correlation indica-
tors have been applied to test the correlation between the pre-
diction results and observation. It is noted that they have the
strongest relation to predicting future traffic. Figure 23 shows
the correlation between the observation data and traffic by
using R metric.

The proposed model has been compared to the existing
LSTM and ANFIS time series model to predict network
traffic. The comparison has been made by using two real
network dataset. We have considered only one indicator met-
ric for comparison: figures 24 (a) and (b) show correlation
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TABLE 8. E empirical results of the proposed model against the existing anfis model by using mawi data.

TABLE 9. Comparison of different models with proposed model for the prediction of network traffic.

of the proposed model against the existing model. Corre-
lation results are proposed model R = 96.78%, where as
the existing LSTM model 0.73% by using cellular traffic
data. We have observed that the proposed model has the
strongest correlation between the observation data and pre-
diction. Similarly, comparative prediction results between
the proposed model and the existing model by using cel-
lular traffic is presented. The correlation results of pro-
posed model is 97.95% and results of existing ANFIS model

is 19.10%. Figures 25 (a) and (b) display the comparison
between the proposed model and existing ANFIS model to
predict cellular traffic. Moreover, we have compared the
prediction results between the proposed model and exist-
ing LSTM and ANFIS time series models by using MAWI
data. Figures 26 (a) and (b) show the performance of the pro-
posed model and existing LSTM, respectively, using MAWI
dataset. From graphical representation, the proposed model
has the strongest correlation 82.99%, and the existing LSTM
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FIGURE 26. Shows a comparison between the proposed model and existing LSTM using MAWI traffic data.

FIGURE 27. Shows a comparison between the proposed model and existing ANFIS using MAWI traffic data.

model is12.41percentage, and it is observed that the pro-
posed is better than the existing LSTM model. Whereas the
figures 27 (a) and (b) demonstration the percentage regres-
sion between the proposed model and existing ANFIS model

to predict loading packets in MAWI data. The correlation
results of the proposed model is 62.51%, whereas the existing
ANFIS model is 21.48%.It is observed that the proposed
model is better. Finally, it is concluded that the proposed
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methodology has optimised the existing LSTM and ANFIS.
time series models. Table 9 shows the results of the existing
models against the proposed model.

V. CONCLUSION
The Quality of Service (QoS) is very important in network
management, due to predicting the traffic load in the specific
network. With increasingly complex and diverse networks,
network traffic prediction has become very significant for
network management and operation. The proposed research
has suggested predicting traffic load for improving network
congestion. The time series prediction models are presented
to forecast future traffic volume. The proposed model is
used to build the regression between the observation volume
traffic and future traffic for increasing the performance of the
network. Machine intelligence has proposed to enhance time
series models for increasing quality of service in the network.
The machine intelligence combined from fuzzy c-mean clus-
tering and weighted exponential smoothing method, is used
as pre-processing to improve the deep learning LSTM and
ANFIS time series models. Two real network traffic traces
were used to test and evaluate the proposed model. From the
empirical results, the machine intelligence with existing time
series models has improved the prediction errors rate. Com-
parative prediction results between the conventional models
with machine intelligence and existing models individual are
represented. It is observed that the prediction results of the
proposed model are more satisfactory. The proposed machine
intelligence provides the optimum results and effectively
improves the prediction accuracy of the network traffic. It is
concluded that all the objectives that were set at the outset of
research have been successfully accomplished with satisfac-
tory results. A suitable time series prediction model assisted
by appropriate machine intelligence has been established.
A comparative prediction results between the proposedmodel
and existing time series models is presented. It is noted that
the proposed model has achieved superior results.
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