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ABSTRACT Securing passwords either written or spoken is considered one of the challenging authentication
issues faced by individuals and organizations.Written passwords could be easily stolen by look over, or man-
behind, while spoken passwords could be recorded and replayed by attackers. A proposed silent password
which is based on a dual security model for lip movement analysis will be a promoting solution to these
attacks. The goal of the current research is to propose a hybrid voting framework for silent passwords
recognition using lip movement analysis. The proposed framework is built for Arabic language by extracting
figures from predefined Arabic lexicon. The predefined lexicon mainly contains the Arabic figures from
zero to nine with different shapes. The framework takes a video or sequence of images as an input, and
outputs the corresponding silent password for the frames extracted from the input video. In this paper, three
techniques will be employed to extract effective visual features from mouth-lip movement. Such techniques
are SURF, HoG and Haar feature extractor. The resultant features in each technique are fed separately into a
classification model, namely, the hiddenMarkov model (HMM). The HMM identifies corresponding Arabic
figure from a predefined lexicon based on input features. The final classification models that are produced
from the three techniques have been grouped in a voting scheme to produce the final classification result.
The proposed model will be tested on handcrafted data set of lip movement, and it has shown a promising
result with improved accuracy of Arabic figures recognition.

INDEX TERMS Hidden Markov model, lip analysis, silent password, voting scheme.

I. INTRODUCTION
One of the most common methods of authentication and
confidentiality used by intrusion detection systems is based
on the exploitation of private passwords. Choosing a strong
password can prevent security breaches from penetrating con-
fidential information. Many organizations rely on the use of
the voice signature to identify the password in order to access
system resources. Even this password is hard to be predicted,
it can be identified by other users who are able to record the
password during user login. Using silent password protection
engine, based on lip movement recognition, is a promoting
solution to this problem.

Lip analysis is considered an appealing methodology for
different researchers over the last few decades because it
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has the ability to understand audio and visual information.
The lip analysis has advanced a new technology trend for
cases where audio is not allowed or must be secured in
professional way [1]. Indeed, this field of research has been
tackled by many researches to solve for audio speech recog-
nition, by visual speech information. Such visual speech has
proven to enhance the robustness and accuracy of automatic
speech recognition [2]. This is because of visual information
is invariant to acoustic noise troubles.

The proposed methodology exploits visual information by
means of feature detector and descriptor techniques. The
visual information is encoded as a set of feature descriptors
for the selected visual source (e.g. image or video). These
descriptors are fed into classification model in order to iden-
tify corresponding Arabic word from a predefined lexicon
based on input features. The Arabic lexicon only includes the
Arabic figures from zero to nine, that is, Sefr (zero), Waahed
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(one), Ethnan (two), Thlatha (three), Arbaa (four), Khamsa
(five), Setta (six), Sabaa (seven), Thamania (eight) and Tesaa
(nine).

Here, three techniques have been employed for visual fea-
ture detection and description. Such techniques are SURF [3]
(speeded up robust features), HoG [4] (histogram of oriented
gradient) and Haar [5] for extracting lip contour features
from visual source. SURF technique works by transforming
the source image into coordinates using the integral image
algorithm on ECG signals [6], which rapidly calculates sum-
mations of pixels over image sub-regions in constant time.
SURF next applies the detection and description procedures
for extracting visual features.

In order to detect the regions of interest in input image,
SURF utilizes the Hessian matrix detector. The detector is
applied on variant-size box filters on the integral image,
so that it’s able to work on different scales and locations.
The resultant determinant of the Hessian matrix is used as
a measure of local changes around the point [3]. For point
description, SURF uses Wavelet responses in horizontal and
vertical direction with the aid of integral image for fast calcu-
lations. A neighborhood of size 20 × 20 is taken around the
key point and is divided into 4×4 sub-regions. For each sub-
region, horizontal and vertical wavelet responses are taken
and a vector is formed. The final SURF feature descriptor for
the 4× 4 sub-regions is 64 dimensions length for describing
point of interest.

The second technique employed in this paper is the his-
togram of oriented gradient (HoG). HoG detects local edge
gradient direction around the region of interest (e.g. lips) by
dividing the region into four 5 × 3 cells and the gradient
for each pixel within the cell is discretized into one of 9
direction boxes. Each pixel contributes to the local histogram
of the cell with a ‘‘vote’’ equals to the gradient magnitude.
The combination of the normalized histograms represents the
feature descriptor, which is a vector of the components of the
cell histograms from all of the block regions.

The third technique for visual figure recognition is the
Haar-like features extractor. The technique encodes the ori-
ented contrast between regions of interest in input image.
Haar detects and extracts the region of interest in input image
by training a decision stump classifier on set of positive and
negative examples with set of different sizes kernel images
[6]. The feature value is obtained by subtracting sum of
pixels under white rectangle from sum of pixels under black
rectangle in an integral image. The accuracy of Haar classifier
is enhanced by using classifier cascade technique (several
stages of decision stump that are applied to a region of
interest) and AdaBoost algorithm.

In order to recognize the Arabic word from visual sources,
the feature vectors produced from the aforementioned tech-
niques, are fed separately into a statistical machine learning
algorithm, namely, the hidden Markov model (HMM). Hid-
den Markov model aims at modeling a sequence of events
with different stages, and speech is a sequence of voice with
different parts. As such, HMM precisely matches our area

of research. Moreover, HMM training algorithms are very
popular, simple, and computationally feasible to use. In this
paper, A sequence of words or phonemes is applied by merg-
ing the speaker trained hidden Markov models for the sep-
arate words and phonemes. HMM creates stochastic models
from known visual word utterances training data, and com-
pares the probability that the unknown utterance or test data
was generated by each model. Visual speech recognition sys-
tem represents words with hidden Markov models (HMMs)
with each state corresponding to a phoneme. The probability
for each state is modeled by a mixture of Gaussians, trained
with the expectation-maximization algorithm (EM) [7].

The proposed silent password framework is divided into
two directions; the first direction is used for extracting fea-
tures from captured lip image that relies on using image
recognition technologies and the second direction is used for
modeling sequence of lip movements to capture a sequence
of words or phonemes that relies on time-series machine
learning technologies.

There aremainly two directions now for image recognition.
The first direction uses traditional image recognition algo-
rithms such as SURF, Hog, and Haar. The second direction
uses deep learning algorithms such as CNN (convolution
neural network) architecture that requires huge dataset and
more resources for training and real time prediction. Here,
traditional image recognition techniques are selected due to
limited Arabic lip dataset and for providing quasi-optimal
authentication mechanism suitable for devices with limited
capabilities (smart devices, e.g. mobiles, tablets, etc.). So the
SURF, HoG and Haar techniques have been chosen based
on their remarkable efficacy and reported accuracy in image
recognition as shown in [8], [9] and [10]. The HiddenMarkov
Model (HMM) is used on the proposed silent lip recog-
nition framework instead of deep learning LSTM because
deep learning requires large amount of data while the Arabic
dataset used in the silent lip recognition is limited.

To improve the final result and accuracy of HMM classi-
fiers that are produced from training separate HMM on each
technique, a voting model has been setup to yield the final
result by amalgamating the result of the three classifiers.

The contribution of this paper is as follows:
• Proposing a dual authentication framework for verifying
users using access control mechanism.

• Proposing an authentication framework based on silent
passwords for protecting personal password confiden-
tiality.

• The proposed authentication framework can be adapted
for deaf and dump users and any camera based devices
such as smart phones, tablets, IOT devices.

• The developed recognition systemwill be tested through
different visual features extraction techniques from
mouth-lip movement

The remaining part of this paper is structured as follows:
Section 2 presents the related works. Section 3 presents the
dual authentication framework. Section 4 details the pro-
posed silent password recognition framework based on lip
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movements Analysis. Section 5 explains the data prepro-
cessing stage. Section 6 applies the face and lip detection
process. Section 7 explains the lip feature extraction mech-
anism. Section 8 explores the threat model for recent security
mechanisms. Section 9 explores the experimentation carried
out to evaluate the proposed framework. Section 10 proposes
a comparative study for evaluating the performance of recent
lip analysis researches.

II. RELATED WORKS
Biometric authentication devices are used for verifying users
based on two basic modules: closed set module and open
set module. The closed set module is used for identifying
users who are stored in database while the users of the open
set module are not stored in database. The open set module
requires a wide range of parameters and variables for verify-
ing users due to the high uncertainty. The closed set module
is used as a low risk mechanism for securing locations using
biometric features such as voice, face, fingerprint, electrocar-
diogram (ECG), and iris authentications [11].

Biometric authentication devices used in closed set mod-
ule are also called access control devices. Different bio-
metric authentication schemes and mechanisms have been
proposed as security measures from spoofing attacks.
Recent researches proposed efficient biometric authentica-
tion schemes based on RSA algorithm and smart cards. This
scheme is vulnerable to smart key losing [12].

As a result, a biometric authentication scheme based
on single and multi-server environment was presented for
authenticating the key exchange process [13]. Secret key
mechanisms are also implemented based on biometric
authentication systems [14]. In that research, the biometric
signal of the user is stored and converted to a secret key and a
message. During the authentication process, the user signal
is matched to the stored the biometric signal. The system
retrieves the message and produces and estimation of the
secret key.

A biometric authentication features for smartphone users
were proposed in [15]. These features are based hand move-
ment, orientation, and grasp (HMOG) to authenticate users
continuously. The objective of this research is to detect both
body movements by walking and hand motions. This bio-
metric feature is vulnerable to man in behind attack that
can monitor these movements and latter perform a spoof-
ing attack. Existing biometric authentication schemes are
based on maintaining face, fingerprint, and iris biometrics on
server-side that can be compromised by external attackers or
service providers. One of the recent researches for dealing
with this issue was presented in [16]. This issue was han-
dled using user-centric authentication that can allow users to
encrypt their signatures using encryption schemes.

Another recent methodology that deals with the untrusted
server issue was presented in [17]. In that research,
a biometric-based authentication framework was proposed
to secure biometric features during transmissions and
at untrusted servers. Based on the proposed framework,

the database administrator will be unable to extract user sig-
natures due to the security coprocessor protocol that protects
biometric data in both client and server side.

Previous research papers handle biometric authentication
parameters especially using face recognition, fingerprints,
and body movements. An advanced workflow for acquiring
iris biometrics was proposed in [18]. This workflow explains
different key factors that may affect the iris image quality.
The workflow was divided into three main stages: acquisition
process, iris analysis, and iris biometric authentication.

Recent biometric authentication researches tended to focus
on building multi-model authentication systems and mech-
anisms to integrate more than one biometric feature for
increasing the efficiency and robustness to spoofing attacks.
As presented in [19], a multimodal biometric system was
developed based on two authentication systems and two dif-
ferent fusion algorithms. The proposed multimodal system
captures authentication features from both fingerprint and
ECG data for increasing the security of biometric data.

Authentication of biometric data is also used in the Internet
of Things (IoT) field. Different devices in smart buildings
use portable sensors to track fitness and health and unlock
smart vehicles and machines. Modern home appliances and
smart vehicles are mainly adopted on biometric authentica-
tion data to allow users controlling the devices. One of the
recent researches for applying Internet of Things (IoT) based
biometric authentication was proposed in [20]. The proposed
research introduced a user authentication algorithm based on
three different biometric data for locking and unlocking smart
devices. These biometric data are: step count behavioral pat-
tern, heart rate psychological pattern, and hybrid calorie burn
pattern.

Although authentication schemes provide provable secu-
rity and reliability, all biometric authentication devices that
are based on fingerprint, voice, face, iris, electrocardiogram
(ECG), secret key, and tokens are vulnerable to several brute
force and spoofing attacks. Smart cards and tokens are vulner-
able smart card lost attacks [12]. Secret keys are vulnerable
to offline guessing [21], [22] while smart cards are vulnera-
ble to user impersonation attacks [23], [24], and [25]. Most
remote authentication schemes (RAS) such as face recogni-
tion, fingerprint and iris authentication are vulnerable to user
quantum attacks [26], [27], and [28] that can cause potential
security threats.

Biometric authentication based on fingerprints can cause
some subtle issues. As presented in [29], the authors have
addressed an important hypothesis in that the fingerprint of
the user can change due to the age and the time difference.
A unique database of over 400K fingerprints has been created
for fingers between 0 and 25 years and between 65 and
98 years with a time interval between samples of the same
fingerprint from 0 to 7 years. The hypothesis proves that
quality and the matching between the same fingerprint sam-
ples varies according to the user age. Fingerprint spoofing
attacks are the most common type of attacks on biometric
authentication ranging from molding to using 2D and 3D
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printing techniques to spoof authentic fingerprint [30]. Face
detection mechanisms also suffer from spoofing attacks into
which the attacker tries to perform illegal access to the sys-
tem by presenting artificial biometric trait of an authorized
user [31].

Many techniques have been proposed by researchers to
tackle the automatic speech recognition using source visual
information (i.e. lip-reading). Sum et al. [32] have extracted
the lip contour usingActive ShapeModel (ASM), with the aid
of fuzzy clustering analysis. They achieved a real time extrac-
tion from image sequence, and their approach was insensitive
to position and size of lip contour. Matthews et al. [33] pro-
posed an extraction of Lip-reading for visual speech recogni-
tion using three methods to obtain a sequence of lip contour
for parameterizing lip image using hidden Markov models.
Two of these methods are top-down approaches for the inner
and Outer lip contours and derive lip-reading features from
a principal component analysis of shape The third method is
the bottom-up which uses a nonlinear scale space analysis to
form features directly from the pixel intensity.

Hong et al. proposed an approach based on discrete cosine
transform (DCT) for extracting visual lip-reading. They used
principal component analysis (PCA) to reduce the dimension-
ality of DCT coefficients. They have proven that the combi-
nation of DCT and PCA efficiently improve the recognition
accuracy. Kim [34] have used SURF as a local descriptors to
generate feature vectors for face description. They used sup-
port vector machines as classifier within two layers, the first
layer checks feature vectors image source (e.g. face or not)
and the second layer localizes face components classifier of
eye and mouth. The advantage of their approach is operating
time, because there is no need for windows scanning pro-
cedure. Faubel et al. [35] improved the speech recognition
performance by combining the audio-visual activity detection
with microphone array processing techniques. They used
robust face tracking system to provide possibility positions
for each features by a bank of Kalman filters, and integrate
this features with a Bayesian filtering. Siatras et al. [36]
proposed a model based on variation of the intensity values
of the mouth region by increased values of the number of
pixels with low intensities through signal detection algo-
rithms to determine lip activity. Komai et al. [37] proposed
a method to extract the lip area automatically in different
face directions, and converting the sideways lip figure into
a frontal one using Active Appearance Models (AAM). They
achieved an average accuracy of 77% for visual recognition
rates with normalization of face direction, and 80.7%without
normalization.

The authors of [38] have improved visual information by
detecting each element (edge, cell) appears four times with
different normalizations, including redundant visual informa-
tion. They adopted linear SVM to improve performance from
84% to 89% at 10−4 false positives per window (FPPW). The
performance of the speech recognizers has been improved
using different techniques for classification face detection,
including support vector machine and multilayer perceptron

using the Haar classifier. The mouth area is calculated and
analyzed, and the information coming from that region (the
level of mouth openness) is passed to several machine learn-
ing algorithms which make decisions. The software detects
speech with 60 to 75% average accuracy. Morade and Pat-
nailk [39] has improved speech recognition through lip read-
ing with ACM algorithm for localized and HMM, and use
English numeric utterance data set to achieve performance
from 77.8 to79.6 with 5 HMM.

As presented in [40], an improved Arabic audio/visual
recognition system is proposed based on automatic gener-
ation of fine-grained phonetic transcriptions. The proposed
solution is based on developing a set of language-dependent
grapheme-to-allophone rules that have the ability to predict
audio/visual recognition phonemes. Another recent research
paper for Arabic audio/visual recognition was presented
in [41]. In that research, a mobile application for learning
Arabic reading was proposed. This research is based on text-
independent audio/visual recognition that allows users to
record their voice while reading. The voice is then evaluated
and vocal feedback is provided according the accuracy of the
user reading.

One of the recent research papers based on hidden Markov
model (HMM) was presented in [42]. In that research,
a machine learning-based technique for activity label analysis
is proposed. The technique conceptualizes activity label anal-
ysis as a tagging task based on a HiddenMarkovModel. A lip
analysis methodology was presented in [1] for developing a
fully automated data collection from TV broadcasts. A two-
stream convolutional neural network is proposed to learn the
relationship between the sound and the mouth motions from
unlabeled datasets. The convolutional networks are trained to
effectively learn and recognize hundreds of words from this
large-scale dataset. Different biometric systems are used to
test lip motions and voice recognition based on different data
sets. As shown in [43], the data set is collected from different
video sources in order to recognize voice and lip movements.

A behavior biometric based authentication is another type
of authentication based on behavior recognition. As pre-
sented in [44], the authors used a thumbprint authentication
model for creating secret knocks between users. This model
achieved accuracy between 85% and 91% with 10 repetitions
for each thumbprint. The authors of [45] proposed a model
for applying a pressure on screen with a predefined duration
between each pressing process. This method achieved accu-
racy of 95.9% for authorizing users correctly with 20 sample
repetitions. In [46], proposed a model for unlocking mobiles
using finger velocity and pressing time with an accuracy
of 95.23% with training samples from 15 to 25. As presented
in [47], a model was built for authenticating users using their
unique walking variations. The accuracy of authenticating
users achieved 90.5%with 40 repetition times. In [48], a silent
key system using mouth motions was proposed.

The silent key system achieved accuracy between 70%
and 83.1% with training samples between 5 and 9 times.
In our proposed lip model, a unique feature for authenticating
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FIGURE 1. Dual authentication framework.

users using a dual authentication process is proposed. All
predefined proposed models are developed with a user-
dependent model for training users’ samples with different
repetition times. In our proposed model, a user independent
model is applied by capturing face features as a first authen-
ticating layer and then extracts the lip movements at the
same time.

By comparing our proposed silent lip password with recent
lip models [48], [49], and [50], our proposed lip model
presents better performance. The authors of [48] proposed
a silent key using ultrasonic with pre-stored secret words.
The accuracy varied between 70% and 83.1% with multiple
training times. As presented in [49], lip reading is captured
using acoustic sensing with different phonemes from 1 to 10.
This model achieved 83.7% accuracy for identifying mouth
states while our proposed model achieved 96.2% accuracy in
detecting lip features. As presented in [50], a user authenti-
cation process is applied for detecting lip readings.

This method is speaker dependent. Each time a new user
is added to the system, the model should train detected lip
features. The equal rate error for word recognition for this
model was 26.9%. Our proposed model is speaker indepen-
dent as face features are captured in the first authentica-
tion layer and then the model extracts lip movements at the
same time.

The motivation behind this work is three folds; the first of
which is to enhance the results obtained from the previous
works illustrated in this section; the second is to apply the
proposed methodology on Arabic language, and the third is
to introduce a visual dataset for Arabic digits collected from
real persons.

III. DUAL AUTHENTICATION FRAMEWORK
Authentication process is mainly based on three major fac-
tors: something you know (such as password), something you
have (such as smartcard or security token), and something
you are (such as biometric face recognition or fingerprint
authentication).

The proposed dual authentication framework combines
two authentication factors: something you are and something
you know. The first authentication will use something you are
such as face and fingerprint while the second authentication
will use something you know by providing a silent password
that overcomes most of written password attacks.

As presented in Figure 1, the face authentication method
will be used as a first authentication layer in the dual authen-
tication framework. The proposed silent password approach
depends mainly on capturing face features and then extracts
the lip movements at the same time.

This is more efficient, usable, and secure as the input of
the user authentication process is performed once during lip
movement with silent password. The captured frames for the
face are used for extracting lip movements for improving the
authentication process by providing faster and less resource
consuming mechanism. This is suitable for limited resources
devices such as mobile devices and tablet.

The original stored user lip password is recalled from the
host server and is matched with the entered lip password.
If both lip passwords are matched, the user is granted access
to the system; otherwise an access denies alarm is raised.

The dual authentication framework strengthens the bio-
metric face authentication due to different limitations in face
recognition such as spoofing attacks [51]. The efforts for
solving spoofing attacks especially on fingerprint and face
recognition are still limited [12], and [30] due to the avail-
ability of user’s image on public websites. The intruder can
download the image from social media or capturing the image
by high resolution camera. The intruder can use the captured
image to spoof the legitimate user image to penetrate into
the system. In addition, the face recognition techniques have
some restrictions like false acceptance error that can falsely
identify intruders as authorized users. Therefore, it was a
challenging task to detect the image whether the input face
is from a live person or from a photograph.

By combining face authentication process with a silent
password, the robustness of the authentication framework
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FIGURE 2. Silent password recognition framework.

will increase. The silent password is the replacement for
normal written password that always comes as second stage
after user identification and verification. So, a unique feature
of face recognition technique is used as a first authentication
step for users. The second authentication layer uses a silent lip
password to improve the security and efficiency of identifying
users.

IV. PROPOSED SILENT PASSWORD RECOGNITION
FRAMEWORK
As shown in Figure 2, a methodology for silent password
using automatic face recognition based on visual perception
is proposed. The model consists basically of 5 layers, namely,
input layer, preprocessing, visual feature extraction, digit
prediction model, and finally the password matching layer.
• Layer 1: user in front of video camera start speaking first
number such as ‘‘one’’ using silent password by moving
lip without voice

• Layer 2: face detection and lip localization are applied
on extracted sequence of frames.

In this work, we have utilized Viola-Jones algorithm [52] for
both face detection and lip localization. Initially, input video
is converted to 4 equal-sized frames that localize the face
region, and then face detection algorithm is applied to extract
and isolate the face from the background.

Finally, the lip localization is applied based on specific
threshold to extract the region around the mouth. The output
of this layer is 4 equal-sized frames per video, which only
localizes the mouth region.
• Layer 3: feature extraction from mouth lip movement
using three visual features extraction modules SURF,
HoG, and Haar. As presented in Figure 3, valid points of
lip features were detected using SURF, Haar and HoG
features respectively.

• Layer 4: each features set extracted from three visual
features extraction modules SURF, HoG, and Haar are
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FIGURE 3. Different lip features detection examples.

passed to different HMM model for independently pre-
dict the spoken digits, then output from different HMM
model voted to output the predicted digits which is the
‘‘One’’ digit in this example.

The algorithm computes the likelihood of a particular obser-
vation given the first observation in the sequence by summing
over the probabilities of all possible hidden state paths that
could generate such observation [39], and finally multiplies
the whole conditional probabilities altogether as presented in
formula (1):

P(O|Q) = πT
i=1P(oi|qi) (1)

where O = O0,O1, . . . . . . .,OT, represents a set of possible
observation sequence, Q = q0, q1, . . . . . . ., qT represents a
set of hidden state sequence, and P (O | Q) is the likelihood
of the observation given some sequence at time T.

The digit prediction model layer produces three different
learning models, with each one corresponds respectively to
Surf, Haar, and HoG. The final classification (digit detection)
result is obtained by feeding the generated models to a voting
scheme to vote over the odd number of the inputs, then the
predicted digit is fed to passwordmatching layer to keep track
of predicted digits and compose whole password.
• Layer 5: predicted digit is added to password register
and the recognition process repeats over (layers 1 - 4)
until password digits are totally consumed as shown
in formula (2). After which the detected password is
compared with stored hashed password.

Ci = bi1 ⊗ bi2 ⊗ . . . .⊗ bim (2)

where:
Ci presents the hash code.
bi is the ith block of the password.
m is the number of n blocks in the input password.
The hash code components are formulated using XOR

operation ⊗. The resulting hash code Ci of the silent pass-
word recognition framework is matched with the hash code
Cj produced by the database server. If both hash codes are
matched, the password will be authentic and the user will be
verified, otherwise an access denied alarm will be raised.

V. DATA PREPROCESSING
In this section, the implementation of the case study is illus-
trated on the proposed model. The implementation targets

the Arabic visual figures recognition, with the aid of Matlab
image processing toolbox.

Initially, real video dataset has been generated for frontal
visual face that consists of 20 samples for training (13 males
and 7 females).

Each sample is expanded to 10 Arabic numerical words,
and each numeric word utterance is repeated 10 differ-
ent times for the same speaker. This yields a total dataset
of 2000 training records for the ten Arabic digits, another
2000 records with different distribution of Arabic digits gen-
erated as test dataset as shown in Table 1 based on different
number of samples for Arabic words from 0 to 9.

Moreover, the dataset was generated with random noise
and different background for each speaker to simulate real
life situation of word recognition. A laptop camera was used
for the recordingmission, and the generated video format was
‘‘avi’’ with resolution of (640× 480) at 30 frames/second and
average video length of 30 second.

VI. FACE AND LIP DETECTION PROCESS
For face detection, images are captured every 5 frames from
different videos in the dataset, and Matlab image processing
tool box was used with the implementation of Viola-jones
algorithms. Region of interest (ROI) mask was used to crop
faces from image, so as to reduce the errors of lip detection by
focusing on the face only. For lip detection, the Haar corner
detection technique is used to extract 8 points from the lips
boundary. The contour extraction of the lip is obtained by
finding the optimum partition of a given RGB image into lip
and non-lip regions based on intensity and color.

As presented in Figure 4 a geometric model for extracting
lip shapes is based on two curves y1 and y2 with three points
that represent the maximum and minimum points of the lips
corner at x and y directions. The first point indicates the ver-
tical distance h2 from the upper lip contour to the horizontal
axis x. The second point indicates the vertical distance h1
from the lower lip contour to the horizontal axis x. The third
point indicates the horizontal distance w from the corner of
the lip to the center of the lip.

The lip contour extraction of curves is based on two for-
mulas (3) and (4). Formula (3) presents the lip curve y1 while
formula (4) presents the lip curve y2.

y1 = h1

((
x − ly1
w

)2
)1+∂2

− h1 (3)
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TABLE 1. Arabic LIP samples.

FIGURE 4. Lip model parameters.

where:
x ∈ [−w,w], at the origin point of the lip (0, 0)
ly1, refers to the skewness of the lip shape
∂ , refers to the deviation of the lip curve y1

y2 =
−h2(

w− xoff
)2 (|x − ly2| − xoff )2 + h2 (4)

where:
ly2, refers to the skewness of the lip shape
xoff , refers to the deflection of the upper lip contour with

vertical axis y
Figure 5 illustrates a visual dataset for lips with different

shapes. These shapes have different movements whether the
spoken words were silent or not.

VII. LIP FEATURE EXTRACTION
Lip feature extraction in the proposed model is based on
3 feature extraction and description techniques, namely, Surf,
Haar and Hog. In the three methods, the feature parameters
are given in an array of vectors with variable length (based
on the employed technique), that represents the descriptors
of lip contour. The Surf feature vector is obtained by dividing
the lip rectangle into 4main sub-regions that represent the key
points of the lip in the x and y directions. For each sub-region,
Surf calculates the gradient of the 4 corner in 4 directions
to produce a total of 16 dimensions’ feature vector. For all
4 sub-regions, a total of 64 feature vector is produced whole
the whole lip rectangle.

For HoG feature descriptor, the technique works by divid-
ing the image into small connected regions called cells, and
for each cell compute a histogram of gradient directions or
edge orientations for the pixels within the cell and discretizing
each cell into angular bins according to the gradient orienta-
tion. Moreover, adjacent cells are grouped together in spatial
regions to form blocks. The grouping of cells into a block
is the basis for grouping and normalization of histograms.
To obtain feature description of lip region, HoG normalizes
the group of histograms represented in the block histogram.
The set of these block histograms represents the descriptor.

Haar-like feature extract and describe lip region by consid-
ering adjacent rectangular regions at a specific location in a
detection window, then sums up the pixel intensities in each
region using integral image, and calculates the feature value,
which is the difference between these sums. The feature value
is then compared to a learned threshold that separates non-
objects from objects (e.g. lips).

The lip feature extraction process is based on three lay-
ers: machine learning classifier, hidden Marcov model, and
cumulative voting formula as presented in the following
subsections.

A. MACHINE LEARNING CLASSIFIER
In order to learn from different Arabic figures utterance,
a classifier is needed to differentiate between different fig-
ures based on the features descriptors produced from the
aforementioned techniques.

In this paper, HMM was used as a machine learner clas-
sifier which was reported as an efficient classification algo-
rithm in the field of automatic speech recognition. Such
HMM is a statistical model of a process consisting of
two random variables O and Y, which change their state
sequentially.

The variable Y with states (Y1,Y2, . . . . ., Y n) called the
‘‘hidden variable’’, since its state is not directly observable.
The state of Y changes sequentially based on its current state
and does not change in time. The variable O with states
(O1,O2, . . . . .,On) is called the ‘‘observable variable’’, since
its state can be directly observed. O does not have a Markov
Property, but its state probability depends statically on the
current state of Y.

It’s worthy to mention that there are different parameters
that control the efficiency of the classification results of
HMM, one of which is the hidden states. Based on such
classifier, three HHM models have been produced for each
feature descriptor. The three models have been grouped in a
voting scheme to enhance the final result of the classification.
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FIGURE 5. Sample real dataset for different lips.

FIGURE 6. Search graph for silent passwords.

B. HIDDEN MARKOV MODELS
The process of applying Hidden Markov Model (HMM) for
predicting lip movements and generating silent passwords is
based on identifying the current state of lip movement that
will affect future states based on the following formula:

∀t ∈ T such that πt ⊂ π (5)

where:
t : is the time frame
T : is the overall state time
π t : is the current state of the parse
π : are the parsing states

As presented in Figure 6, for a silent password of ‘‘Setah’’
and ‘‘Saabaa’’ which mean 6 and 7 respectively, the frame
sequence FS2 is based on the current frame sequence FS1
until the final lip movement ends.

To explain the previous figure, given the frame sequence
FS = fs1||fs2|| . . . fsn and the parsing time π =

π1||π2|| . . . ||πn, the likelihood for each frame sequence fsi
with the following frame sequence fsk at each parsing time
πt based on state k with a fixed position i is identified based
on the following formula:

n∑
i=1

P(fsi, πt ) ∀k ∈ K (6)

where P is the probability for each frame sequence fsi at
parsing time πt is calculated by summing all possible ways
from position i to position n at each k state. The initial and
likelihood frame states are defined based on the following
definitions:
Definition 1 (Initial Frame State): for each state k at posi-

tion i; the initial frame state is defined based on the following
formula:

k (i) = max(π1...π i−1)P(fs1 . . . fsi−1, π1 . . . πi−1, fsi, πi)

(7)

where, all subsequent frames are calculated to determine the
probability for each frame.
Definition 2 (Likelihood Frame State): the most likelihood

frame is determined by calculating the maximum value for
frame sequence fsi based on the following formula:

k (i+ 1) = max(π1...π i−1)P(fs1 . . . fsi, π1 . . . .πi, fsi+1, πi+1)

(8)

Based on the previous definitions, all possible frame
sequences are calculated and the maximum likelihood frame
is selected based on the previous or current frame.

C. CUMULATIVE VOTING FORMULAS
In this paper, a cumulative voting algorithm has been
exploited. Such algorithm is a mathematical method for com-
puting optimal result for recognition system to maximize the
accuracy. This voting has been used by grouping result of
recognition through different types of feature extraction as
a method to find the best result for speech recognition.

The mathematical equation that represents the cumulative
voting algorithm to elect a majority of Figures is presented in
formula (9):

X =
SN
D+ 1

+ 1 (9)

where
X: number of methods of feature extraction needed to elect

a given number of figures
S: Total Number of feature extraction methods to Vote at

model
D: Number of times votes want to elect
N: number of figures needed
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VIII. THREAT MODEL
The objective of the attacker in a secure system is to penetrate
the security layers to disclose information, modify data, or to
disrupt services. The following are a set of assumptions for
the capabilities of an attacker that may perform to compro-
mise any security system.
• Key losing: This is an attack in which the authorized
user may lose his secret or private key and as a result the
attacker can compromise the system with the authority
of a normal user.

• Man-In-Behind attack: In this type of attack, the attacker
stands behind the authorized user. This attacker can see
the security key of the authorized user or eavesdropping
on the secret password if the system uses voice recogni-
tion techniques.

• Brute Force attack: In this attack, the attacker tries every
possible key until he obtains an intelligible secret key.

• Spoofing attack: This type of attack depends on counter-
feiting data by attackers to gain unauthorized access to
the system

• Offline Guessing attack: This type of attack is effective
if the guessing of passwords is occurred automatically
until the secret key is verified.

• User Impersonation attack: In this attack, the adversary
uses the credentials of a legitimate user during user
authentication process.

• User Quantum Attack: This type of attacks tries to break
through cryptographic algorithms using quantum com-
puters.

Table 2 summarizes the threats and vulnerabilities for the
proposed authentication framework and related works. Each
one of the explained papers is checked whether it can defend
against the presented threats and attacks or not or the pro-
posed mechanism is not applicable to the security feature.

Based on the related works presented in Table 2, the pro-
posed silent lip authentication framework is effective against
the aforementioned attacks as indicated below:
X Key losing: the proposed model does not depend on a

predefined secret key or security token that can be lost.
X Man-in-Behind attack: the proposed model is effective

due to the inability of the intruder to detect and predict
silent lip password.

X Brute force attacks: the proposed model is effective
due to the complexity of predicting silent lip password.
Moreover, the proposed silent lip framework is designed
to a limited number of failed attempts. So, the user will
not be able to perform a brute force attack.

X Spoofing attacks: the proposed model is effective as the
intruder will not be able to counterfeit the silent lip of
the authorized user.

X The proposed model is also effective against user imper-
sonation attacks as the intruder cannot compromise user
credentials due to the using of dual authentication mech-
anism of face and silent lip authentication.

X Offline guessing attacks: the proposed model is effective
as the model combine silent password with biometric

face authentication that prevents offline guessing attacks
due to the need of person’s face and the dynamic lip
during speaking of silent password.

X For quantum attacks, it is not applicable in our proposed
silent lip framework as the framework does not support
post quantum cryptography such as public key algorithm
that can defend against attacks by quantum computers.
In our proposed silent lip authentication, there is no need
to add a time complexity overhead over the developed
framework for adding a third layer of security as the
dual authentication framework achieved better accuracy
in authenticating users.

IX. EXPERIMENTAL RESULTS
In this section, the evaluation of Haar, HoG, Surf, and voting
mechanism with a comparison of their performance is con-
ducted.

As presented in Figure 7, the visual speech recogni-
tion accuracy for different Hidden Markov Model states is
stated. The value of N refers to the number of features or
figures needed to detect the silent lip password. As shown,
there is a direct correlation between increasing the number of
N features and the measured accuracy of HMM states.

For N=2, the HoG, SURF, Haar, and voting mechanism
achieved 88.5%, 82.2%, 84.8%, and 91.3% respectively.

For N=4, the HoG, SURF, Haar, and voting mechanism
achieved 91.3%, 85.2%, 89.9%, and 93.9% respectively.

For N=6, the HoG, SURF, Haar, and voting mechanism
achieved 92.9%, 89.4%, 91.4% and 95.8% respectively.

For N=8, the HoG, SURF, Haar, and voting mechanism
achieved 93.9%, 92.2%, 92.9%, and 95.6% respectively.

Finally, for N=10, the HoG, SURF, Haar, and voting
mechanism achieved 94.9%, 92.2%, 93.2%, and 96.2%
respectively.

As noticed the voting mechanism achieved the highest
accuracy for N=10 with 96.2% when compared to the HoG,
SURF, and Haar algorithms due to the digit prediction model
of voting process that was applied on the silent password
recognition framework presented in Figure 2. The second
recorded accuracy was the HoG algorithm with 94.9% for
N=10.
The proposed model is tested using test dataset for Arabic

silent passwords from 0 to 9with different evaluation parame-
ters such as: accuracy, true positive rate (TPR), false negative
rate (FNR), true negative rate (TNR), precision, recall, and
F-measure.

As presented in Figure 8, a confusion matrix of 10∗10
Arabic samples is applied for recording the accuracy of the
voting mechanism, where the row presents the actual sample
values while the column presents the predicted values.

As shown in formula (10), the overall accuracy recorded is
based on the correct classified records over all records.

Accuracy =
(TP+ TN )

(TP+ FP+ TN + FN )
(10)
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TABLE 2. Security gap analysis.

Figure 9 presents the accuracy of Arabic silent passwords
from 0 ‘‘Sefr’’ to 9 ‘‘Tesaa’’. As shown, the highest accuracy
recorded was the word ‘‘Sefr’’ which is 0 with 99.8% while
the lowest accuracy was the word ‘‘Thlatha’’ and ‘‘Setah’’
which are 3 and 6 respectively.

The precision and recall of the confusion matrix were
conducted using formula (11) and (12) as follows:

Precision =
TP

(TP+ FP)
(11)

Recall =
TP

(TP+ FN )
(12)

As presented in Figure 10, the precision and recall for the
numbers from 0 to 9 showed that highest precision and

recall were 98.5% for the number 5 which is ‘‘Khamsa’’.
The second highest precision recorded 98% for the numbers
0 and 1 which are ‘‘Sefr’’ and ‘‘Waahed’’ respectively; while
the second highest recall recorded 98% for the number 0
‘‘Sefr’’ only. The lowest precision and recall were 93% for
the number 8 ‘‘Thamania’’.

The F1 Measure of the voting confusion matrix was con-
ducted using formula (13) as follows:

F1Measure =
2 ∗ Precision ∗ Recall
(Precision+ Recall)

(13)

As presented in Figure 11, the highest F1 measure recorded
98.5% for the number 5 ‘‘Khamsa’’ while the lowest F1 mea-
sure recorded 93% for the number 8 ‘‘Thamania’’.
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FIGURE 7. Hidden Markov model for HoG, SURF, Haar, and voting mechanism.

FIGURE 8. Confusion matrix for voting model.

The false positive rate (FPR) of the voting confusionmatrix
refers to the percent of incorrectly identified Arabic figures.
The FPR is calculated using formula (14) as follows:

FPR =
FP

(FP+ TN )
(14)

As presented in Figure 12, the highest false positive rate
recorded 0.8% for the number 3 which is ‘‘Thlatha’’ while

FIGURE 9. Overall word accuracy.

the lowest false positive rate recorded 0.1% for both 0 and 1
which are ‘‘Sefr’’ and ‘‘Waahed’’ respectively.

The false negative rate (FNR) of the voting confusion
matrix refers to the proportion of positive words that have
been detected as negative. The FNR is calculated using for-
mula (15) as follows:

FNR =
FN

(TP+ FN )
(15)
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FIGURE 10. Precision and recall for voting model.

FIGURE 11. F1 measure for voting model.

As presented in Figure 13, the highest false negative rate
recorded 7% for the number 8which is ‘‘Thamania’’ while the
lowest false negative rate recorded 2% for the number 0 that
is ‘‘Sefr’’.

X. COMPARATIVE MODELS
In the proposed approach, the HMM model is used as it is
much simpler than the LSTM. The proposed model relies on
the assumption that the state transitions depend mainly on
calculating all possible frame sequences and the maximum
likelihood frame is selected based on the previous or current
frame, as presented in equations (7) and (8). So like always,
these assumptions are valid. As such, the proposed model
shows better performance.

The LSTM may perform better if a very large dataset
is available, because the inherent LSTM mechanism for
learning patterns can make a better use of big data. But
LSTM can be difficult to get working, especially when
the dataset is small as in our situation for Arabic dataset.
One of the advantages of HMM over LSTM is that it can
be deployed on limited memory and processing resource
devices such as mobile devices for authentication and mobile
screen-unlock. This is a much simpler model for autho-
rizing users compared to the LSTM that might consume
most of memory and processing power, as mobile unlock
happen many time per day. Also the HMM training algo-
rithms are very popular, simple, and computationally feasible
to use.
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FIGURE 12. FPR for voting model.

FIGURE 13. FNR for voting model.

The Hidden Markov Model (HMM) is used on the pro-
posed silent lip recognition framework instead of deep learn-
ing LSTM because deep learning requires large amount of
data while the Arabic dataset used in the silent lip recognition
is limited.

As presented in [53], and [54], the HMM achieved better
performance than LSTM for few training sequences per class.
In addition, the HMM can perform better performance on
early learning behavior.

By applying HMM on our proposed silent lip recognition
framework, better prediction of action hypothesis will lead
to better prediction of lip frames that can be applicable on
human computer interaction applications.

The average recognition rate for extracting voice and
image features are conducted by mixing the dictionary
or codebook image/phonemes. As presented in Table 3,

the experimental results of [40] were conducted in English
language using Hidden Markov Model (HMM) with 3 and 5
hidden shapes on two different databases.

The recognition rate using 3 hidden shapes achieved 66.3%
and 64.7% on Cuave and In-house database respectively
while the 5 hidden shapes achieved 78.33% and 76.6%
on Cuave and In-house database respectively. As presented
in [37], the experimental results were conducted in Japanese
language for 216 words using single and multiple regression
and achieved 78.67% and 79.56% respectively.

As shown in [55], a lip reading mechanism is presented for
Japanese and Arabic language with nine Arabic sentences but
the performance for Arabic dataset recorded 79.5%.

The authors of the paper [56] perform their experimen-
tal results based on two languages: Arabic and Japanese,
where the Arabic language achieved 79.5% accuracy while
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TABLE 3. Comparison models.

the Japanese language achieved 83.3% accuracy using Hyper
Column Neural Network (HCM) model and hidden Markov
model (HMM). As presented in [57], an Arabic sign language

was tested with 30 samples using HMM with 5 hidden states
and achieved 94.5% accuracy, while the authors of [58]
performed biometric authentication using hamming distance
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classification on English alphanumeric samples and achieved
95% accuracy. The experimental results were conducted on
figures from 0 to 9 using multiple boosted Hidden Markov
Model and random subspace method (RSM). The contour-
based features achieved an equal error rate (EER) ranging
from 9.78% for the first feature set and 4.06% for the last
feature set while the accuracy for the first and last feature set
achieved 90.22% and 95.94% respectively.

XI. CONCLUSION
In this paper, a hybrid voting framework has been introduced
for silent passwords recognition using lip movement analysis.
The proposed framework is based on three techniques for
automatic visual features extraction, namely SURF, HoG and
Haar. The resultant features in each technique are fed sepa-
rately in a digit prediction model, which is the hiddenMarkov
model (HMM), to learn different utterance of Arabic figures.
The final classification models that are produced from the
three techniques have been grouped in a voting scheme to
produce the final classification result. The proposed frame-
work has been developed and experimented on handcrafted
data set of 2000 test records for the ten Arabic digits. The
dataset was generated with random noise and different back-
ground for each speaker to simulate real life situation of word
recognition. The voting scheme has remarkably improved the
classification result with 2%. Furthermore, we compared our
model with recent similar researches. It has proven to achieve
high detection rate and accuracy, while keeping low false
positive rate. Indeed, we reach an accuracy percentage of
96.2%, which is higher than the accuracy percentages pro-
vided by the most recent five lip reading architectures used in
the comparison, namely early fusion (EF-25), multiple towers
(MT-1), multiple towers (MT-5), and late fusion (LF-5), while
it lower than long short-term memory (LSMT-5) by 0.2%
which is one of heavily deep learning architecture and is
applied on English language not for Arabic. As short-term
future work, we plan to expand the proposed framework
by employing other classification techniques, and experi-
ment the model on whole face, instead of using only the
mouth region. Moreover, scalability can be targeted by
addressing huge dataset from Arabic lexicon in different
domains.

Moreover, scalability can be targeted by addressing huge
dataset from Arabic lexicon in different domains. Over a
medium-term research perspective, we propose to adapt the
developed framework for deaf and dump users.
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