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ABSTRACT Personal risk detection refers to the timely recognition of situations that may jeopardise a
person’s physical integrity, for example, during a fall or an accident. During this process, information
obtained by monitoring vital signs and human activities is used to develop a mechanism capable of
distinguishing between a person’s normal behaviour and a risk-prone situation. Such a mechanism is
meant to be fully implemented in mobile devices with limited resources in terms of memory, processing
power, and battery life. OCKRA (One-Class K-means with Randomly-projected features Algorithm), a one-
class classification ensemble specially designed to detect anomalies in a person’s behaviour patterns, has
been reported in the literature as the best algorithm in terms of accuracy in the context of personal risk
detection. Experiments were performed using the publicly available PRIDE (Personal RIsk DEtection)
dataset. However, reported training execution times seem prohibitive for mobile implementation. Our
contribution is based on two strategies to reduce the execution time during the training phase of a one-
class classification algorithm, aiming at its efficient implementation in mobile devices, and at the same time
to maintain a good classification performance. The first strategy concerns the PRIDE dataset, for which we
applied a filter-based approach to select its most relevant attributes. Eliminating attributes aids to identify
sensors that can be turned off to avoid unnecessary data collection, thereby saving hardware resources.
In the second strategy, we modified the internal structure of OCKRA based on the analysis of its design.
Our proposed algorithm, called m-OCKRA, incorporates weighted attribute projection using filters to create
data subsets for each classifier in the ensemble. Also, we reduced its computational complexity fromO(n2) to
O(n). Our results show that m-OCKRA outperforms the original OCKRA version since the gain in execution
time for training is almost an order of magnitude, and according to the performed statistical tests, the new
algorithm preserves a good and equivalent classification performance.

INDEX TERMS Classifier ensemble, feature selection, one-class classification, personal risk detection,
wearable sensors.

I. INTRODUCTION
The rapid growth of emerging technologies such as the Inter-
net of Things (IoT), personalised medicine, virtual reality or
artificial intelligence, contribute to the increase in the use
of intelligent mobile devices ranging from a phone to all
kinds of wearable devices. Consequently, the development of
applications that use the information obtained by the sensors
embedded in these devices has also increased. Application
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areas include education, finance, medicine, sports, entertain-
ment, among others.

The healthcare area has benefited from these portable
devices [1], [2] and has become a market with large areas
of opportunity. Overall, research related to the recognition
of activities through the use of integrated sensors has been
increasing. In [3], the authors compile all work related to the
recognition of activities on mobile devices and provide rec-
ommendations so that these systems can be used effectively.
Possible applications include elderly care, fall detection and
chronic disease monitoring [4]–[7].
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The detection of personal risk takes advantage of the
technologies used for the recognition of physical activities;
however, its objective is the detection of deviations in phys-
iological patterns and human behaviour [8]. Data from the
gyroscope and accelerometer are captured, as well as data
related to vital signs such as body temperature and heart rate.
In this way, the constructed mechanism is able to differentiate
between a person’s normal and atypical behaviour.

Just as health monitoring and activity recognition systems
aim for early assistance in the event of an incident, so do
personal risk detection systems. However, their area of appli-
cation is more general, because they do not seek to assist in
the event of a particular disease or recognise the activities
of the user. The idea is to be able to capture data based on
ordinary activities of the person’s life and detect anomalies
in their behaviour patterns, due to situations in which their
physical integrity is endangered as in the case of an accident
or armed robbery.

When implementing an automatic learning algorithm,
some design decisions must be made, involving aspects such
as the desired accuracy, type of application, and available
resources. In general, ensembles of classifiers are capable
of achieving good results and outperforming their individ-
ual counterparts; however, the computational cost associated
with these types of methods requires finding a balance to
increase efficiency without impairing effectiveness.

Among the strategies used to increase the efficiency and
improve the effectiveness of a learning algorithm are the
selection of attributes or feature selection, the elimination of
classifiers with low performance in the ensemble, the adjust-
ment of hyper-parameters, among others.

The PRIDE (Personal RIsk DEtection) dataset [8] is avail-
able to the scientific community to provide a baseline for
addressing the problem of personal risk detection, making it
a reference point for use in this research. From the classifiers
reported in the literature to solve the risk detection problem,
OCKRA (One-Class K-means with Randomly-projected fea-
tures Algorithm) [9] and ocSVM (one-class Support Vector
Machines) achieved the best performance for the majority
of PRIDE users. Given the large amount of data generated
and collected to build the PRIDE dataset, it is necessary
to implement strategies, either at the data level or at the
internal structure of the models, to reduce time in the learning
phase.

This work is built upon previous results reported by
Barrera-Animas et al. [8], in which the authors claimed that it
is possible to use PRIDE to develop a personal risk detection
mechanism, and showed that abnormal behaviour could be
automatically detected by a one-class classifier. In addition,
they demonstrated in [9] that OCKRA stood at that time as
the state-of-the-art classifier in the context of personal risk
detection, followed by ocSVM. However, reported training
execution times seem prohibitive for mobile implementation.
Reducing the classifier training time can translate into better
user experience, thus minimising the chance to stop using the
wearable and its application in the short and mid-term.

Themain contribution of this researchwork is the introduc-
tion of an algorithm for one-class classification, which corre-
sponds to a modification of the OCKRA classifier presented
by Rodríguez et al. [9]. The adaptations reduce the execution
time in the training phase by approximately one order of mag-
nitude, without significantly affecting the detection results.
In this way, it is positioned as a viable candidate to implement
in a personal risk detection system in mobile devices.

Besides, a feature selection study is presented for the
PRIDE dataset [10], in order to determine the effect of
eliminating irrelevant attributes on both execution time and
detection performance. Feature selection for one-class prob-
lems uses only the instances of the target class; however,
after eliminating the least important attributes, at the time of
classification, these attributesmay be required to discriminate
between the target and the atypical class. For this reason,
in this study two types of experiments are performed for
feature selection, which are described later.

The document is organised as follows: in Section II,
we describe work related to our own; in Section III, we give
an overview of personal risk detection, we then present the
PRIDE dataset used in our experiments, the methodology for
feature selection, and the modifications made to OCKRA.
Then, in Section IV, the statistical tests and performance
metrics used in the experiments are described. Subsequently,
in Section V we present the results of our experiments and a
discussion about the statistical tests performed on our algo-
rithms. Finally, in Section VI, the main contributions of our
research work are given.

II. RELATED WORK
This section describes the classifier ensembles developed
for one-class problems, as well as attribute reduction tech-
niques that help accelerate and improve the performance of
classification algorithms. Both topics are key components in
generatingmore efficient and effective personal risk detection
mechanisms.

A. ENSEMBLE OF ONE-CLASS CLASSIFIERS
Combination of classifier techniques aims to improve the
classification performance offered by individual classifiers.
They are built from a set of models and then classify new
data by a weighted vote of their predictions.

One of the essential elements of classifier ensembles is
diversity [11]. Given a dataset, this can be modified so that
each ensemble classifier is trainedwith its own dataset (object
selection), either through bootstrap aggregation, bagging,
or boosting. At the attribute level, diversity can be created by
applying random subspace sampling, causing different sub-
sets of attributes to be used by classifiers (attribute selection).
In addition, the classifier ensemble can be trained from mul-
tiple instances of the same base classifier or using different
models. Also, pruning techniques have been developed to
eliminate under-performing classifiers from the ensemble.

There are several examples of object selection for one-
class classification. In this sense, Seguí et al. [12] introduced
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a new method for classifier ensembles based on the non-
parametric bootstrap aggregation strategy with weights to
improve accuracy in the presence of outliers. Another model
that uses this strategy is Bagging-RandomMiner created by
Camiña et al. [13] for the detection of impostors. The algo-
rithm is based on the random selection of objects and chooses
as prototypes the objects that best represent the normal class.
The idea behind this method is to leave aside objects of
minor importance. Both proposals obtained improvements in
both the accuracy and robustness of the classification when
compared with various one-class and multi-class classifiers
reported in the literature.

Feature selection to create classifier ensembles is one of
the most common techniques in the literature. In the context
of anomaly detection, Perdisci et al. [14] use a different
attribute space to train each ensemble classifier. In addition
to the random selection of attributes, the ensemble is built
from multiple instances of ocSVM. Their experiments show
that using a set of classifiers trained with different feature
spaces significantly reduces the number of false positives and
achieves a higher percentage in the detection of anomalies.

Jeong et al. [15] propose two support vector data descrip-
tion (SVDD)-based feature selection methods for one-class
classification problems. The methods can be used to min-
imise the size of the boundary of describing normal obser-
vations measured through the value of its radius squared.
The experimental results show that the proposed techniques
perform better than well-known SVM recursive feature elim-
ination (SVM-RFE) method for simulated data and real-life
datasets. However, the described approach carries out feature
selection as part of the training process and it is dependent
on the given classification method. Additionally, Lian [16]
shows that dimension reduction with Principal Component
Analysis (PCA) works well for one-class SVM. Although
the results prove the effectiveness of the method in image
recovery tasks, the main disadvantage is that it depends on
the use of ocSVM.

Trejo and Barrera-Animas in [10] aimed at reducing train-
ing execution time by means of feature selection techniques.
Authors succeeded to speed-up the ensemble’s training time
without sacrificing performance. They run their experiments
on the PRIDE dataset after a feature selection procedure,
based on a correlation matrix analysis and PCA. However,
the main drawback of their results, as they acknowledge,
is that they performed feature selection only on the training
dataset, which could result in removing attributes that may
contribute to the detection of abnormal situations. In contrast,
our work performs the feature selection process on the com-
plete dataset, that is, using the training and anomaly datasets.
Hence, we reduced the possibility of leaving out an important
feature capable of detecting unseen abnormal behaviours.

Regarding the use of different base classifiers in the ensem-
ble, Zainal et al. [17] suggest an ensemble of one-class
classifiers for network intrusion detection. The authors use
three machine learning techniques to construct the ensemble:
Linear Genetic Programming (LGP), Adaptive Neural Fuzzy

Inference System (ANFIS) and Random Forest (RF). Their
work compares the ensemble with the base methods used
individually to construct the ensemble. The results show that
it is better to combine techniques than to use them sepa-
rately. Improved intrusion detection accuracy was achieved
by assigning appropriate weights to the classifiers in the
ensemble.

Krawczyk and Woźniak [18] propose the application of
pruning to a set of ensembles built with random subspace
sampling attributes and data partitioning. The measures
designed by the authors evaluate the differences between the
individual models of the set to ensure quality in the diver-
sity of the ensemble and eliminate those that significantly
affect the overall performance of the model. The results con-
firm that the introduction of diversity measures for one-class
datasets is a research directionworth exploring. Parhizkar and
Abadi [19] propose to apply a binary algorithm of an artificial
bee colony, BeeOWA, to eliminate classifiers from the ensem-
ble and find an optimal subset in reasonable computational
time. BeeOWA managed to overcome several approaches
described in the literature, both in terms of classification
performance and in statistical significance.

It is possible to provide diversity to an ensemble of classi-
fiers, either by projecting a subset of features from the dataset
to every classifier or by making the individual classifiers
different [22]. In this work, we decided to handle diversity
based on remarks given by Tax and Duin [20] and Nanni
and Lumini [21]. In both studies, they used feature selection
techniques and trained every single classifier in an ensemble.
They demonstrated that combining features is more effective
than combining different classifiers and, in general, produces
better results than the individual classifier counterpart.

Table 1 presents a brief comparison of the methods used
by the studies reviewed in this paper. In general, the proposed
techniques use object selection or attribute selection to create
the ensemble; the differences lie in the combination of base
classifiers or metrics to evaluate the quality of the ensemble.

B. REDUCTION IN DIMENSIONALITY
Dimensionality reduction consists in downsizing the number
of attributes of a dataset. The methods used identify and
remove characteristics that are considered irrelevant or redun-
dant, and are divided into feature selection, which chooses an
important subset of attributes, and attribute extraction, which
forms new attributes from the originals.

This data processing allows the learning algorithms to
work faster and more efficiently. In some cases, it is possible
to improve the accuracy of the classifier, as well as to obtain
a data model that is more compact and easy to interpret.

1) FEATURE SELECTION
The various approaches proposed for feature selection seek to
find the best subset within the original set of attributes. In this
way, the best subset contains the fewest number of attributes
that contribute most to the prediction [23].
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TABLE 1. Comparison of related work.

To remove an irrelevant characteristic, it is required a
selection criterion that can measure the relevance of each
characteristic. From a machine learning approach, if a system
uses irrelevant variables, then it will use all that information
to construct the learning model, resulting in a poor generali-
sation of the problem to be addressed [24].

Feature selection algorithms for a dataset are classified
into filters, wrappers, and embedded. Filter-based methods
are independent of the classification algorithm; to select the
subset, they use the intrinsic properties of the data, such as
information measurements, correlation, and various types of
distances [25]–[27]. The result of the selection can be given
through a subset of attributes or a ranking of characteristics.
Wrappers use the prediction of the classifier to measure the
quality of the subset obtained. It is computationally expensive
compared to other methods, as they must train the classifier
to evaluate the quality of the subset; however, the result
of the feature selection occurs automatically after meeting
a condition given by the classifier. Finally, in embedded
techniques, feature selection is performed during the training
process as a stage that is part of the learning algorithm; the
two stages cannot be separated. It has a lower computational
cost thanwrappersmethods as they do not require the iterative
construction of multiple models. Decision trees are the most
common example of this feature selection technique.

2) FEATURE EXTRACTION
Unlike selection, attribute extraction transforms data into
a smaller space while retaining as much information as

possible [28]. The best-known methods are Principal Com-
ponent Analysis (PCA) and Linear Discriminant Analysis
(LDA), which are based on linear projections and are used
for unsupervised and supervised learning, respectively [23].

PCA uses the transformation of the initial set of vari-
ables into several sets of linear combinations that are known
as main components. These components are not correlated,
and most of the information in the original dataset is con-
centrated in the first components. After ranking them by
importance, the components that retain the most information
are chosen. The disadvantage of this method is that it does
not consider the divisibility of classes since the data are
not labelled. LDA is very useful when variables are highly
correlated or when the number of independent variables is
large. It is related to Variance Analysis (ANOVA) or regres-
sion, however, during this attribute extraction process the
independent variables and the class label are used to find a
linear combination of characteristics that separates the object
classes.

III. METHODOLOGY
In this section, we present an overview of personal risk detec-
tion followed by a detailed description of the dataset used in
our experiments. We also present an approach to improve the
efficiency of the personal risk detection model by reducing
the number of attributes of the dataset. Subsequently, given
the performance results obtained by OCKRA [9], the modifi-
cations made to the learning model are explained, in order to
improve the training phase and its learning rate.
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A. PERSONAL RISK DETECTION
Barrera-Animas et al. in [8] introduce the concept of per-
sonal risk detection. They define it as the timely identifi-
cation of situations that may put at risk a person’s physical
integrity, for example, during a health crisis or a car accident.
To detect a risk-prone situation, they use an approach built
on the rationale that people usually perform based on the
same behavioural and physiological patterns or with small
variations thereof. The main hypothesis of their work is that a
risk-prone situation yields sudden and significant deviations
in ordinary physiological and behavioural user patterns; thus,
potential threat circumstances can be automatically recog-
nised. A collection of sensors, such as the ones embedded
in current wearable technology, can capture these changes.
They approached the personal risk detection problem as an
anomaly detection one, which can be tackled by a one-
class classifier. The classifier is trained only with a user’s
ordinary conditions data and then, during the classification
process, the classifier is capable of detecting anomalies that
can be related or not to a risk-prone situation. The authors
demonstrated their hypothesis that abnormal behaviour could
be automatically detected using a one-class classification
approach.

B. PRIDE DATASET
The PRIDE dataset is the first publicly available dataset for
the personal risk detection problem, designed by Barrera-
Animas et al. [8]. The dataset is built from data captured dur-
ing daily activities of individuals and complementary, from
data captured under stress, atypical or risky conditions. The
creators of the dataset established a data collection period of
one week, with the help of 23 people of different ages, gender
and physical conditions, in order to provide diversity in the
data collected. Likewise, stress or simulated risk scenarios
were carefully planned in order to exemplify those situations
in which people might find themselves.

In order to build the dataset, data were obtained through
sensors embedded in theMicrosoft Band
, and transmitted to
a mobile application. The sensors involved are the gyroscope,
accelerometer, pedometer, heart rate, distance, skin temper-
ature, UV index, and calories. The capture process expe-
rienced an interruption time of approximately 120 minutes
daily, since the bracelet takes about 40 minutes to recharge,
a process needed about three times a day. Also, the capture
process was also interrupted whenever the user had to remove
the band for any personal reason.

After the dataset preprocessing, the resulting feature vector
has 26 dimensions and is updated every second. Table 2
shows the attributes that are part of the PRIDE structure.
Each user has an average of 322,038 instances and a total
of 7,406,868 samples for the entire dataset. The highest num-
ber of observations is found in user 1 with 466,175 samples,
and the lowest number is found in user 17 with 133,795. This
difference in the number of samples causes training time to
vary between users.

TABLE 2. 26-dimension vector structure from the PRIDE dataset.

The dataset takes into account information from the person
that can be useful to detect physiological or behavioural pat-
terns; in addition, the data gathering from sensors is realised
when the user is carrying out their daily life without interfer-
ing in their activities.

To build the PRIDE’s anomaly conditions dataset, the same
23 users participated in another process to acquire data under
specific conditions, for which five scenarios to simulate
stressful or abnormal conditions were envisioned. These sce-
narios consisted of the following activities: running 100 m as
fast as possible, climbing stairs as quickly as possible, boxing
for a two-minute round, falling back and forth, and holding
one’s breath for as long as possible. Each activity aimed to
simulate a dangerous or abnormal condition in the real world,
for example, running away from an unsafe situation, leaving
a building due to an evacuation alert, defending against an
aggressor during a quarrel, swooning and suffering from
breathing problems. The session to perform the five scenarios
by each user took about two hours, and it demanded major
physical effort.

Personal risk detection is defined as an anomaly detection
problem, therefore, it can be tackled through one-class classi-
fication algorithms, which build classification models when
the negative class does not exist, is poorly sampled or poorly
defined [29]. In this way, following the evaluation protocol
carried out by Barrera-Animas et al. [8], the dataset is divided
into five folds to perform a cross-validation (5-FCV). Four
groups of the dataset under normal conditions are used for
training, and only one group is combined with the anoma-
lies dataset, used for testing purposes. For the latter group,
we tagged the last column manually in each row using the
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labels ‘‘typical’’ or ‘‘atypical’’. The ‘‘typical’’ label indicates
that the object represents the normal behaviour, while the
‘‘atypical’’ label indicates that the object represents an abnor-
mal state. This tag is not used to train the classifier, but only
during the testing phase. At the end of the procedure, each
user has five training sets and five testing sets.

C. FEATURE SELECTION ON PRIDE
To implement feature selection on the dataset, the filter-based
technique proposed by Lorena et al. was chosen. Reference
[30], which is based on a set of feature importance measures
that produce different rankings to select the subset with the
highest rated attributes. The chosen method not only allows
to select the subset that gathers the most relevant attributes
through the intrinsic properties of the data, but also allows
to explore multiple views of them. Additionally, the impor-
tance of a feature is complemented when the ranks produced
by each metric are combined. The difference between this
method and feature extraction is that selection through filters
maintains a subset of the original features, whereas extraction
creates new features that are difficult to interpret.

The list with each characteristic’s rank is obtained by
means of metrics adapted for the selection of variables of
a single class; these assign an order to the attributes of
the dataset and are then combined using different aggre-
gation techniques. The feature importance measures imple-
mented in this work are listed below; they are described in
detail in [30], [31]:
Information Score (IS): Measures the relevance of each

attribute when removed from the dataset. If the value of the
entropy decreases when removed, the similarity among the
rest of the data is high; therefore, the characteristic can be
considered important.
Pearson Correlation (PC): This metric measures the

degree of association of each attribute against the others.
During this process, the attributes are verified to see if they
are linearly dependent. Elevated values indicate a high corre-
lation, hence low values are preferred to maintain unrelated
attributes.
Intra-class Distance (ICD): Quantifies the distance of all

samples of a class to the centroid of the class. It is expected
that this value is not very high. For each attribute, the distance
reduction is measured; therefore, in the end, those that are
closer to the data are considered better.
Interquartile Range (IQR): The obtained value takes

into account the distribution of the characteristic values
through their interquartile range. Themore dispersed the data,
the more likely it is that the interquartile ranges will overlap.
An attribute is considered a characteristic of the dataset if its
values tend to be more concentrated.

The next step in the feature selection process is to combine
the results produced by multiple ranking lists, generating a
consensus for the final ranking. The aggregation methods
used for feature selection are Mean, Majority and Borda
Count. The first method computes the average of the positions
of the characteristics in the ranking lists; the second applies a

majority voting rule to the positions of each characteristic in
the lists; and the third method assigns a score to each attribute
according to its position in the ranking. These points increase
from the last position to the first. The option with the highest
cumulative sum of points ranks best.

Attributes are ordered from 1 to n, where n is the number of
attributes of the dataset. The value 1 means the most impor-
tant and n the least important. For each user in the dataset,
the attribute importance ranking was calculated using the
three aggregation methods. Subsequently, in order to unify
the final results and thus have an order that encompasses all
users, the three aggregation methods were reapplied to the
rankings obtained by the 23 users.

This generalised approach makes it possible to visualise
the importance of the attributes of the entire dataset and in
the future, add new users only by calculating the m most
important attributes, instead of the original 26.

Once the list of rankings has been obtained for each
aggregation method, the selection of attributes consisted of
systematically eliminating the two least important attributes
from both the training set and the testing set. In this way,
only the most important attributes are maintained and the
classification algorithm is run in that subset.

In accordance with this procedure, the least important
attributes were removed from the dataset in order to verify
whether the number of characteristics can be reduced while
maintaining the classification performance achieved when all
characteristics are used.

D. M-OCKRA
OCKRA, first introduced in [9], is an ensemble of single-
class classifiers, which are based on multiple projections of
the PRIDE dataset according to random subsets of character-
istics. OCKRA is made up of 100 classifiers, each one built
upon ten centres computed by k-means++ with Euclidean
distance. It works as follows: During the training phase, each
individual classifier applies k-means to a random projection
of the dataset and stores the centroids of the clusters. During
the classification phase, to decide whether a new object is
abnormal, each classifier compares it with all of the centroids
in order to determine the cluster to which the object belongs.
Each classifier returns a similarity value according to the
distance of the object relative to its closest cluster centroid.
The ensemble returns the average similarity computed by
individual classifiers. For a detailed description of the algo-
rithm, refer to [9].

The algorithm calculates the distance between all pairs
of objects, which in the worst-case scenario is estimated to
require up toO(n2) comparisons. As a consequence, for large
datasets, the algorithm training is limited. Themain drawback
of the algorithm is the validation of the OCKRA parameters:
Authors fixed to 100 the number of classifiers based on
Breiman [32]; also, they use an Euclidian distance function
without a strong argument or discussion, and they fixed k ,
the number of clusters, to 10 from empirical experimenta-
tion. The algorithm is meant to run on a mobile device, v.g.
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a smartphone, with limited hardware resources such as CPU
and memory. OCKRA’s designers stated that to determine the
optimum value of k and the number of classifiers considering
available resources and detection performance, remained an
open question.

One of the goals of this work is to reduce the training time
taken by the classifier and make it suitable for real-world
applications. m-OCKRA accomplishes this by reducing the
computational complexity of one of its components, from
O(n2) to O(n), thus reducing execution time in almost one
order of magnitude, as shown later in Section V-B. With this
in mind, we have made modifications to OCKRA so that
it now requires significantly less time to build a model and
produces classification results without a significant statistical
difference from the original.

The modified algorithm is called m-OCKRA, where the
letter m refers to mobile, since the classifier is adapted
for mobile devices, where processing is done with limited
resources. The new algorithm incorporates weighted attribute
projection (spatial sampling of attributes with probability) to
create subsets of data for each ensemble classifier and the
new calculation of typical objects using RandomMiner [13].
Table 3 compares OCKRA and the enhanced version m-
OCKRA. The following is a formal description of the ensem-
ble training and classification phases.

TABLE 3. Comparing OCKRA against m-OCKRA.

1) TRAINING PHASE
m-OCKRA is an ensemble consisting of multiple instances of
the same classifier, in this case RandomMiner (Algorithm 1).

To train the ensemble, the process begins with an initial
training dataset T of size m × n, where m is the number of
samples and n is the number of attributes. As a first step,
we compute the weights [w1,w2, . . . ,wn] of the attributes
(Step 2) using the feature importance measures described in
Section III-C. Using the ranking obtained for each charac-
teristic [r1, r2, . . . , rn], where ri is a number between 1 and
n, each element in the list (wi) is represented as ri/n. The
estimated weights [w1,w2, . . . ,wn] are used to randomly
obtain the attributes (Step 4) that will serve to create the
data subset to train the classifier. During this process, n
random numbers are generated according to those weights

Algorithm 1 m-OCKRA Training Phase
Input: T : Training dataset; N : Number of classifiers in the
ensemble; F : Fraction of training dataset to bootstrap;
RS%: MROs (Most Representative Objects) percentage
Local Variables: W : List of attributes weights;
SelectedAttributesi: List of randomly selected attributes; T ′:
Training subset; δi: Classifier threshold; X : List of randomly
selected objects from T ′; MROsi: The Most Representative
Objects
Output: P: Classifier parameters
1: P← {}
2: W ← ComputeAttributesWeights(T )
3: for i = 1..N do
4: SelectedAttributesi←

RandomWeightedAttributes(W )
5: T ′← Project(T , SelectedAttributesi)
6: δi← SumProbabilities(W , SelectedAttributesi)
7: X ← Bootstrap(F, T ′)
8: MROsi← Sample(RS%, X )
9: P← P

⋃
{ (SelectedAttributesi, δi, MROsi) }

10: end for
11: return P

and repeated elements are removed. The result obtained is a
list of indices of the attributes to be considered for training.
In average, 57% of the information is retained. The selected
characteristics are not repeated in the same classifier, but
within the ensemble repetition is possible.

The way attributes are selected is based on the fact that
there are more relevant attributes for the classification prob-
lem than others, so they should appear more frequently in the
ensemble data subsets [33]. To achieve this goal, the prob-
abilities of important attributes must be higher than those
of lesser importance. Also, the size of the subsets obtained
remains smaller than the total number of original attributes,
so diversity between the different classifiers is still guaranteed
and randomness with probability maintains to some extent
the independence between them. As explained in Step 2,
the probabilities or weights of the attributes are calculated
using importance measures that are based on the intrinsic
properties of the data and their ability to describe the original
distribution of such data.

The algorithm then projects the dataset T over the selected
characteristics (Step 5). The projected dataset T ′ has a size
m × n′, where n′ ≤ n, is the size of the subset of ran-
dom attributes. To obtain the δi threshold of the classifier,
the algorithm adds together the probabilities of the attributes
that are used to project the T ′ subset. The reasoning behind
this value is that calculations are reduced by eliminating the
computation of average distances between all objects and at
the same time, the classifier determines the importance of the
data subset to be used for training.

OCKRA [9] uses K-means++ as a clustering algorithm,
however, among the main drawbacks of K-means++ is
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FIGURE 1. m-OCKRA training and classification process.

determining the number k of clusters, since the quality of the
obtained partition will depend on this number. Although there
is no perfect mathematical criterion, within the literature we
find a series of heuristics or validation indices to fine-tune the
value of k that obtain promising results. However, the cluster-
ing algorithmmust be executed repeatedly for different values
of k and the partition that seems more significant is selected;
hence these options become computationally expensive.

In Section II-A a new algorithm for one-class classifica-
tion called Bagging-RandomMiner is mentioned, which uses
RandomMiner to set the limits of the normal objects of the
dataset. The most representative objects (MROs) are selected
by random sampling. Its computational complexity is O(n)
in the training phase [13], so in addition to the quality of the
results, it has served as an inspiration to replace K-means++
as the basic algorithm of the ensemble of classifiers.

Thus, after projecting the dataset, RandomMiner is applied
over T ′ (Step 7 and 8). First, a random resampling (bootstrap)
of a fraction of T ′ objects is done, then a percentage of the
samples is taken which are identified as MROs. These data
represent typical values of normal user behaviour and replace
the centroids calculated by K-means++.

The training phase returns a set of parameters from each
classifier in the ensemble. The three parameters consist of
the randomly selected attributes, the threshold, and theMROs
(Step 9).

2) CLASSIFICATION PHASE
The classification phase receives as input the set of classifiers
P generated in the training phase and an object O to classify
(Algorithm 2). For each classifier, the object O is projected
using the selected attributes, then the minimum distance is
calculated between the projected object O′ and its closest
representative object of the set of MROs (Step 4).
The calculated distance is used to obtain the similarity

value (Step 5) of the object, which is between [0,1]. A value
of zero indicates risk-prone behaviour, while a value of one

Algorithm 2 m-OCKRA Classification Phase
Input: O: Object to classify; P: Ensemble of classifiers as
returned by Algorithm 1
Local Variables: O′: Projected Object; dmin: Minimum dis-
tance
Output: s: Risk probability (similarity value)
1: s← 0
2: for each (Attributesi, δi, MROsi) ∈ P do
3: O′← Project(O, Attributesi)
4: dmin← min(Distance(O′, MROsi))
5: s← s+ e−0.5(dmin /δi)

2

6: end for
7: s← s/|P|
8: return s

indicates that the object resembles the normal behaviour of
users. The similarity values of each ensemble classifier are
unified by computing their average (Step 7).

To summarise our methodology and for the sake of clarity,
Figure 1 shows a block diagram representing the complete
process.

IV. EXPERIMENTAL SETUP
This section presents the experimental methodology and eval-
uation metrics used throughout this work. We carry out two
types of experiments. First, we evaluate the feature selec-
tion procedure performed over the PRIDE dataset, with the
aim of decreasing the execution time of OCKRA, but at
the same time obtain classification results that are com-
parable to the performance achieved when the full set of
characteristics is used. Recall from Section III-B that the
PRIDE dataset used in our experiments, is a publicly avail-
able dataset that provides a baseline for the fair comparison
of personal risk detection mechanisms. The dataset struc-
ture comprises 26 attributes derived from sensors readouts.
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The full dataset contains information from 23 users, with
an average of approximately 300 thousands observations
each. The second set of experiments aims to compare
m-OCKRA against OCKRA, since the latter was reported
by Rodriguez et al. [9] as the best one-class classifier for the
personal risk detection problem.

Section IV-A presents the metrics to evaluate the per-
formance of the tested classifiers. The statistical tests
used to compare the classification results are described in
Section IV-B.

A. EVALUATION METRIC
To evaluate performance, the Area Under the Curve (AUC)
of the True Positive Detection Rate (TPR) versus the False
Positive Detection Rate (FPR) was calculated and the average
of the 5-FCV results were obtained for each user.

This metric, besides having been used in the context of
personal risk detection and one-class classification [8]–[10],
[13], [34], [35], gives an idea of the amount of work done by
the classifier [36] and is invariant to the distribution of the
training set [37].

B. STATISTICAL TESTS
In the first set of experiments, in order to study the differ-
ences between the classification performance of the models
obtained after feature selection, a comparison of results in
terms of AUC is made through the Friedman non-parametric
test [38], which provides a ranking and is used to com-
pare more than two models. Afterwards, we applied the
Bergmann-Hommel dynamic post-hoc procedure [39], [40]
to know which models have statistical differences between
them. The results of the post-hoc tests and the order of the
classifiers according to the Friedman ranking can be rep-
resented visually in a critical difference diagram (critical
difference or CD) [38]. According to the CD diagram, the best
algorithm appears at the right, and statistically similar algo-
rithms are joined by a thick horizontal line.

Additionally, we applied the Wilcoxon signed-rank
test [41] to perform a pairwise comparison between statis-
tically similar models according to the CD diagram. In the
Wilcoxon test, the sums of the ranks of the two models being
compared are presented, and it is determined whether the
difference between these measurements is random or not.
In the latter case, if the sum of the ranks is higher, then there
is a significant statistical difference.

The feature selection evaluation is based on the null
hypothesis that using a subset of attributes to train the classi-
fier is the same as working with the original set. To reject
the null hypothesis and claim that one model significantly
outperforms the other, it is verified that the p value is less
than a given level of significance.

For the second set of experiments, we compared the perfor-
mance obtained by m-OCKRA against OCKRA [9], in AUC
terms. To do this, a pairwise comparison is made between the
two classifiers, using the Wilcoxon signed-rank test as well.

The statistical tests were performed using the software tool
KEEL [42]. The significance level used by KEEL to reject a
null hypothesis is α = 0.05.

V. RESULTS
A. OCKRA CLASSIFICATION PERFORMANCE
WITH FEATURE SELECTION
This section describes the results of applying the feature
importance measures described in Section III-C to reduce the
number of attributes in the dataset. The goal of this set of
experiments is to decrease the execution time of OCKRA,
while obtaining classification results comparable to the per-
formance achieved when using the full feature set.

As we are dealing with a one-class problem, if feature
selection is made only on the dataset of the normal or positive
class, it could leave out characteristics that may contribute
to the detection of personal risk [10]; therefore, in order to
explore the impact of feature selection and taking this into
account, we carried out two types of experiments:

• Feature selection on the normal condition dataset
(FS-NCD). The filter method was applied only to the
training data, which are the ones containing the normal
class.

• Feature selection on the normal condition dataset in
combination with the anomalies dataset (FS-NACD).
The filter method is applied to the training and testing
dataset, where the latter contains the normal and atypical
classes.

After applying the feature importance measures, Table 4
shows the ranking obtained for each attribute of the PRIDE
dataset, using the three aggregation methods, where 1 means
the most important attribute and 26 the least important.

Let us recall that once the list of rankings has been obtained
for each aggregation method, the selection of attributes con-
sisted of systematically eliminating the two least important
attributes from both the training and the testing sets, keeping
only the most important ones and evaluating the classifier
using that subset.

In Figures 2 and 3 it is possible to observe the results of
the Friedman test andBergmann-Hommel’s post-hoc analysis
of the two types of experiments, with a significance level of
α = 0.05, where DS-i refers to the dataset with i attributes,
so that i ∈ {12, 14, 16, 18, 20, 22, 24} and Full is the dataset
with 26 attributes. It is key to remember that a thick horizontal
line joins statistically similar models, and the best subset
appears at the right.

For the FS-NCD experiment, the smallest subsets of
attributes were achieved using the Borda aggregationmethod.
According to the CD diagram, there are no statistical differ-
ences between the seven versions of feature subsets and the
original version, in addition, the sets with 16 and 18 attributes
achieved better average classification than the original one.
The Majority method ranks in the first three places the
subsets of 24, 20 and 22 attributes, which neither show
statistical differences with the original version. With Mean,
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FIGURE 2. CD diagrams with statistical comparisons of subsets obtained from experiments using the FS-NCD dataset with
three aggregation methods.

FIGURE 3. CD diagrams with statistical comparisons of subsets obtained from experiments using the FS-NACD dataset with three
aggregation methods.

the only subset that outperforms the original is the one with
24 attributes; however, it is possible to reduce the set by
using between 12 and 18 attributes without showing statistical
differences.

The second type of experiments shows strong contrasts
with respect to the first. According to the CD diagram, there
are no statistical differences between the seven versions of
subsets of characteristics obtained through Majority; how-
ever, all subsets outperform the original during classification,
except the subset with 12 attributes. Average positions in
the first three places the same subsets as Majority with the
previous approach. Finally, Borda is the only aggregation
method where the original set of characteristics performs like
the best. Moreover, only the subset of 24 attributes shows no
statistical difference with respect to the full version.

From the experiments carried out, 15 out of 48 cases
outperform the complete set of characteristics during classifi-
cation; thus, to analyse the methods that significantly surpass
the original dataset, we run the Wilcoxon signed-rank.

Tables 5 and 6 show the compared datasets (Comparison),
the sum of the ranks for cases where the data subset improved
to the original (R+), the sum of the ranks for the opposite
(R−), the result of the null hypothesis (Hypothesis), and the p
value calculated by the Wilcoxon signed-rank test. From the
results shown in the tables, it is possible to affirm that there
are five cases, where the subset of attributes significantly
exceeds the classification performance of the original set
of 26 attributes.

In the case of FS-NCD, Table 5 shows that using
24 attributes, calculated through Mean and Majority,
improves the detection of anomalies for a significance level
α = 0.05. In the FS-NACD experiment, three cases improve
this detection, according to Table 6, with the same value of α.
Exploring different aggregation methods to unify the

results of the feature selection process has an impact on
the final rankings, and therefore on the detection per-
formance. For both experiments FS-NCD and FS-NACD,
Majority as an aggregationmethod achievesmore cases better
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TABLE 4. Attribute ranks after feature selection on both datasets: FS-NCD
and FS-NACD. The first 12 attributes are highlighted with different colors
to distinguish each aggregation method list.

TABLE 5. Wilcoxon signed-rank test of the original dataset (full) against
data subsets derived from FS-NCD.

TABLE 6. Wilcoxon signed-rank test of the original dataset (full) against
data subsets derived from FS-NACD.

positioned, so it is considered a strong strategy to unify results
for the dataset.

Since the objective is to reduce the training time of the
classifier without losing precision in its performance, it is
necessary to carry out an analysis in this regard. The results of
the execution time of two PRIDE users are shown in Table 7
in hh:mm:ss format. As explained in Section III-B, the users
with the most and least observations in the training set are
user 1 and 17, respectively. The subset with 16 attributes was
the smallest and best-positioned subset; hence, our analysis in
the execution time is performed decreasing from 24 attributes

TABLE 7. Execution time of the training phase of OCKRA using different
data subsets. The G column indicates the percentage gain when using a
subset against the full attribute vector.

to that number. The subsets with 12 and 14 attributes were
excluded because in no case they performed better than or at
least equal to the original dataset during classification.

User 17 has the fewest instances in the dataset. By reducing
the number of attributes, it reaches an acceleration between
4.2% and 18.3%. User 1, which has the largest number of
instances, achieves a higher acceleration after feature selec-
tion, between 22.8% and 30.8%. This last value is achieved
with the subset of 16 attributes, which according to the CD
diagram in Figure 2, appears as best in the ranking and its
results show a classification performance comparable to the
original model.

For the second type of experiments, where the atypical
class is taken into account during the feature selection pro-
cess, the best model is the subset with 18 attributes. The
Wilcoxon signed-rank test confirms that this subset achieves
better performance in the context of personal risk detection
and achieves a gain of 27.8% during execution time, for the
user with the highest number of instances.

From Tables 5, 6, 7, and CD diagrams of Figures 2 and 3,
we can confirm that feature selection based on filters main-
tains or significantly improves the detection performance
while using fewer attributes and attains a key gain in execu-
tion time of at least 22.8% on average for the user with the
largest number of observations.

B. M-OCKRA CLASSIFICATION PERFORMANCE
This section presents the results obtained when comparing
OCKRA against its modified version (m-OCKRA). Sub-
sequently, a parameter tuning of the original version of
OCKRA was made in order to verify if there is a config-
uration of parameters that obtains better detection perfor-
mance or at least similar without increasing training time.
OCKRA’s performance depends essentially on the value of
k (number of centres) and the size of the ensemble [9].
The parameters used by the authors were 100 classifiers and
k = 10. However, to identify which parameters produce
a trade-off between classification performance and the time
required for the ensemble construction, we computed the
AUC using the values of k ∈ {5, 10, 20, 30, 40, 50} and
N ∈ {25, 50, 100}. In total, 18 parameter combinations were
calculated. According to Friedman’s test, there are no signif-
icant differences among the models; however, regardless of
the number of classifiers, k = 30 was better in all cases, with
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50 classifiers achieving the best location in the ranking
according to their AUC.

Therefore, the following set of experiments comprise a
comparison of the three algorithms: The reported version
of OCKRA [9] with 100 classifiers and k = 10, OCKRA
with parameter tuning using 50 classifiers and k = 30, and
m-OCKRA as described in Section III-D.

1) SETTING M-OCKRA PARAMETERS
This section presents an experimental study to fine-tune the
most significant parameters of m-OCKRA (Algorithm 1)
described in Section III-D, which are: the number of classi-
fiers of the ensemble (N ), the fraction of objects for resam-
pling (F) and the percentage of MROs (RS%).
In order to determine them, we tested 15 combinations

of parameters, three for the number of classifiers and five
different percentages: N ∈ {25, 50, 100} and F = RS% ∈
{1, 2, 3, 4, 5}; this because beyond 5% there was no improve-
ment in the classification and the size of the ensemble does
not affect the result. The experiments showed that regardless
of the number of classifiers, using between 3% and 4% for the
resampling fraction andMROobjects, it is possible to achieve
better detection performance.

Friedman’s test shows that there are no significant differ-
ences between the models with a value between 3% and 4%;
however, we selected N = 50, F = 0.4 and RS% = 0.4 as
base parameters for the ensemble, because it achieved better
ranking according to its AUC. However, it is essential to con-
sider that for the other two versions with different ensemble
size, the best percentages were F = 0.3 and RS% = 0.3.
To compare the closest distance in the classification phase

(Algorithm 2), three types of distance were tested: Euclidian,
Chebyshev and Manhattan. Experimental tests show that the
use of Chebyshev distance improves detection performance
in the ensemble of classifiers, followed by Euclidean; there-
fore, the classifier uses Chebyshev as a comparison metric.

Finally, although the aggregation method is not considered
a parameter of the ensemble, it is worth to mention that the
Majority method used to estimate the ranking and calculate
the probabilities of the attributes subspace sampling, showed
comparable or better results than the randommethod. Neither
Mean nor Borda obtained good results, therefore they were
discarded as methods for selecting subsets of attributes to
construct the classifier ensemble.

2) EXPERIMENTAL RESULTS
Table 8 presents the detection performance results based on
the AUC of the original OCKRA classifier, OCKRA with
parameter tuning and m-OCKRA. The latter achieved bet-
ter average AUC among the 23 users and lower standard
deviation.

For statistical tests and execution time analysis, we first
compared OCKRA against m-OCKRA, then the classifier
with the best performance was selected and compared against
OCKRA with parameter tuning.

TABLE 8. AUC of OCKRA, OCKRA with parameter tuning, and m-OCKRA.

TABLE 9. Wilcoxon signed-rank test of the m-OCKRA average AUC against
OCKRA average AUC, using all datasets.

TABLE 10. Wilcoxon signed-rank test of the m-OCKRA average AUC
against the average AUC of OCKRA with parameter tuning, using all
datasets.

Tables 9 and 10 show the compared classifiers (Compar-
ison), the sum of the ranks where m-OCKRA outperformed
the original (R+), the sum of the ranks for the opposite (R−),
the result of the null hypothesis (Hypothesis), and the p value
calculated by the Wilcoxon signed-rank test.

From Table 9, we reject the null hypothesis. Although the
significant difference is weak (p ≈ 0.05), it is important
to note the reduction in execution time during the training
phase (this analysis will be detailed later) and that the com-
putational complexity of the clustering algorithm used to
construct the classifier ensemble isO(n), as opposed toO(n2)
reported in [9].

Furthermore, since m-OCKRA achieved the best results,
Table 10 shows the comparison of m-OCKRA against
OCKRAwith parameter tuning. Here again, we reject the null
hypothesis.
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FIGURE 4. Execution time during the training phase of the OCKRA and m-OCKRA algorithms for the
23 PRIDE users.

Given that the goal is to reduce the classifier training
time without sacrificing performance, we undertook further
analysis. Similarly, as in the case of the feature selection
procedure, we selected for this set of experiments, users 1 and
17, which have the highest and lowest number of instances
in the training set, respectively. In this case, OCKRA and
the modified version of OCKRA (i.e. m-OCKRA), achieved
similar classification performance during the training phase;
thus, we only focused on these two versions for the following
analysis.

As shown in Table 11, m-OCKRA obtained a considerable
reduction in the training execution time. The execution time
for user 1 decreased from 12 hours to approximately 2 hours,
representing a gain of 82.64%; while user 17 reduced its time
from 3.5 hours to 44 minutes, that is a 79.01% gain.

TABLE 11. Execution time of the training phase of two versions of
OCKRA. The G column indicates the percentage gain when using OCKRA
against m-OCKRA.

Finally, Figure 4 shows the execution time of OCKRA and
m-OCKRA for the 23 PRIDE users. The training time was
reduced by 80% on average, since OCKRA in total requires
about 8.5 hours on average for the training phase, whereas
m-OCKRA only about 1.5 hours.

In real-world applications such as this one, training and
classification times are central. Nevertheless, Trejo and
Barrera-Animas [10] argued that in the case of OCKRA with
the full set of features, the classification time is negligible.
The modifications made to the algorithm respected the design
principles of OCKRA. This is why we placed more emphasis
on the training execution times and not in classification times;
the learning phase of the algorithm involves more calcula-
tions, and therefore takes much longer.

It is pertinent to recall that m-OCKRA obtained better
ranking with the following parameters N = 50, F = 0.4,

and RS% = 0.4; however, there is no statistical difference
when using the values of N = 25, F = 0.3, and RS% = 0.3,
therefore the number of classifiers in the ensemble, as well as
the execution time, could be further reduced.

Based on the detection performance, m-OCKRA showed a
significant difference when compared to the original version.
Moreover, Table 11 shows a gain in execution time of 82.64%
for the user with the highest number of instances, and
79.01% for the user with the fewest instances of the PRIDE
dataset. Additionally, the significant difference remains when
comparing m-OCKRA against OCKRA with parameter
tuning.

Therefore, we can conclude that the modifications made to
the classifier do not affect significantly the detection results in
terms of AUC, and it is considerably faster during the training
phase.

C. DISCUSSION
Through a set of experiments and statistical tests, we have
shown that using a feature selection procedure based on filters
to reduce the number of attributes in the dataset, outcomes in a
comparable or significantly better classification performance
than using the full feature set.

Attribute selection is not limited to the reduction of the
number of attributes in the dataset to improve both efficiency
and accuracy. In addition, in mobile devices where resources
remain limited, eliminating attributes aids to identify sensors
that can be turned off to avoid unnecessary data collection,
thereby saving battery life and storage space.

In the first set of experiments, using the smallest subset
of attributes (16 characteristics), feature selection primar-
ily eliminates the attributes derived from the accelerometer
and the gyroscope-accelerometer sensors, retaining only the
average or standard deviation of the Z-axis in both cases.
Regarding other sensors, skin temperature obtained very low
rankings for two of the aggregation methods; hence, it is
neither considered among the most important attributes in the
PRIDE dataset. The best ranked attributes were those derived
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from angular velocity on the three axis, heart rate, pedometer,
distance, speed, calories, and UV index.

In the second set of experiments, for subsets of the same
size, the selected attributes are more diverse depending on the
used aggregation method. The Mean and Majority methods
show great similarities, both exclude the attributes related to
the accelerometer, except for the average on the Z-axis. They
also eliminate the standard deviation in the three axis of the
gyroscope-accelerometer. The preserved attributes are those
derived from angular velocity, heart rate, skin temperature,
steps, velocity, and UV index. Borda ranks better the angular
velocity in the three axis, the accelerometer in the X-axis and
Y-axis; however, the lowest rankings are skin temperature and
UV index.

Also, combining anomaly data to select attribute subsets
significantly improves classification performance. In this
case, it is possible to reduce the number of attributes to 18 and
significantly improve the results.

In one-class classification problems, it is important to
bear in mind that by reducing the characteristics in the
dataset, relevant attributes for anomaly detection could be
left out. For example, in the case of personal risk detection,
the positive class contains examples of the person’s normal
behaviour; however, after removing attributes such as heart
rate, skin temperature, or those derived from the gyroscope
and accelerometer, it could happen that anomalies in the
behaviour pattern (such as a fall) could have been detected
through these already eliminated values. Combining these
data with anomaly data at the time the feature selection pro-
cess is performed, helps to acquire a more general picture of
the most important attributes in problems related to personal
risk detection.

Finally, by comparing m-OCKRA against two versions of
OCKRA (original and the version with parameter tuning),
the former algorithm manages to reduce its execution time
during the training phase by almost one order of magnitude,
without significantly affecting the detection performance
when using the PRIDE dataset.

VI. CONCLUSION
This work describes two strategies to reduce the execution
time during the training phase of a one-class classification
algorithm, aiming at its efficient implementation in mobile
devices, and at the same time maintain a good classification
performance. First, from the dataset, we assessed a filter-
based attribute selection approach, which uses descriptors or
measures extracted from the data to calculate the importance
of each of the characteristics of the dataset.We conducted two
types of experiments to verify the impact of feature selection
on one-class problems. In the second strategy, we modified
the internal structure of the classifier based on the analysis
of its design, in order to minimise the learning time of the
classifier ensemble.

The scope of this research is limited to improving the effi-
ciency of a one-class classification ensemble to detect anoma-
lies in a person’s behaviour patterns, without sacrificing

classification performance. That is to say, the main objective
is to find a balance between efficiency and effectiveness in
order to obtain a viable method for its implementation in
mobile devices.

In this work, we proposed an enhanced version of OCKRA,
which was reported in [9] as the best one-class classifier for
the personal risk detection problem, followed by ocSVM.
After a filter-based feature selection procedure on the PRIDE
dataset, the modified version, called m-OCKRA, achieved
to maintain an equivalent performance, without significant
statistical difference. Moreover, it attained a speed-up dur-
ing the training phase of almost one order of magnitude.
Yet, we acknowledge that other paths for feature selection
are possible, by means of traditional techniques such as
forward/backward feature selection, that are worth further
exploring.
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