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ABSTRACT In the absence of GNSS or when signals from satellites are blocked in harsh environments,
a ground-based positioning system can be used to estimate the position of users and receivers. Nevertheless,
ground-based systems suffer dramatic nonlinear error resulting from the linearization used in typical
positioning algorithms. Robust positioning algorithms that are capable of handling strong nonlinearity cases
are therefore of great value. In this paper, we propose an algorithm termed promoted iterative least-squares
based on nonlinear-compensation (PILSBON) to effectively alleviate the influence of nonlinear effects.
This algorithm is based on the accurate expression of the nonlinear error terms in the double-differenced
pseudorange measurement model. In order to eliminate the effects of nonlinearity for targeted solutions,
the PILSBON uses iterative numerical estimation to compensate for nonlinear error so that the nonlinear
position determination is transformed into a linear model, which can then be estimated with a linear
estimation algorithm. In this paper, we analyze the properties of the PILSBON and compare it to conventional
solutions. Because of its specific strategy for nonlinearity, our results show that the PILSBON improves the
overall accuracy by approximately 30% compared with conventional solutions according to statistic RMSE
data from over 500 experiments and positions. Moreover, by deploying a practical ground-based positioning
system with six transmitters on the rooftop of our laboratory building, we demonstrate that the PILSBON
algorithm can be efficiently employed in real-world experiments.

INDEX TERMS Nonlinear compensation, ground-based positioning system, positioning algorithm, differ-
ential pseudorange, least-squares estimation.

I. INTRODUCTION
The world is becoming more and more reliant on GNSS
positioning services which are now used in many different
devices. However, due to the weakness of received signal
strength caused by theworking environment, the performance
of GNSS decreases in harsh environments such as open-pit
mines, urban canyons, ports or the battlefield with strong
electromagnetic interference [1].

As an alternative, positioning systems based on ground-
based transmitters and the same principles as GNSS are
employed with the potential of achieving positioning results
to centimeter-level [3]. The advantage of getting rid of the
ionosphere effect and being easy to be deployed bring
outstanding adaptability and universality [2], [4]–[6], [8].

The associate editor coordinating the review of this manuscript and
approving it for publication was Venkata Ratnam Devanaboyina.

As a result of great potential, various techniques, such
as ultra-tight integration [30], differential measurements [4],
precise point positioning (PPP) [7] and carrier phase posi-
tioning, are have been studied for further improvement on
accuracy and robustness [5]–[8], [11], [18]. However, for-
mer studies failed to make ground-based systems perfectly
applied due to several essential drawbacks, one of which
is the nonlinearity [20]. The obvious effect of nonlinear
error makes it impossible to simply use positioning prin-
ciples of GNSS, such as linearization and least-squares
estimation [2], [8]. Additionally, the overall positioning per-
formance will be limited more by nonlinearity within the
narrower field. Therefore, more special techniques should be
considered for further improvement.

In order to resolve the nonlinear errors mentioned, many
solutions have been proposed. The main strategy used
in the proposed algorithms is mainly the use of robust
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numerical methods to improve the overall ability to alle-
viate the nonlinearity. The first bunch of algorithms con-
centrates on code pseudorange applications, such as the
Levenberg-Marquardt (LM) method [16], [17], which uses a
specific parameter to control the iterative length to interpolate
between the Gauss-Newton algorithm [9] and the method
of gradient descent. In other words, there are complicated
portions in traditional algorithms, like step-limiting iterative
procedures, to make sure the positioning results to diverge
effectively based on robust calculation. While these methods
that pursue robustness by sacrificing the algorithm’s effi-
ciency can be alternated by some masterly design.

The second type of methods focuses on positioning appli-
cations based on carrier phase information, which provides
the potential of centimeter-level positioning accuracy [6].
Due to the inevitable existence of nonlinear error, it is nec-
essary to adopt the universal nonlinear numerical estimation
method, such as the LM algorithm previously mentioned,
or to apply nonlinear methods for carrier-phase positioning
specifically [21]–[23].Many related algorithms such as Parti-
cle Swarm Optimizations (PSO) [11] and Unscented Kalman
Filter (UKF) algorithm [10] have been proposed. However
initial estimation is required for most conventional nonlinear
methods for the carrier’s whole-circumference ambiguity.
For example, the PSO method and UKF method employed
in the indoor positioning systems usually request an initial
estimationwithin a limited error (usually nomore than twenty
centimeters) [11].

Besides these two aspects, there are other latest integra-
tion algorithms used for nonlinearity scenarios. For example
the combination between ground-based systems and Pedes-
trian Dead Reckoning (PDR), which calls for extra devices
attached with receivers [28]. Besides, the principle optimal
dilution of precision and weighting adjustment with multiple
array transmitters are also combined and considered for the
robustness of positioning, which should be achieved based on
multiple redundant devices [29]. Therefore it is necessary to
develop a positioning algorithmwhich is capable of resolving
the nonlinear effect and achieving position determination
easily without a reliable initial estimation.

In view of the shortcomings of the algorithms mentioned
above, we propose an algorithm named PILSBON based on
a specific principle named nonlinear compensation in this
paper. The numerical expression of the nonlinear compen-
sation is derived referring to the differential code pseudor-
ange model and the geometric distribution of transmitters in
ground-based systems. By adding the special compensation,
the nonlinear error coming from the loss of the high-order
remainders of the Taylor expansion is removed throughout the
iterative estimation process. The advantages of the algorithm
over the conventional algorithms previously discussed are
twofold. First, when pseudorange is used as the observa-
tion, an precise positioning solution can be independently
performed at each epoch with the absence of accurate ini-
tial estimations. Second, the position determination can be
proceeded by the most basic numerical estimation algorithm,

such as linear least-squares, with the compensation. The core
idea behind this algorithm is improving the efficiency of the
method based on a specific applied scenario, where some
a priori knowledge of the positioning problem itself can be
considered to obtain the solution obtained more carefully.
Furthermore, the unknown parameter in the proposed algo-
rithm is related to the measurements with a linear form,
the nonlinearity is solved essentially.

In this paper, we perform a statistical analysis of the pro-
posed algorithm to prove that the algorithm can reduce the
nonlinear effect. We then confirm that this improves position
determination accuracy through experiments. The simula-
tions demonstrate the feasibility of the proposed algorithm in
strong nonlinear scenarios. Based on that, experiments based
on a practical ground-based positioning system deployed on
the rooftop of our laboratory were carried out. When design-
ing the simulation and experiment, the differential positioning
systems are considered. Additionally, two specific applica-
tion scenarios are considered, one where the position of the
reference receiver in the double-differenced measurement
model is unknown and the other where it is known. These
two scenarios are termed relative positioning and absolute
positioning respectively.

The remaining sections of this paper are organized as fol-
lows. First, the observation model in ground-based position-
ing systems and the related nonlinear error-based algorithm
is presented in Section II. Second, the principles of nonlinear
compensation and procedures of the PILSBON algorithm are
detailed in Section III. Third, both simulations and exper-
imental results of the PILSBON algorithm are shown and
analyzed in Section IV. Finally, we present our conclusions
in Section V.

II. OBSERVATION MODEL AND NONLINEAR ERROR
Both GNSS and ground-based positioning system based on
transmitters and receivers have a universal observation model
and positioning principles in position determination systems.
This section will discuss the differences in transmitter defi-
nition, followed by the linearization process and the resulted
nonlinear error [2], [19].

A. OBSERVATION MODEL
Distance is defined by TOA within the positioning systems
based on transmitters and receivers and is known as the
pseudorange observed. The observation equation for pseudo-
range from transmitters is tracked by receiver r at epoch t ,
written as

psr (t)=ρ
s
r (t, t−τ

s
r )+cdtr (t)−cdt

s(t−τ sr )+ T
s
r (t)+ e

s
r (t).

(1)

The meaning of notation in (1) is as follows: psr and
ρsr present respectively the pseudorange observation and
real receiver-transmitter range, τ sr shows the travel time
of the signal and the velocity of light is written as c.
For error terms; receiver clock error is written as dtr .
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For transmitter-related terms; the clock error is shown by dts,
similar to receiver-related errors. In addition, the effect
caused by the transmission process is written as T sr , which
means the ionospheric and tropospheric effect in GNSS.
As for random code noise, it is shown as esr .
The observation equation (1) will be used in remaining

sections of this paper, therefore the meaning of notations will
not be repeated.

B. LINEARIZATION IN POSITIONING ALGORITHMS
Linearization, where higher-order remainders are eliminated,
is the source of nonlinear error, both in single-point or differ-
enced positioning [2]. In some terrestrial positioning systems
with high requirements on positioning accuracy, the usage
of the differential mechanism can mitigate the influence of
such device-related errors and maximize the positioning per-
formance of the system. As a widely used signal model,
the differential technique is explained in detail in the related
literature [19].

1) LINEARIZATION IN SINGLE-POINT POSITIONING MODEL
The linearization process of the traditional positioning algo-
rithm has been well known, very detailed reasoning and
explanation of which can be found in [19]. The incremental
receiver-transmitter range1ρsr

(
t, t − τ sr

)
in the linearization

formula is computed as follows.

1ρsr
(
t, t − τ sr

)
= −

[
esr0 (t)

]T
·1rr (t)− ρ̇sr0 (t)1dtr (t)

(2)

where esr0 (t) denotes the Line of Sight (LOS) vector from the
transmitter to the estimated position of the receiver and ρ̇sr0 (t)
means the first derivative of the pseudorange on the receiver
clock bias. Furthermore,1rr = rr−rr0 is defined as the error
of the estimated receiver position.

According to the above equations, the final error equation
can be obtained. Equation (3) denotes the error function
corresponding to each transmitter. The Jacobian matrix J0 for
the nonlinear least-squares estimation is defined in

E



 1
_
ρ
1
r
...

1
_
ρ
m
r


︸ ︷︷ ︸
1
_
ρ
s
r (t)


=


−
[
e1r (t)

]T
1

...
...

−
[
emr (t)

]T 1


︸ ︷︷ ︸

J0

[
1rr (t)
c1dtr (t)

]
(3)

where E (·) denotes the expectation on parameters within the
bracket, while _

ρ
s
r (t) defines the pseudorange which has been

corrected for transmission errors. The m denotes the num-
ber of transmitters. The ρ̇sr0 (t) in (2) should have appeared
in (3), however, is eliminated because of the clock bias. The
effect of the receiver clock bias on pseudorange is defined
as c1dtr (t), which should be combined with the ρ̇sr0 (t) and
written as

(
c− ρ̇sr0 (t)

)
1dtr (t). Nevertheless, the ρ̇sr0 (t) has

the same magnitude with the velocity of the receiver with

respect to the transmitter, which is much less than the speed
of light, so that is eliminated in (3). To be more compactly,
the Jacobian matrix is written as

J0 =
[
Gsr (t) , ums

]
(4)

where Gsr (t)=
[
−
[
e1r (t)

]T
, · · · ,−

[
emr (t)

]T ]T and ums =1, · · · , 1︸ ︷︷ ︸
m

T . These formulas and parameters will be used

below in following sections.

2) LINEARIZATION IN DIFFERENTIAL POSITIONING MODEL
In the proposed algorithm, the double-differenced measure-
ment is used for both simulations and experiments in this
paper. The linearization formula of that is shown here.

The double-differenced model is mainly divided into two
parts in the proposed algorithm. One is the between-receiver
single differenced positioning, with a position-known ref-
erence receiver selected as r = 1. The other is the
between-transmitter single differenced positioning with a
chosen pivot transmitter p from all transmitters [5].
The double-differenced observation model is applied and

shown as DTmp̃
s
r (t). The differencing matrix

DTm =
[
Ip−1 −up−1 0
0 −um−p Im−p

]
(5)

is formed depending on the pivot transmitter chosen accord-
ing to the geographic distribution of visible transmitters.

The corresponding error equation of linearization obtained
is presented as (6).

E
(
DTm1p̃

s
r (t)

)
=

DTmGr (t)︸ ︷︷ ︸
J0

1x̃r (t) (6)

where p̃sr (t)=
[
p̃1r (t) , · · · , p̃

m
r (t)

]T represents the differ-
enced pseudorange observation between the receiver and the
reference receiver.

The unknown parameter x̃r (t) is defined as the coordinates
of the vector between receiver r and reference receiver 1,
defined as x̃r (t) = r1 (t)− rr (t). Thus the1x̃r (t) is defined
as 1x̃r (t) = x̃r (t)− x̃r0 (t).

Based on the linearization process of the double-
differenced pseudorange model, the derivation of nonlinear
error is explained in the next section.

C. NONLINEAR ERROR
The linear approximation results in a nonlinearity error in the
measurements model.

It is derived in former works [2], [8], [20] that the non-
linear error is caused by eliminating the second-order and
higher-order remainders in the linearization process and has
the upper and lower bounds described in (7).

1
2
λmin

∥∥rr − rr0∥∥2 ≤ R ≤ 1
2
λmax

∥∥rr − rr0∥∥2 (7)
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where R denotes the second-order remainder of the expan-
sion, λmin and λmax represent the minimum and maximum
eigenvalues of the Hessian matrix H (θ).

The extreme eigenvalues of the Hessian matrix in the posi-
tion determination are λmin = 0 and λmax = 1/ρsr . Thus
the (7) is written as

0 ≤ R ≤
1
2
1rr
ρsr

(8)

Therefore, the linearization error bound varies with the
change in pseudorange and the initial error of estimation.

According to (7), the nonlinear error will be close to zero
and ignored in GNSS applications, which is different from
the ground-based transmitter systems.

When the separation between ground-based transmitter
and receiver is 200 m, which corresponds to ρsr of 200m,
an error of 15m in coordinates, in reference to1rr , may result
in a linearization error of as much as 0.6 m [10].

Corresponding to the differenced positioning model,
the bound of the nonlinear error is derived as follows. It is
obvious that the bounds of the nonlinear error change for a
different transmitter. The bound values in double-difference
positioning are shown in (9).

0 ≤ Rd ≤ max
(
1
2
1rr
ρsr
,
1
2
1rr
ρ
p
r

)
(9)

where Rd denotes the nonlinear error of the differenced mea-
surement model, which is written as Rd = Rs − Rp. The
superscript s and p denote the corresponding transmitter. The
ρsr and ρ

p
r denotes the pseudorange between the receiver and

a transmitter s and the pivot transmitter p respectively.
In the next Section, the specific nonlinear compensation

and the PILSBON algorithm based on it are proposed to
overcome the nonlinear effect in ground-based positioning
systems.

III. NONLINEAR COMPENSATION AND
PROPOSED ALGORITHM
In this Section, the principle of nonlinear compensation
for solving potential decline due to nonlinear error is first
presented. Next, the PILSBON algorithm based on it is
described. The nonlinear compensation proposed here is in
the scenarios of ground-based positioning systems in the
following sections of this paper.

A. NONLINEAR COMPENSATION
With sufficient knowledge of the resource of the nonlinear
error, the error can be removed more essentially according to
the last section.

The nonlinear compensation discussed herein achieves
another decomposition model of the differenced pseudorange
measurements and is used to alleviate the effect of nonlinear
error in a ground-based positioning system.

In order to clearly show the derivation of the nonlinear
compensation, both the nonlinear compensation in the single
differenced positioning and double-differenced positioning
model are derived.

1) NONLINEAR COMPENSATION IN THE
SINGLE-DIFFERENCED POSITIONING
In the single differenced positioning, derivation of the non-
linear compensation is carried for convenience and clearness.

Unlike the traditional linearization process in the typical
between-receiver positioning model, we rewrite the differ-
enced pseudorange as a new form in (10)

ρs1r (t) = x̃r (t)T · esr (t)− ρ
s
1 (t)

(
1− es1(t)

T
· esr (t)

)
(10)

where ρs1r (t) = ρ
s
r (t)− ρ

s
1 (t).

The single-differenced pseudorange is composed of two
parts without any approximation. The first part in (10) can
be regarded as the combination of the zero-order and the
first-order terms of the expansion. The second part can
be regarded as a compensation term which denotes the
higher-order remainders which is precisely the nonlinear
compensation proposed in this paper.

The numerical expression of the compensation is
defined as

εn = ρ
s
1 (t) ·

(
1− es1(t)

T
· esr (t)

)
(11)

So that the observation error function can be further
organized as

1p̃sr (t) =
(
psr (t)− p

s
1 (t)

)
− x̃r (t) esr (t)+ εn (12)

Since the position of both the reference receiver and trans-
mitters are already known by survey techniques, the estima-
tion is only affected by the change on x̃r (t), which is the
unknown parameter in the PILSBON algorithm.

The analysis of the above pseudorange decomposition is
implemented referring to the methodology in [4, Sec. 3.1].
The definition of nonlinear compensation is better illustrated
by a schematic diagram.

Considering the application context in a ground-based
positioning system, the magnitude of nonlinear error changes
a lot because of the decrease in the distance between trans-
mitters and the receiver [3], [4]. The estimation procedure
and the existence of nonlinear compensation can be presented
in Fig. 1.

In Fig. 1, the gap between ρsr (t)−ρ
s
1 (t) and x̃r (t)

T
·esr (t) is

exactly the nonlinear error affecting the positioning process.
The physical meaning of nonlinear error εn is the discrepancy
between ρs1 and its projection on esr (t).

Correspondingly, the (x̃r (t)+δx̃r (t))
T
· esr0 (t) cannot be

used to approximate the ρsr0 (t) − ρ
s
1 (t) in the iterative esti-

mation process.
With the application of nonlinear compensation, however,

the x̃r (t)T · esr (t) can be used to approximate ρsr (t) − ρ
s
1 (t)

by adding the nonlinear compensation εn up, which is derived
from the estimated position r0. The relation between the
unknown parameters x̃r (t) and the differenced pseudorange
ρsr (t) − ρ

s
1 (t) is then linear. As a result, the conventional

linear least-squares estimation can be used with the help of
the compensation.
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FIGURE 1. Estimation of the unknown parameter in ground-based
positioning systems and definition of the nonlinear error in the
single-differenced model.

2) NONLINEAR COMPENSATION IN THE
DOUBLE-DIFFERENCED POSITIONING
As in Section III.A.1, the significance of the nonlinear com-
pensation in double-differenced positioning is shown using a
schematic diagram corresponding to this model in Fig. 2.

FIGURE 2. Estimation of the unknown parameter in ground-based
positioning systems and definition of the nonlinear error in the
double-differenced positioning model.

Same as what is derived from the single-differenced
case in Fig. 1, the nonlinearity-related approximation prob-
lem also exists in the double difference. It is shown
in Fig. 2 that there is a gap between the double-differenced

pseudorange
(
ρsr (t)− ρ

s
1 (t)

)
−
(
ρ
p
r (t)− ρ

p
1 (t)

)
and the

x̃r (t)T ·
(
esr (t)− e

p
r (t)

)
, like the scenario in Fig. 1. The

gap can be calculated precisely with the combination of
nonlinear compensation εsn and εpn where εsn and εpn denote
the compensation related to transmitter s and p respectively.
Thus the double-differenced pseudorange

(
ρsr (t)− ρ

s
1 (t)

)
−(

ρ
p
r (t)− ρ

p
1 (t)

)
can be written as a linear form as (13),

as shown at the bottom of this page.
Referring to the (6), the error equation for the double differ-

ence model can be obtained. The error function is written as

DTm ·1p̃
s
r (t) = DTm ·

 p1r (t)− p
1
1 (t)

...

pmr (t)− p
m
1 (t)


−
[
DTm · Gr (t) Im−1

]
·

[
x̃r (t)

DTm · εn (t)

]
(14)

where εn is denoted as

εn (t) =

 ρ11 (t) ·
(
1− e11(t)

T
· e1r (t)

)
...

ρm1 (t) ·
(
1− em1 (t)

T
· emr (t)

)
 (15)

and p̃sr (t) is denoted as p̃sr (t) =

 p1r (t)− p
1
1 (t)

...

pmr (t)− p
m
1 (t)

. The
corresponding nonlinear compensation term is written asDTm ·
εn (t) for all transmitters.
The linear relationship between measurements and the

unknown parameters, which can be estimated with least-
squares, existing in the double-differenced positioning is
written as (16), shown at the bottom of the next page.
Reviewing the differenced positioning model in (16), as

shown at the bottom of the next page, the only unknown
parameter is the relative position vector, which is the same
as the unknown parameter in the between-receiver single
differenced positioning. Furthermore, two terms should be
estimated according to the current estimation of x̃r , namely
the matrix of the unit LOS vector Gr (t) and nonlinear
compensation εn. The last term in (16), the edd , denotes
the synthesis of all potential error terms in the positioning
problem. The relation between the differenced pseudorange
measurements and the estimated unknown parameters is well
clarified in (16).
To recapitulate, the nonlinear compensation referring to the

higher-order remainders of the Taylor expansion is derived
detailly in this section. It shows that it is not always necessary
to eliminate the remainders to achieve the linearized approxi-
mation. Based on the compensation, the PILSBON algorithm
is presented in the next section.

(
ρsr (t)− ρ

s
1 (t)

)
−
(
ρpr (t)− ρ

p
1 (t)

)
=
[
esr (t)− e

p
r (t) 1

] [ x̃r (t)
ε
p
n − ε

s
n

]
(13)
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FIGURE 3. Flow chart of PILSBON algorithm, showing the calculation steps of every epoch.

B. PROPOSED ALGORITHM
1) ALGORITHM STEPS
The algorithm proposed is termed the Promoted Iter-
ative Least-Squares Based on Nonlinear-compensation
(PILSBON).

The algorithm is applied in a double-differenced model
referring to the specific position of transmitters and reference
receiver. There are three main steps included in the algorithm,
namely initialization, estimation and update.

The algorithm proceeds iteratively. For the initializa-
tion step, a single-point solution is first carried out to
obtain an estimated position as the initial estimation of the
unknown parameter. For the estimation step, the LOS vec-
tor together with the nonlinear compensation is then cal-
culated according to the latest position estimation. So far,
all the necessary terms in (16) are available to accomplish
the position determination by using the linear least-squares
method. As for the update step, the update of the receiver
position can be achieved iteratively as a conventional
least-squares estimation, where the discrepancy between the
latest two estimations is regarded as the terminal condition of
iteration.

The specific steps of the algorithm are detailed as follows.
Step 1 (INITIALIZATION): Identify an initial estimation

of position, select a pivot transmitter (chose the main station
or transmitter with the highest elevation angle to form the
differencing matrix) and a reference receiver (position x1 (t)),
identify the iteration counter n = 0, iteration threshold
σ (determined according to positioning accuracy) and the
maximum iteration time N .
Step 2: Calculate the receiver position xr (t) through con-

ventional nonlinear single-point positioning;
Step 3: Obtain the double-differenced pseudorange

observations DTm · p̃
s
r (t);

Step 4: Compute the estimation of the unknown param-
eter, the relative distance between receiver r and reference
receiver x̃r0 (t);

Step 5 (ESTIMATION): Calculate the LOS vector from the
receiver xr0 (t) (xr0 (t) donates the estimation on the receiver
position) to each transmitter and get the matrix DTm · Gr (t);
Step 6: Compute the nonlinear compensation εn (t) for

each transmitter and the differenced compensationDTm ·εn (t);
Step 7:Approximate the unknown parameter x̃r (t) through

least-squares principle;
Step 8: Calculate the difference between x̃r (t) and x̃r0 (t),

and n = n+ 1;
Step 9 (UPDATE): If

(
x̃r (t)− x̃r0 (t) > σ

∣∣ n > N
)
goto

Step 4 and set x̃r (t) = x̃r0 (t) else goto Step 10;
Step 10: Report x̃r (t).
The algorithm steps mentioned above can be expressed

as the flow chart, as shown in Fig. 3 at the top of next
page, where the x̃r (t)− x̃r0 (t) defines the difference between
estimated parameters in the last two iterations, the maximum
number of iterations N within one epoch is set according to
the system’s application scenarios.

2) ALGORITHM INNOVATIONS
The core idea of designing the PILSBON algorithm is
described in a concentrated manner in this section. The key
innovation of the proposed algorithm lies in the concept
of using the specific characters of the problem as a pri-
ori knowledge. For the nonlinear error in the ground-based
position determination, some pure nonlinear algorithms are
capable of overcoming it [21]–[23], but the reason is that
the algorithms are usually a complicated mixture of different
aspects, which involve several complicated portions, like LM,
UKF [9]–[11], [17], [18]. In the proposed algorithm, since
the to-be-estimated parameter and the pseudorange decom-
position method different from the conventional lineariza-
tion positioning algorithm are employed, the nonlinear error
caused by the linearization process is eliminated essentially
by the nonlinear compensation term in the iterative process.
Furthermore, the PILSBON algorithm based on the compen-
sation is proposed where the linear least-squares method is

DTm ·

 p1r (t)− p
1
1 (t)

...

pmr (t)− p
m
1 (t)

 = [DTm · Gr (t) Im−1 ] · [ x̃r (t)
DTm · εn (t)

]
+ edd (16)
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A11 =

(
(yr − ys)2 + (zr − zs)2(

ρsr
)3 −

(
ρsr
)2
(2 (x1 − xs) (xr − xs)+ ξs)− 3(xr − xs)2ξs(

ρsr
)5

)

−

(
(yr − yp)2 + (zr − zp)2(

ρ
p
r
)3 −

(
ρ
p
r
)2 (2 (x1 − xp) (xr − xp)+ ξp)− 3(xr − xp)2ξp(

ρ
p
r
)5

)

A22 =

(
(xr − xs)2 + (zr − zs)2(

ρsr
)3 −

(
ρsr
)2
(2 (y1 − ys) (yr − ys)+ ξs)− 3(yr − ys)2ξs(

ρsr
)5

)

−

(
(xr − xp)2 + (zr − zp)2(

ρ
p
r
)3 −

(
ρ
p
r
)2 (2 (y1 − yp) (yr − yp)+ ξp)− 3(yr − yp)2ξp(

ρ
p
r
)5

)

A33 =

(
(yr − ys)2 + (xr − xs)2(

ρsr
)3 −

(
ρsr
)2
(2 (z1 − zs) (zr − zs)+ ξs)− 3(zr − zs)2ξs(

ρsr
)5

)

−

(
(yr − yp)2 + (xr − xp)2(

ρ
p
r
)3 −

(
ρ
p
r
)2 (2 (z1 − zp) (zr − zp)+ ξp)− 3(zr − zp)2ξp(

ρ
p
r
)5

)
(19)

tr
[
∂2xxAp (x̃r (t))

]
=

2ρsr − ρ
s
1

((
es1
)T
· esr
)

(
ρsr
)2 −

2ρpr − ρ
p
1

((
ep1
)T
· epr
)

(
ρ
p
r
)2 (20)

employed for position determination. With the understanding
of the origin of nonlinear error, the observable model can be
transformed into a linear formwhichmakes it not necessary to
use those sufficiently robust but complicated ones. As a result,
the nonlinear error can be corrected with a low calculation
cost, leading to a balance between robustness and complexity.
The application performance of the proposed algorithm is
further evaluated by simulation.

The idea of improving the specificity and efficiency of the
algorithm through involving prior knowledge can potentially
be applied to other algorithmic applications in different fields,
and is not limited to the field of localization algorithms in this
paper.

C. PERFORMANCE ANALYSIS OF THE
PILSBON ALGORITHM
Similar to the discussion in subsection II.C, the statisti-
cal characteristics of the PLSSBON algorithm should be
performed. In this Section we mainly analyze the statisti-
cal properties of the PILSBON algorithm, referring to the
research idea used by TEUNISSEN in [25] for the nonlinear
least-squares method.

Due to the existence of nonlinear compensation, the pro-
posed algorithm essentially adopts a linearization method,
so it is necessary to analyze the residual deviation formed
during the linearization process. In [25], the influence of
nonlinearity is mainly evaluated based on the Hessian matrix
of the measurement equation and the variance matrix of the
numerical estimation algorithm. The Hessian matrix reflects
the geometric characteristics of the system, while the variance
matrix characterizes the estimate of the performance of the
algorithm.

The equation for calculating the deviation due to nonlin-
earity can be expressed as follows:

b = −
1
2
tr
[
∂2xxA (x)Q (x)

]
(17)

where A (x) denotes the error equation of the system, Q (x) is
the variance matrix of the numerical estimation method (Lin-
ear least-squares method), tr [] means the trace of the matrix.
Based on the (17), the statistical evaluation of the

PILSBON algorithm can be carried out. First, we consider
the relationship between the double-differenced pseudorange
model for a non-pivot transmitter s and the receiver’s posi-
tion, which is shown in (13). At the same time, because the
numerical estimation method in the proposed algorithm is the
traditional linear least-square estimation method, the Q (x) is
defined as Q (x) = σ 2

x I .
The Hessian matrix for (13) is calculated first, which can

be expressed as follows:

∂2xxAp (x̃r (t)) =

A11 A22
A33

 (18)

Since the final bias resolution only requires the trace of
the Hessian matrix, only three values on the trace are listed
as (19), shown at the top of this page. Thereinto ξs =
(x1 − xs) (xr − xs)+ (y1 − ys) (yr − ys)+ (z1 − zs) (zr − zs)
and ξp = (x1 − xp) (xr − xp) + (y1 − yp) (yr − yp) +
(z1 − zp) (zr − zp).
Then we can find the trace of the Hessian matrix as (20),

as shown at the top of this page.
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According to (20), the deviation b due to linearization in
the algorithm is finally obtained.

b=σ 2
x

ρpr − 1
2ρ

p
1

((
ep1
)T
· epr
)

(
ρ
p
r
)2 −

ρsr −
1
2ρ

s
1

((
es1
)T
· esr
)

(
ρsr
)2


(21)

According to (21), the deviation due to nonlinearity is
related to the position of the reference receiver and the
transmitters, and also to the deviation of the estimator. The
Equation (21) is equivalent to subtracting a part (related to
nonlinear compensation) from the deviation of the traditional
least squares algorithm. The PLSBON algorithm’s capability
of reducing the nonlinear effect is also proved by the above
formula. At the same time, it can be found that as the sys-
tem launched in a smaller area, this deviation also shows
a downward trend. For example, in the satellite application
environment, (21) is also negligible.

In order to overcome the nonlinear error, the nonlinear
compensation and the PILSBON algorithm are proposed in
this Section. The statistical properties of the algorithm are
also analyzed and illustrated in Subsection III.C. Through the
analysis, there is a possibility that the proposed algorithm is
able to achieve robust position determination in the presence
of strong nonlinearity with moderate accuracy. The results of
both simulations and the experiments will be shown in the
next Section.

IV. SIMULATION AND EXPERIMENTAL DATA RESULTS
In this Section, the two specific scenarios depending on
knowledge of the position of the reference receiver are
described. Then, the results of both theoretical simulations
and real data experiments based on a practical ground-based
positioning system are presented. Our attention is mainly
focused on the robustness of the performance, which is rep-
resented by the bias of the position estimation.

A. ABSOLUTE POSITIONING AND RELATIVE POSITIONING
In this Subsection, two specific scenarios of the system are
described, namely the absolute and relative positioning. The
significance of discussing these two application scenarios lies
in the following two points. First, in actual system appli-
cations, the reference receiver is not necessarily accurate
due to environmental influences and equipment shortages,
or the position accuracy cannot meet the system position-
ing accuracy requirements. The enumeration of cases under
different application conditions improves our analysis of the
algorithm. Second, the importance of the precise position of
the reference receiver for system positioning performance can
be further illustrated by comparison with the context in which
the reference receiver position is accurately known.

The definitions of these two scenarios are the following.
• Absolute Positioning
When the reference receiver is located in a known posi-
tion, the distance term mentioned above is obtained
precisely. This precisely known position can be sourced

from two sources. First, it can be measured by a total
station or other positioning means along with all the
transmitters in the actual test. The total station can pro-
vide measurement results in the accuracy of millimeters,
while for the other, the accuracy is determined according
to the specialty of the method; secondly, the reference
receiver can be placed on a target that is precisely known
at a certain position (such as latitude and longitude),
for example, a satellite signal forwarding station.In this
situation, the estimation of the receiver position refers
to the absolute position in the coordinate system of the
working area.

• Relative Positioning
When the accurate position of the reference receiver is
unavailable, the pseudorange obtained by the reference
receiver is used as an alternative to forming the nonlin-
ear compensation. In contrast to (15), compensation is
defined as

εn (t) =

 p11 (t) ·
(
1− e11(t)

T
· e1r (t)

)
...

pm1 (t) ·
(
1− em1 (t)

T
· emr (t)

)
 (22)

Therefore, the final estimation of the receiver is actu-
ally the relative position referenced to the estimated
reference receiver, maybe from single-point positioning.
There is no doubt that compensation involving several
error terms caused by pseudorange will lead to a con-
taminated positioning result.

B. SIMULATION RESULTS
1) SCENE SETTINGS
The simulation was built in MATLAB for the analysis of
robustness in the specific nonlinearity environment. It is nec-
essary to describe the settings of the simulations in this part
before the results are shown.

In the conventional system structure, in order to emphasize
the reference role of the reference receiver, the reference
receiver was generally placed at a position closer to the
center of the coverage area of the system. To verify the
performance of different methods in each epoch when faced
with increasing nonlinear errors, the receiver was requested
to move from the center of the system coverage, which
was located near the reference receiver, to a position close
to a certain transmitter. Throughout the motion trajectory,
the nonlinearity was increasing. As a result, the difficulty of
position determination would increase significantly.

The entire simulation system consists of five transmitters
and two receivers, where the receiver used as the reference
remains stationary and the other receiver acts as a rover to
move according to a particular trajectory. Five transmitters
were assumed and located on the boundary of an area which
was 100 m x 100 m x 10 m. The assumed structure of the
ground-based positioning system is shown in Fig. 4.

In this paper, parameters to be estimated are only
three-dimensional receiver coordinates because of the
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FIGURE 4. Location of devices, with five ground-based transmitters,
a static reference receiver, and a kinetic receiver.

double-differenced model, so the minimum required number
of transmitters is 3. However, if a single point positioning is
required before double-differenced positioning to obtain an
initial value with a certain confidence, at least 4 transmitters
are needed to satisfy the further estimation of the unknown
receiver clock bias. In the simulation, we consider the three
factors of trade-off, information redundancy, calculation
complexity, and signal source geometric distribution. Finally,
we choose to set the simulation scenario to be like Fig. 4. The
system Dilution of Precision (DOP) value in this scenario is
shown in Fig. 5.

FIGURE 5. DOP value in the context of the simulation experiment.

The situation in Fig. 5 is the change in the system’s DOP
value as the simulation proceeds. It can be seen from the
figure that the GDOP value is stable within 10, indicating that
the influence of measurement error on the positioning result
will be limited.

We also give an overall description of the error parameters
used in the simulation. In all simulations, the true pseu-
doranges were contaminated with Gaussian noise of zero

mean and a standard deviation of 10 cm. Based on the
definition of Gaussian noise, it could be estimated that the
Root Mean Square (RMS) error of the positioning result
with double-difference model would be at this level. Along
with the Gaussian noise, the measurements also contained
the synchronization bias of both the transmitters and the
receivers. Based on the realistic conditions of the system,
the synchronization bias of the transmitters was set to vary
from −15 ns to 15 ns for every epoch, while that of the
receiver varied from 35 ns to 45 ns.

During the rendering of the simulation results, to demon-
strate the performance of the PILSBON algorithm compared
with other conventional methods, a specific metric is needed.
Given that the true position of the receiver is known as prior
information, the RMS error is employed. In each simulation,
the motion trajectory of the receiver consists of 500 points,
and the data received by the receiver at each point conform
to the above signal parameter settings. The algorithm used to
perform the performance comparison processes the same data
in order to control the variables. Additionally, in order to ver-
ify the need of the algorithm for accurate initial estimations,
a random initial error is added to the position determination
of each epoch. The added error is decided according to the
size of the simulation court. The error for the simulations
mentioned above, for example, is set to be a random error
with a standard deviation of 20 meters.

For the following simulations, the scenarios for both abso-
lute and relative positioning are demonstrated in two specific
parts.

2) SIMULATION WITH PILSBON ALGORITHM FOR THE
RELATIVE POSITIONING SCENARIO
The purpose of the first simulations, which were carried out
in relative positioning, was to demonstrate the performance of
the proposed algorithm for coping with the nonlinear error.

To prove the necessity of the nonlinear compensation, typ-
ical iterative least-squares estimation (LSE) and PILSBON
algorithms were chosen for comparison in the simulation.

Fig. 6 plots the RMSE of the algorithms involved in every
epoch. The figure can be divided into three parts according to
the motion of the receiver. For the beginning of the receiver
motion, iterative LSE is able to achieve position determina-
tion with expected accuracy. Nevertheless, when the receiver
moves to a position which is far from the reference receiver
and the distance from a transmitter is gradually reduced,
the divergence can be observed immediately for the iterative
LSE method according to (8), which refers to the scenarios
after 120 epochs. Errors around 20 meters are observed near
the 100 epochs, showing drastic fluctuations, which is the
result of the nonlinear error. In this situation, the estimation of
the unknown parameter, together with that of the differenced
pseudorange is diverging in a wrong direction. The second
part is the middle section of the movement (120-400 epoch).
It is now impossible for LSE method to obtain a convergent
solution for the position determination. However, thanks to
the nonlinear compensation, the PILSBON algorithm shows
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FIGURE 6. RMS error of the positioning results from conventional
iterative LSE and PILSBON in relative positioning; 500 epochs are
considered for the comparison.

noticeably better performance than that of the iterative LSE
during almost the entire motion.

However, for the final part of the motion (after 400 epoch),
the effect of the nonlinear error on PILSBON is clearly seen
and leads to a distinct increase in the RMS error. We antic-
ipated this result, which was discussed in the description of
relative positioning in Section IV.A. The magnitude of the
observational pseudorange error and the observation itself
become comparable with the motion of the receiver towards a
transmitter. This leads the effect caused by the error from the
pseudorange observation to become so severe that it cannot
be ignored, causing fluctuating positioning results.

In the next part, we consider the absolute positioning,
where the reference receiver is located in a precisely known
position, which means there is no reference-related error term
involved in the nonlinear compensation. There is no need
to proceed to a single-point position determination for the
reference receiver which leads to an accurately calculated
compensation.

3) SIMULATION ON PILSBON ALGORITHM FOR THE
ABSOLUTE POSITIONING SCENARIO
The results presented so far confirm the applicability of
PILSBON for strong nonlinearity. However, in the applica-
tion condition of absolute positioning, the accuracy of the
nonlinear compensation is predicted to be further improved
due to the better positional accuracy of the reference receiver.

The reference receiver is still placed at the correspond-
ing coordinates above, the difference is that this position is
considered as a precisely known information. As a matter of
fact, the reference receiver can be situated in any position
with accurate coordinates, which utilized here are only a
specific example. Other settings for the simulations remain
unchanged.

The improvement in accuracy in absolute positioning sce-
nario can be seen clearly in Fig. 7. Since the position of the
reference receiver is accurate, the calculation of the nonlinear

FIGURE 7. RMS error of the positioning results from PILSBON in both
absolute and relative positioning, 500 epochs are considered for the
comparison.

compensation is not be affected by the measurement error as
above. It can be seen from the figure that the RMS error distri-
bution of relative positioning shows enormous fluctuation in
the final part of the motion relative positioning scenario, but
there is not clear deterioration in the same part of the motion
in the absolute positioning scenario.

So far, we found that PILSBON can effectively suppress
nonlinear errors under the premise that the reference receiver
information is accurately known. However, considering that
the nonlinear methods such as the LM algorithm are also
widely used in the numerical estimation of the positioning
algorithm, we perform an additional comparative simula-
tion to further evaluate the performance of the PILSBON
algorithm. This simulation shares with the same simulative
scenario as before, the results of which are shown in Fig. 8.

FIGURE 8. Performance comparison between PILSBON algorithm,
traditional iterative LSE and nonlinear LM algorithm.

In the figure, we find that the LSE algorithm still shows
rapid error growth at the starting part of the trajectory.
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The LM algorithm used for comparison is obviously capable
of the positioning application in the above nonlinear situation
as a standard nonlinear algorithm. But when the nonlinearity
is very strong, several errors appear in the estimated result
of the LM algorithm. In terms of suppressing nonlinear
errors, the PILSBON algorithm exhibits greater pertinence
and specificity.

To summarize, the results of the simulations described
in Subsection IV.B provide evidence of the negative effect
caused by the nonlinear error on ground-based positioning
applications, together with the capability of the nonlinear
compensation to overcoming it. The PILSBON algorithm
is able to achieve position determination with moderate
accuracy, while not demanding a precise initial estimation.
Furthermore, the simulations corresponding to the relative
and absolute positioning scenarios demonstrate the benefit
of a known reference receiver position (Subsection IV.B.2).
Moreover, traditional nonlinear positioning methods repre-
sented by LM is introduced as a comparison, the superiority
of the PILSBON algorithm on solving the nonlinear error is
further explained (Subsection IV.B.3).

In the next Subsection, we use experiments based on a
practical ground-based transmitter system to further demon-
strate the performance superiority of the proposed algorithm.

C. EXPERIMENTAL DATA RESULTS
In the previous Sections, the simulations on the PLSSBON
algorithm illustrate the capability of the algorithm to
overcome nonlinear effects. To further illustrate algorithm
performance in practical applications, we need to perform
experiments in the actual regional positioning system. In this
Section, the installation hardware of the ground-based posi-
tioning system is first presented before exposing the results
of the experiments conducted with it.

1) EXPERIMENTAL SETTINGS AND GROUND-BASED
POSITIONING SYSTEM
Experimental data was obtained through an open-area posi-
tioning system situated on the rooftop of theWeiqing building
on the campus of Tsinghua University. The system consists
of six ground-based signal transmitters and one receiver. The
PILSBON algorithm proposed is used to process the signals
of the practical ground-based regional positioning system.
The positioning results are plotted by Matlab and the perfor-
mance analysis is performed.

In positioning systems, the number of signal sources is
flexible in order to achieve different positioning require-
ments. As mentioned in section IV.B, the number of trans-
mitters should be no less than four. Generally speaking,
an increase in the number of visible signal sources leads to
an increase in positioning accuracy, mainly due to increased
data redundancy and better signal source geometry. However,
the increase in the number of signal sources also causes an
increase in the calculation complexity of the algorithm, so it is
necessary to find a balance between complexity and position-
ing accuracy. The corresponding study on the optimization

can be found in [26] and [27]. In the experiments herein,
the number of transmitters is selected to be six, with the actual
experimental site environment involved, and the two factors
mentioned above considered comprehensively.

The whole system is launched based on a software plat-
form. Each signal transmitter is made of three components:
the mainframe, radio frequency channel and antennas for the
reception and transmission of signals. The ranging signals
are generated with an intermediate frequency of 46.43 MHz
and used to modulate a 2.4GHz carrier frequency. The up
and down-conversion of frequency and conversion between
digital and analog signals are achieved within the RF chan-
nel device. The transmitters in the ground-based positioning
system are actually transceivers which are able to serve as
both transmitters and receivers. The two antennas shown in
the left half of Fig. 9 are used to transmit and receive signals
respectively.

FIGURE 9. Experimental environments and devices employed.

The antennas are connected with the RF channel device
through SMA cabling. The experimental environment and
deployment of the necessary devices are displayed in Fig. 9.
The antenna attached with the mobile receiver is located
on a remote-controlled wheeled mobile robot, which moves
along a specific trajectory according to the experiment sce-
narios. In order to strengthen the stability of the ground-based
transmitter antennas, environmental structures like walls and
specially-made columns are used to provide support, also
shown in Fig. 9. The support for the antennas is required
to provide sufficient stability even in windy weather. All
experiments mentioned in this subsection were carried out
within this venue.

The time synchronization of the system used is mainly
based on selecting a transmitter as the master informa-
tion source. The specific process used is that the master
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transmitter transmits the reference positioning signal to other
slave transmitters, and those slave transmitters then send
back a positioning signal to other transmitters. Time syn-
chronization is achieved by steps of time coarse alignment,
frequency lock, code lock, and phase lock. The detailed time
synchronization algorithm can be found in [24].

Each transmitter has the function of sending and receiv-
ing signals at the same time, double-differenced pseudor-
ange observations between receivers were obtained through
selecting a specific transmitter as the reference receiver. The
reference receiver (transceiver) for experiments shown in this
subsection was set to be the transmitter labeled 1. It is also the
master transmitter in the transmitter network. The schematic
diagram of the whole system is shown in Fig. 10.

FIGURE 10. Schematic diagram of experimental environments and
devices employment.

Unlike the scenario in the simulations, the transmitter
position used in the field experiment were measured by the
total station before the experiment. The accuracy of total
station measurement used in this experiment is on the order
of millimeters. As a result, the reference receiver position
can be considered accurate and remains unchanged during
the experiment. Therefore the absolute positioning scenario
is deployed in all experiments. The actual positioning result
used in the experiment is based on the carrier phase position-
ing results obtained in advance by getting the accurate inte-
ger ambiguity [6]. The final positioning accuracy of the real
positioning results is on the order of centimeter (according to
previous field experiment experience, usually about 2-3cm).

Regarding themotion trajectory of the receiver in figure 12,
a similar scenario as the simulation was set for the proposed
algorithm to certify the ability of position determination in
strong nonlinearity. During the motion, the receiver continu-
ously receives the pseudorange information, and the obtained
signal is input into the PILSBON algorithm for positioning.

Next, it is necessary to evaluate the environment of the
experimental system and the signal source geometric distri-
bution. Referring to the analysis in the simulations in IV.B.1,
the change of the DOP together with the receiver motion in

FIGURE 11. Change of DOP value under experimental data situation.

FIGURE 12. Scatter diagram of position determination results obtained
with iterative LSE, LM, and PILSBON in absolute positioning, with the
comparison to true positions.

the experimental context is illustrated here. The specific DOP
is shown in Fig. 11.

It can be seen that due to the increase in the number of
receivers, the previous period of the DOP value is relatively
lower and the value is more stable. However, there is a sig-
nificant improvement in the latter part of the motion. This is
because the receiver has graduallymoved closer to transmitter
No. 1 (beginning from about the 110th experiment). Finally,
since the receiver is completely stable near the base station,
the DOP value continues to be higher. The overall DOP value
is always stable below 10, which means that increasing the
number of signal transmitters and improving the distribution
of them can indeed reduce the influence of measurement
errors to some extent.

Due to the limitation of the rooftop site, the system is
currently only applied to the regional positioning situation
of the site with a dimension of about 20m. In order to adapt
to the existing coverage, the signal is set at 10mW for RF
transmit power to ensure that the power meets the working
requirements of the system. As the system is used in the

23686 VOLUME 7, 2019



J. Su et al.: Improved Position Determination Algorithm Based on Nonlinear Compensation

expected range (km-level) application environment, the sig-
nal transmission power will be correspondingly improved.

Additionally, similar to the simulations, a random error
with a standard deviation of 15 meters is added to the true
position and regarded as the initial estimation. The adaptive
ability to undesirable initial accuracy is verified by doing this.
The results of the experiments are shown in the next part.

2) EXPERIMENT RESULTS
The experiments results in the scenarios described above
are presented in this part. It has been demonstrated in
Section IV.C.1 that only the absolute scenario is used in the
experiments.

In order to compare the performance of selected algo-
rithms, the experiment involves the position determination
results of iterative LSE, LM algorithm and PILSBON algo-
rithm and compares them with the real motion trajectory of
the receiver.

The scatter plot of the positioning results of each position-
ing algorithm is shown in Fig. 12.

According to Fig. 12, the most striking characteristic we
observe is the significant difference in the position determi-
nation trajectories obtained through use of the iterative LSE
and PILSBON algorithm. We can also see in Fig. 8 that the
simulative performance of the iterative LSE is similar to its
performance in experiments. In comparison, the PILSBON
in absolute positioning shows a trajectory that fits the true
motion well. In addition, compared with the standard non-
linear method LM algorithm, the positioning results show
that both LM and PILSBON can match the motion trajectory
of the receiver. However, when the nonlinearity is strong,
the fluctuations on the LM algorithm’s positioning results
appeared as predicted in simulations compared to the bet-
ter convergence and stability of PILSBON algorithm. Com-
prehensively speaking, from the results shown in Fig. 12,
PILSBON achieves better performance overall compared to
the iterative LSE and LM algorithm.

However, whether it is the LM algorithm or the
PILSBON algorithm, compared with the simulation results
in Section IV.B.

Among the sources of error that may have a large impact,
there are two main components regardless of the measure-
ment error. One is the influence of nonlinear error, and the
other is the effect of the multipath effect. These two effects
widely exist in the positioning system, but the influence of
both is particularly obvious in the ground-based positioning
system.

First consider the influence of the nonlinear effects, which
can be analyzed by the difference between the estimates of the
double-differenced pseudoranges and the measured values
in the iterative numerical solution process. In order to show
more clearly the significance of the nonlinear compensation
in numerical estimation, the double-differenced pseudorange
observation and the estimation are performed both with and
without nonlinear compensation. The comparison based on
experiments is shown in Fig. 13.

FIGURE 13. The comparison between the estimation and the observation
of the double-differenced pseudorange between each transmitter and the
pivot transmitter in the least-squares estimation. Both the pseudorange
estimation with compensation and without compensation are shown.

Each sub-figure in Fig. 13 refers to a transmitter, which
corresponds to 5 double-differenced observations obtained
from 6 transmitters. The iteration of the estimation step in
an epoch is shown, both the pseudorange with and without
compensation are considered.

These results show that the estimation of the double-
differenced pseudorange will converge to the observation
rapidly if the nonlinear compensation is involved (red line),
while the estimation without the compensation (blue line)
will level off on a value with a gap from the true observation.
The double-differenced pseudorange without compensation
is obtained by removing the nonlinear compensation from
the corrected one (red line). The reason is that, as has been
shown above in the application of iterative LSE, it is impos-
sible to achieve a convergent solution without the help of
the compensation. Succinctly, the existence of the nonlinear
compensation makes it possible for the algorithm to converge
in the right direction.

So far, it has been demonstrated that the nonlinear error is
effectively eliminated in the proposed algorithm. Therefore,
the main reason for the impact on positioning performance
should be the multipath effect.

The existence of multipath effect in the ground-based
positioning is mostly due to the complicated environment.
Referring to the scenario shown in Fig. 9, the existence of
significant blocking and reflection of signals leads to serious
multipath effects, which minimize the benefit brought by the
double-differenced technique. Given the employment of the
double-differenced technique, clock bias from both transmit-
ter and receivers was eliminated and would not lead to a
significant negative impact, and neither would the measuring
error according to the DOP. It should be mentioned that the
multipath effects on the pseudorange come in the form of
specific biases, which would be amplified or even doubled
through the differential process. As a result, the position
results obtained using the double-differenced model would

VOLUME 7, 2019 23687



J. Su et al.: Improved Position Determination Algorithm Based on Nonlinear Compensation

TABLE 1. Comparison of statistical results of positioning error in the simulation experiment and actual test.

be even worse when compared to the single-point positioning
method. In order to further analyze the influence of multipath
effects, the difference between the pseudorange measurement
and the real value is analyzed here. The pseudorange real
value is calculated by the exact position of the receiver and
the exact position of the transmitter. The difference between
the pseudorange measurement and the true value is shown
in Fig. 14.

FIGURE 14. The difference between the pseudorange of transmitter
number 2 and the true pseudorange obtained by the receiver.

According to the information in figure 16, we find that
during the whole movement, there is a large gap between the
measured value and the true value, and the maximum point is
even more than 2 meters, which obviously should not be the
impact of measurement errors. Due to the size of the exper-
imental site, the pseudorange measurement value does not
exceed 20 meters at most, so the error shown in the figure is
sufficient to have a serious influence on the positioning result.
This directly causes the phenomenon that the positioning
result in Fig. 12 deviates from the true motion trajectory.

Although there is a deviation, the PILSBON algorithm
achieves the performance expectations in terms of specifi-
cally overcoming nonlinear errors and positioning stability.
The capability of PILSBON to overcome the nonlinear error
withmoderate robustness is proved through the results of both
simulations and experiments. Furthermore, it is not necessary
to provide an accurate initial estimation of the unknown
parameter unlike in most conventional nonlinear methods.
Moreover, we carried out an individual experiment to verify
the importance of nonlinear compensation in the PILSBON
algorithm and the impact of multipath effects on positioning
accuracy.

Finally, considering the importance of quantitative analysis
for judging the performance of the algorithm, the statistical

results of the positioning results of the above simulations and
experiments are collectively shown in Table 1.

Since the LSE algorithm fails in the middle of the receiver
track, only the part in which the positioning result is valid
can be counted. We find that although the measured results
have a significant decline compared to the simulation results,
they still show obvious advantages over the classic LSE algo-
rithm. Moreover, the differences in the application scenarios
of relative and absolute as discussed in Section IV.B.3 above
are also evident in the table. In addition, the simulation
results corresponding to the LM algorithm are added, which
presents a certain probability of positioning error improve-
ment. This phenomenon is shown in the positioning results in
Sections IV.B.3 and IV.C.2.

V. CONCLUSIONS
In this paper, a method termed Promoted Itera-
tive Least-Squares Based On Nonlinear-compensation
(PILSBON) for position determination in ground-based posi-
tioning systems is presented to alleviate the error caused
by nonlinearity. The proposed algorithm exploits a specific
nonlinear compensation, the numerical expression of which is
derived in this paper. The statistic properties of the proposed
algorithm were also evaluated. Furthermore, the positioning
process can be achieved using a linear least-squares method,
and a highly precise initial estimation is not necessary. The
PILSBON algorithm is carried out in two scenarios, namely
the absolute positioning and relative positioning, where the
performance is slightly affected by the accuracy of the refer-
ence receiver coordinates.

The PILSBON algorithm’s efficiency and robustness in
coping with the nonlinear error are evaluated and verified
using simulations and experiments. The advantage of the
PILSBON algorithm over the traditional algorithms is that it
can provide stable positioning services with stable accuracy
when the traditional algorithm (LSE) fails to locate strong
nonlinear effects. According to the quantitative error results,
we find that compared with the traditional algorithm without
a specific solution to the nonlinear influence, the proposed
algorithm can bring 30% of the RMS error under the experi-
mental conditions 50% drop for simulations.

Furthermore, the idea of obtaining specific solutions using
the inherent characters of the problems as known knowledge
is implemented in this paper. The computational complexity
of algorithms such as LM may not be high, even sometimes
lower than the complexity of some specialized algorithms,
but the essential reason is that the framework and flow of the
algorithm itself have made it robust enough to be a univer-
sal and standard algorithm. However, with strong nonlinear
effects mentioned in this paper, the advantages of the special-
ized algorithm are more obvious. The main reason for that
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is that the error-related factors are eliminated essentially, as
opposed to using a powerful and robustmathematical process.

Additionally, this idea of using prior knowledge and prac-
tical application scenarios can be widely applied in practical
engineering applications to improve solving efficiency and
serviceability.
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