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Protein crystal nucleation is a central problem in biological crystallography

and other areas of science, technology and medicine. Recent studies have

demonstrated that protein crystal nuclei form within crucial precursors. Here,

methods of detection and characterization of the precursors are reviewed:

dynamic light scattering, atomic force microscopy and Brownian microscopy.

Data for several proteins provided by these methods have demonstrated that the

nucleation precursors are clusters consisting of protein-dense liquid, which are

metastable with respect to the host protein solution. The clusters are several

hundred nanometres in size, the cluster population occupies from 10�7 to 10�3

of the solution volume, and their properties in solutions supersaturated with

respect to crystals are similar to those in homogeneous, i.e. undersaturated,

solutions. The clusters exist owing to the conformation flexibility of the protein

molecules, leading to exposure of hydrophobic surfaces and enhanced

intermolecular binding. These results indicate that protein conformational

flexibility might be the mechanism behind the metastable mesoscopic clusters

and crystal nucleation. Investigations of the cluster properties are still in their

infancy. Results on direct imaging of cluster behaviors and characterization

of cluster mechanisms with a variety of proteins will soon lead to major

breakthroughs in protein biophysics.

1. Introduction

Crystallization, including protein crystallization, as all other first-

order phase transitions, starts with nucleation. Hence, the success of

the search for protein crystallization conditions hinges on the ability

to achieve and control nucleation. Nucleation determines the main

properties of the crystal population, including the crystal polymorph,

the number of crystals and their size and size distribution. The

nucleation outcome favored in classical crystallography is to have a

population consisting of one large crystal of a stable and robust

polymorph or, failing that, of several well separated crystals of similar

sizes and of a single polymorph. In the novel method of femtosecond

X-ray protein nanocrystallography (Chapman et al., 2011), which

relies on crystals as small as 200 nm, the need to grow the crystals

after they have nucleated is nearly eliminated and nucleation

emerges as the sole process to be controlled.

Nucleation has been studied since 1876, when J. W. Gibbs invented

the method of thermodynamic potentials to describe nucleation; the

papers, in which he laid the foundations of modern thermodynamics,

were titled On the equilibrium of heterogeneous substances (Gibbs,

1876, 1878). With the work of Volmer (Volmer, 1939; Volmer &

Schultze, 1931), the classical theory of crystal nucleation emerged

(Kahlweit, 1969, 1975; Nielsen & Sohnel, 1971; Kashchiev, 1995,

2000), which, in application to solution crystallization, envisions that

solute molecules form ordered nuclei directly as they assemble into a

high-concentration cluster. A recent triumph of the classical theory is

the partial correspondence of its nucleation-rate predictions to the

results of simulations of a carefully formulated colloid crystal model

(Blaak et al., 2004; Auer & Frenkel, 2004; Dorsaz et al., 2012). Still, to

this day, nucleation, and in particular nucleation of crystals from

solution, has remained one of the most poorly understood processes

in nature. For any system of practical significance, theoretical

predictions diverge from careful experimental determinations by
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many orders of magnitude. To make matters worse, nucleation-rate

determinations are notoriously difficult and reliable data sets are

scarce (Vekilov, 2012b).

Several years ago, a two-step mechanism of nucleation of crystals

in solution (Fig. 1) was put forth (Galkin & Vekilov, 2000; Vekilov,

2004; Filobelo et al., 2005; Pan et al., 2005; Vekilov, 2010). This

mechanism posits that the first step of crystal nucleation is the

formation of disordered protein-rich clusters of mesoscopic size. The

second step is the formation of crystal nuclei inside the clusters

(Galkin & Vekilov, 2000; Garetz et al., 2002; Vekilov, 2004). This

mechanism explained the majority of the discrepancies between

theory and experiment in crystal nucleation from solution, including

nucleation rates that are ten or more orders of magnitude slower than

the predictions of the classical nucleation theory (Garetz et al., 2002;

Pan et al., 2005; Vekilov, 2010). Evidence of the action of this

mechanism has been provided for protein crystals (Vekilov, 2010;

Kuznetsov et al., 2001), sickle-cell anemia fibers (Galkin et al., 2007),

amyloid fibrils (Lomakin et al., 1996; Krishnan & Lindquist, 2005),

small-molecule organics (Aber et al., 2005; Garetz et al., 2002; Harano

et al., 2012), colloids (Leunissen et al., 2005; Savage & Dinsmore,

2009; Zhang & Liu, 2007), biominerals (Pouget et al., 2009; Gebauer

et al., 2008; Gower, 2008), polymers (Wang, Müller et al., 2009) and

other substances. Convincing kinetic arguments support the action of

the two-step mechanism for proteins and small-molecule organics

(Vekilov, 2010; Erdemir et al., 2009). Direct imaging of crystal nuclei

forming within dense liquid clusters have been provided for two types

of systems: colloids (Savage & Dinsmore, 2009), which are larger and

move more slowly than most molecules, and an ingeniously chosen

organic system (Harano et al., 2012). The most powerful evidence for

the general applicability of the two-step mechanism to proteins is the

very slow rates of protein crystal nucleation despite the high super-

saturations typically used in protein crystallization; no other

mechanism accounts for such strong deviations from the predictions

of classical theory.

The two-step mechanism highlights the significance of protein-rich

clusters in protein crystal nucleation. Hence, understanding of the

mechanisms of cluster formation and the phenomena that govern

their properties is a crucial part of the rationalization of protein

crystallization. Below, we review recent advances in the detection,

characterization and mechanisms of the clusters.

2. Experimental methods for cluster detection and
characterization

The requirements for the techniques employed in the investigation of

protein-rich clusters are determined by the cluster properties. For the

several proteins studied so far, the cluster radii have been in the range

50–500 nm, the fraction of the solution volume occupied by the

cluster population has been in the range 10�7 to 10�3, the fraction of

protein held in the clusters has been about 10� the cluster volume

fraction (Li et al., 2012) and the protein concentration in the clusters

has been about 500 mg ml�1 or higher (see below for further

discussion). The cluster volume fraction and size indicate that the

average separation between clusters in solution is of the order of

micrometres.

The cluster size and separation precludes the use of small-angle

neutron and X-ray scattering: these two methods detect structures

with characteristic length scales in the angstrom and nanometre range

(Stradner et al., 2004; Shukla et al., 2008; Porcar et al., 2009). The

low fraction of protein held in the clusters suggests that the nuclear

magnetic resonance (NMR) signal from the clusters may be too weak

to be detected.

Scanning-probe and Brownian microscopies and dynamic light

scattering (DLS) have provided the majority of the data on the

clusters. Brownian microscopy (BM) and DLS rely on visible light

scattered by the monomers and clusters. According to the Rayleigh

law, the intensity scattered from an object is proportional to the sixth

power of its radius. Hence, the clusters, which are about two orders of

magnitude larger than the monomers, provide a scattering intensity

stronger by 12 orders of magnitude. These considerations make DLS
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Figure 1
The two-step mechanism of nucleation of crystals: (i) a metastable cluster forms;
(ii) a crystal nucleus may form inside the cluster. (a) Macroscopic viewpoint; the
numbers denote the steps in the nucleation mechanism; after nucleation, a crystal
irreversibly grows to macroscopic dimensions. (b) Microscopic viewpoint in the
(concentration, structure) plane; the thick dashed line highlights the two-step
pathway and the diagonal solid arrow highlights direct nucleation. (c) The free
energy �G along three possible nucleation pathways: direct nucleation, the two-
step mechanism and crystals forming within macroscopic dense liquid, as seen by
Vivarès et al. (2005), following the Ostwald rule of stages (Ostwald, 1897).



and BM particularly well suited for the detection and characteriza-

tion of the mesoscopic protein-rich clusters.

The procedures used to characterize the clusters by scanning-probe

techniques and BM are standard for the respective methods. In

contrast, significant extensions and modifications of the DLS data-

processing algorithms have been proposed. Since DLS has provided

the vast majority of cluster data, it is discussed in detail below.

2.1. Scanning techniques: atomic force and scanning confocal

microscopy

The typical atomic force microscopy (AFM) instruments and

methods of imaging in protein crystallization have been discussed in

numerous papers (Reviakine et al., 1998; Yau et al., 2000; Malkin &

McPherson, 2004). The advantage of AFM for cluster detection and

observation is the availability of images that allow determination of

cluster sizes and of some cluster properties. The limitations of AFM

are that AFM images are collected over periods of several tens of

seconds to several minutes, which are often longer than the lifetimes

of the clusters. Furthermore, the AFM view field is small (the imaged

volume is only several cubic micrometres) and this severely reduces

the probability of observing clusters, which have very low concen-

trations and occupy small fractions of the solution volume.

Fig. 2 is one of several that show clusters that land on the (001) face

of a crystal of the protein lumazine synthase (Gliko et al., 2005).

While the lateral dimensions of the clusters cannot be judged from

the images, their height can be reliably determined: it varies between

�100 nm and several hundred nanometres; in Fig. 2(a) the size is

�120 nm. The clusters do not decay because of their interactions with

the crystal, and spread sideways and become integral parts of the

crystal, generating, in Fig. 2(b), five new layers.

Scanning confocal microscopy has provided spectacular images of

clusters in solutions of the proteins glucose isomerase, proteinase K,

human recombinant insulin, hen egg-white lysozyme, xylanase, triose-

phosphate isomerase and RNAse IIIA (Sleutel & Van Driessche,

2014). This study demonstrates the role of the clusters in nucleation,

as well as their participation in the generation of new crystal layers

and the purification of crystal surfaces after impurity poisoning.

2.2. Dynamic light scattering

Several manufacturers provide high-quality instruments for

dynamic light scattering. In all of them the solution is held in

cylindrical cuvettes of volume from 0.5 to 1 ml. Dynamic light scat-

tering (DLS) data are collected at times �t ranging between 30 s and

2 min. If the long-term evolution of the scattering objects in a solu-

tion is of interest, numerous data sets can be collected in sequence for

up to several days or even longer (Li et al., 2012).

The method relies on light scattered by concentration fluctuations.

Since the rate of intensity decay is determined by the diffusion of the

scatterers, this rate yields the diffusion coefficient of the scatterers

and, using the Einstein–Stokes relation and the viscosity of the

medium, their size (Berry et al., 2000). The concentration of indivi-

dual species is determined from the intensity that each of them

scatters.

The rate of intensity variation I(t) is determined from the intensity

correlation function g2(�) of the scattered light. g2(�) is defined from

the intensity at two times, t and t � �, as (Schmitz, 1990)

g2ð�Þ ¼ hIðtÞIðt � �Þi�t=hIi
2
�t; ð1Þ

where hi�t signifies averaging over time �t and hIi�t is the average

intensity. The normalized correlation function g2(�), illustrated in

Fig. 3, can be represented as the square of the sum of exponential

members representing the scatterers with different diffusion rates �i.

Our dynamic light-scattering experiments are aimed at identifying

one or two scatterers: single molecules and, in some cases, larger

clusters. Hence (Schatzel, 1993),

g2ð�Þ � 1 ¼ ½A1 expð��=�1Þ þ A2 expð��=�2Þ�
2; ð2Þ

where �1 = 1/�1 and �2 = 1/�2 are the characteristic times of the

diffusion of scatterers, whose contribution to the scattered light has

amplitudes A1 and A2.

The characteristic times �1 and �2 and the amplitudes A1 and A2 are

readily determined from the distribution function G(�), as also illu-

strated in Fig. 3. The general form of G(�) is

g2ðtÞ � 1 ¼
R

Gð�Þ expð�t=�Þ d�
� �2

: ð3Þ

Hence, G(�) is calculated by numerically inverting the Laplace

transform with (g2 � 1)1/2, using a software package based on the
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Figure 2
Direct imaging of clusters in a lumazine synthase solution by atomic force
microscopy. (a, b) Sedimentation of a cluster and its development into a stack of
five crystalline layers. Tapping-mode AFM imaging, scan size 20 � 20 mm; the time
interval between (a) and (b) is 9 min. (c, d) Height profiles along a horizontal line
crossing the three-dimensional object in (a) and (b), respectively, show an object
height of �120 nm immediately after sedimentation in (a) and of �75 nm in (b).
The arrows in (a), (b), (c) and (d) mark the same crystal layer. Reprinted with
permission from Gliko et al. (2005), J. Am. Chem. Soc. 127, 3433–3438. Copyright
2005 American Chemical Society.

Figure 3
Examples of the correlation function of the scattered light g2(�) and the intensity
distribution function G(�) of a hemoglobin S solution. The characteristic diffusion
times �1 and �2 and the amplitudes A1 and A2 of the monomers and clusters,
respectively, are indicated. Reprinted from Pan et al. (2007), with permission from
Elsevier.



CONTIN algorithm (Provencher, 1982a,b). The deficiencies of the

CONTIN-computed G(�) and alternative ways to calculate the

intensity distribution function are discussed in the next subsection.

To calculate the equivalent hydrodynamic radii from the values of

the relaxation times �1 and �2, the Stokes–Einstein relation is used,

modified with �i = �i
�1 = Diq

2,

Ri ¼
kBTq2

6��i

�i; ð4Þ

where i = 1, 2 for single molecules or clusters, respectively, kB is the

Boltzmann constant, T is the absolute temperature, �i is the viscosity

to which a diffusing object i is exposed, Di is its diffusion coefficient

and the scattering vector q = 4�n/�sin(�/2) (where n is the refractive

index of the solvent, � is the wavelength of the laser beam and � is the

scattering angle).

The amplitudes A1 and A2 are the basis for the determination of

the concentration n2 and volume fraction ’2 of the clusters.

According to the Rayleigh law, the intensity of light scattered by an

object is proportional to the sixth power of its size. On the other

hand, the intensities scattered by the monomers and the clusters are

proportional to the respective amplitudes in the intensity distribution

function, A2 and A1 (Li et al., 2011; Pan et al., 2007). With this, one can

estimate n2 and ’2 as (Pan et al., 2007)

n2 ¼
A2

A1

1

PðqR2Þf ðC1Þ

ð@n=@C2ÞT;�

ð@n=@C1ÞT;�

�1

�2

� �2
R1

R2

� �6

n1;

’2 ¼
A2

A1

1

PðqR2Þf ðC1Þ

ð@n=@C2ÞT;�

ð@n=@C1ÞT;�

�1

�2

� �2
R1

R2

� �3

’1: ð5Þ

In (5), P(qR2) is the shape factor, assuming a spherical shape of

the clusters, f (C1) is a virial-type expression accounting for inter-

molecular interaction between protein molecules (the interactions

between clusters are neglected because of low n2). (@n/@Ci)T,� is the

refractive index n increment and �1 and �2 are the protein densities in

the single molecules and in the clusters; the ratio �1/�2 can be esti-

mated from the concentration of the protein in the clusters (Li et al.,

2011; Pan et al., 2007). Note that (@n/@C2)T,�/(@n/@C1)T,� ’ �1/�2,

which somewhat simplifies (5).

2.3. Alternative methods of calculation of the DLS intensity

distribution function

Although the CONTIN algorithm produces relatively consistent

distribution functions, two features of these G(�) values provoke

significant questions about the veracity of the procedure: (i) the

occasional appearance of more than one peak corresponding to

scatterers larger than monomers and (ii) the nonzero width of both

monomer and cluster peaks even under conditions where the

monomer diffusion has a unique characteristic time (Li et al., 2011).

Addressing these issues, we developed and tested two new models for

G(�).

(i) In those cases where the fitting error was insensitive to the width

of the cluster peak, the distribution function was modeled with a sum

of two Dirac delta functions corresponding to the monomers and

clusters, respectively,

Gð�Þ ¼ Gmonomer
ð�Þ þGcluster

ð�Þ

¼ A1	ðln � � ln �1Þ þ A2	ðln � � ln �2Þ; ð6Þ

where A1 and A2 are the amplitudes of the peaks corresponding to

the monomers and clusters, respectively, and �1 and �2 are the

respective diffusion times.

(ii) In the cases where the superiority of fits with a finite width of

the cluster peak was statistically significant, the following fitting form

was used (
2 is the cluster peak width):

Gð�Þ ¼ A1	ðln � � ln �1Þ þ
A2

ð2�
2
2 Þ

1=2
exp �

ðln � � ln �2Þ
2

2
2
2

� �
: ð7Þ

Comparing the error of the distribution function G(�) computed

using (6) and (7) with that of G(�) resulting from the numerical

inversion of (3) using the CONTIN algorithm, we concluded that the

extra peaks and the nonzero width resulting from the latter proce-
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Figure 4
Brownian microscopy characterization of clusters in a lysozyme solution. (a)
Schematic of the cuvette, the illuminating laser beam and the formation of a
hologram of a cluster. (b) The clusters, which scatter light much strongly than the
monomers, are seen as bright spots. (c) Brownian trajectory of a cluster. (d) The
relation between the mean-squared displacement h�r2

i and elapsed time �t,
from which the diffusion coefficient and size of the cluster are determined. (e)
Characterization of the cluster population in a lysozyme solution by Brownian
microscopy. Three independent determinations of the distribution of cluster size.
Reprinted with permission from Li et al. (2011), Rev. Sci. Instrum. 82, 053106.
Copyright 2011, AIP Publishing LLC.



dure are artifacts introduced to reduce the discrepancy between the

computed and experimental g2 to values below the inherent uncer-

tainty of the experimental determination of g2 (Li et al., 2011).

We fit the correlation function corresponding to the distribution

functions in (6) and (7) to the experimentally measured correlation

function and in this way evaluate �1, �2, A1 and A2. These parameters

are used to determine the hydrodynamic radii of the clusters R2 and,

for verification, of the monomers R1, the concentration of clusters n2

and the fraction ’2 of the solution volume, analogously to the method

discussed above.

2.4. Brownian microscopy

In the BM method, about 100 ml of protein solution is held in a

cuvette with thickness of about 500 mm. The solution is illuminated by

a laser beam configured so that it does not enter the objective lens

of an observation microscope (Fig. 4a). The observation volume is

determined by the focal depth of the objective lens and the view field

of the microscope, and is typically 120 � 80 � 5 mm (width � length

� height). This device detects the light scattered by the clusters. Since

the protein molecules are smaller than the clusters, the light scattered

from them is insignificant even at relatively high protein concentra-

tions; the clusters are seen as bright spots (Fig. 4b). Careful obser-

vation reveals that the cluster spots consist of concentric fringes

(Fig. 4b) that result from the interference of two beams of scattered

light: one reflected from the cell bottom and a second directly

entering the objective lens, as illustrated in Fig. 4(a). Since the

wavefront of the scattered light is spherical, the resulting interference

pattern represents a hologram of the imaged cluster.

The location of an individual cluster is determined from these

images. The Brownian trajectories of the clusters are tracked by

comparing the locations of the clusters in a sequence of images

collected at the frame rate of the camera, and are illustrated in

Fig. 4(c). The diffusion coefficients of the individual clusters D2 are

computed from the slope of the relation between the mean-squared

displacement h�r2
i and the time �t, as displayed in Fig. 4(d). The

sizes of the individual clusters are determined from D2 using the

Einstein–Stokes relation and the solution viscosity. The results are

output as the concentration of clusters of a certain size as a function

of this size (Fig. 4e).

A Brownian microscopy device optimized for the determination

of protein aggregates is commercially available from Nanosight Ltd.

The BM method was tested using a solution of latex spheres of radius

200 nm in water and was found to faithfully reproduce the particle

size and concentration. Fig. 4(e) displays the results of another test:

the cluster size distribution was independently determined three

times in the same solution. The distributions are consistent and,

remarkably, agree within 10% with the sizes and concentration of the

clusters in the same solution determined from DLS data as discussed

in the preceding subsection (Li et al., 2011, 2012).

3. Cluster properties

3.1. The clusters are freely diffusing compact liquid objects

The slower process revealed by the DLS data, which has a char-

acteristic time of the order of milliseconds, could represent the

diffusion of either compact protein clusters suspended in the solution,

schematically depicted in Fig. 5(a), or of single molecules embedded

in a loose network structure constraining their free motion (Fig. 5b).

Loose networks of molecules could have a refractive index similar to

that of the solvent and be optically undetectable. Such networks

would increase the low-shear viscosity of the protein solution, but

they would be destroyed by high-shear flow. The latter consideration

allows tests for the presence of loose networks by determination of

the low-shear viscosity of the solutions, determined, for instance, by

monitoring the Brownian motion of latex spheres of known size (Pan,

Filobelo et al., 2009). The low-shear viscosities of solutions of several

proteins were in the range 2–4 mPa s, equal to the high-shear values

(Ross & Minton, 1977; Fredericks et al., 1994). The equality of the

low-shear and high-shear viscosities reveals that no networks of

molecules exist in these solutions and suggests that the large scat-

terers are clusters of molecules of the respective protein.
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Figure 5
Characterization of clusters by dynamic light scattering. (a) Schematic illustration
of the motion of clusters suspended in a solution; the clusters and monomers
exhibit two distinct diffusion times. (b) Schematic illustration of the motion of
molecules embedded in a loose network. The diffusion of the embedded molecules
is slower than that for the free molecules in the network voids, resulting in two
diffusion times. (c) The dependence of the decay rate of the intensity scattered from
clusters in a lysozyme solution �2 on the scattering vector q. (d) The evolution of
the mean cluster radius R2 during 200 min immediately after solution preparation.



For another test to determine whether the slow shoulders in the

correlation functions, such as that in Fig. 3, correspond to freely

diffusing objects, we explored the dependence of the decay rate of

this shoulder, �2 = �2
�1, on the angle � at which scattered light is

recorded; this angle determines the scattering wavevector q. In the

case of freely diffusing objects, we expect that �2 = D2q2, while

objects embedded in a network, as illustrated in Fig. 5(b), would

violate this proportionality owing to the anisotropy of the constituent

chains. Fig. 6(c) reveals that �2 is proportional to q2, rendering strong

support to the notion that the slow scatterers are compact clusters of

protein molecules (Pan et al., 2007).

To address whether the clusters are liquid or solid, we observed the

time dependence of their mean radius R2 determined from �2 as

discussed above and as displayed for lysozyme in Fig. 5(d). The data

in Fig. 5(d) and numerous other similar data sets (Gliko et al., 2005,

2007; Pan et al., 2007) reveal two features of the evolution of the

cluster size R2(t): (i) the clusters appear immediately after solution

preparation and (ii) their mean radius is relatively unchanged over

several hours of monitoring. Both features are incompatible with

solid clusters: under the tested conditions protein solids take times of

the order of 1 h to nucleate and grow to several hundred nanometres,

and their size is not constrained but increases to dimensions visible

with the naked eye within commensurate times (Malkin &

McPherson, 1993; Malkin & McPherson, 1994; Gliko et al., 2005). We

conclude that the clusters corresponding to the slow shoulder of the

DLS correlation function consist of dense liquid in which the mole-

cules move with respect to one another.

The liquid nature of the clusters in a lumazine synthase solution,

as imaged in Fig. 2, is revealed by three AFM observations. (i) The

clusters shrink in height as they rest on the crystal surface (compare

Figs. 2c and 2d). (ii) The layers originating from the clusters merge

continuously with each other and with the underlying lattice. (iii) The

velocity of the layers originating from a cluster is the same as the

velocity of the other layers on the surface of the crystal: compare the

locations of the two types of layers in Figs. 2(a) and 2(b). If these were

crystalline clusters, the probability of them landing with a (001) plane

downwards and rotating to a perfect register with the underlying

lattice would be negligible. Numerous examples of microcrystals

landing on surfaces of growing crystals out of register and being

incorporated with major stacking defects have been reported (Malkin

et al., 1996; Yau et al., 2001). Disordered solid clusters would not

shrink in size within the observation times, and the generation of new

layers would be likely to be accompanied by the creation of a strained

shell that would delay the spreading of the layers started by the

clusters (Yau et al., 2001).

Determinations of the concentration and volume fraction occupied

by the clusters using (5) show that the clusters occupy a low fraction

of the solution volume: from �10�7 (below which they are not reli-

ably detectable) to �10�3. The upper volume fraction limit of 10�3 is

not exceeded even if the protein concentration in the bulk solution

approaches that of the liquid within the clusters, i.e. 300–400 mg ml�1

(Pan et al., 2010; Uzunova et al., 2010). However, within these limits,

the cluster volume fraction is a very sensitive, near-exponential

function of the solution concentration (Li et al., 2012; Uzunova et al.,

2012).

The lifetime of individual clusters can be directly determined in the

BM technique; for lysozyme and glucose isomerase, it is longer than

several minutes. Monitoring the disappearance and reappearance of

the second shoulder of the DLS correlation function at low concen-

trations of lumazine synthase, at which the cluster concentration

fluctuates above and below the detection limit, indicated that a

cluster lifetime is about 10 s (Gliko et al., 2007).

3.2. The dense liquid clusters and the protein solution phase diagram

The phase diagram in the temperature, concentration (T, C) plane

of the solution of the protein lysozyme, a favorite model in protein

physical chemistry, is shown in Fig. 6. It contains the liquidus or

solubility lines, which denote the concentration of a solution in

equilibrium with a crystal phase, the lines characterizing the dense

liquid phase, and a gelation line. A crucial feature of protein phase

diagrams, also seen in Fig. 6, is that the liquid–liquid (L–L) co-

existence line (also called a binodal) is submerged below the lines

of liquid–solid equilibrium (Broide et al., 1991; Berland et al., 1992;

Asherie et al., 1996; Grigsby et al., 2001); this is in contrast to the

phase diagrams of binary mixtures of small molecules. Like all other

liquid–liquid separations (Atkins & DePaula, 2002), the formation of

the dense protein liquid phase is characterized by two phase lines: the

co-existence line and a spinodal, below which the formation of the

dense liquid proceeds without a nucleation barrier (Thomson et al.,

1987; Shah et al., 2004). The spinodal and binodal touch at the

so-called critical point for liquid–liquid separation: the highest

temperature at which the coexistence of two liquid phases is possible.

In Fig. 6, the critical point is at T = 19�C and C = 231 mg ml�1.

The phase area, in which clusters have been detected, is mapped on

the lysozyme solution phase diagram in Fig. 6, where it is denoted by

shading. Remarkably, mesoscopic clusters exist with similar char-

acteristics both in the homogeneous region of the phase diagram of

the protein solution (where no condensed phases, liquid or solid, are

stable) and under conditions supersaturated with respect to ordered

solid phases, such as crystals (Gliko et al., 2007) and fibers (Pan et al.,

2007; Galkin et al., 2007). Note that the clusters are distinct from

the dense liquid phase occupying the high-concentration and low-

temperature region of the phase diagram in Fig. 6: DLS data
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Figure 6
The clusters and the phase diagram of the protein solution. Experimentally
determined phase diagram of a lysozyme solution in 0.05 M sodium acetate buffer
pH 4.5 and 4.0% NaCl. Liquidus, or solubility, from Cacioppo & Pusey (1991) and
Howard et al. (1988); liquid–liquid (L–L) coexistence and respective spinodal from
Petsev et al. (2003); solution–crystal spinodal from Filobelo et al. (2005); gelation
line from Petsev et al. (2003) and Muschol & Rosenberger (1997). The shaded area
denotes compositions at which dense liquid clusters were detected.



collection from solutions held at conditions below the liquid–liquid

binodal reveals consistent fast growth of the radius of the emerging

new phase (Li et al., 2012). It is possible that the composition and

structure of the dense liquid comprising the clusters is similar or

identical to the long-lived protein-dense liquid. No evidence in favor

or against this notion has been presented to date.

From the point of view of protein crystallization, the phase region

under the solution–crystal spinodal, the line at which the barrier for

crystal nucleation vanishes and the crystal nucleation rate is only

limited by spatial and kinetic factors (Filobelo et al., 2005; Vekilov,

2010, 2012a), is particularly intriguing. The presence of clusters that

are nucleation precursors in this region indicates that this is a

favorable set of conditions for crystal nucleation. These conditions

would correspond to the top slice of the unstable zone for protein

crystallization (Chayen et al., 2010). If the solution–crystal spinodal is

hidden below the liquid–liquid binodal, dense phase formation with

subsequent gelation and amorphous precipitation may precede and

inhibit crystal nucleation; this would correspond to the unstable zone

for protein crystallization.

At higher protein concentrations the protein solution may gel,

even if the temperature is above the critical temperature for liquid–

liquid separation (Muschol & Rosenberger, 1997; Galkin & Vekilov,

2000). Protein gelation is still relatively poorly understood; some

recent theories attribute it to the action of additional long-range

attractive forces (Noro et al., 1999; Sear, 1999; Kulkarni et al., 2003)

or to the formation of weak, limited-lifetime networks of protein

molecules (Pan, Filobelo et al., 2009). The increasing cluster volume

fraction at high protein concentration discussed above suggests a

novel mechanism of gel formation: the gel represents a three-

dimensional network of interacting dense liquid clusters.

4. The cluster-formation mechanism

4.1. The excess free energy of the clusters

As demonstrated in the preceding subsection, clusters are

observed outside the stability region of the dense protein liquid.

Hence, increasing protein concentration is expected to lead to a free-

energy excess �G. To evaluate the excess free energy �G of the

clusters over that of the solution that hosts them, we use the

dependence of the KC/R� ratio on the protein mass concentration C

(K is a constant that depends on the experimental parameters and R�
is the Raleigh ratio of the scattered to incident light; Schmitz, 1990);

this ratio is output by static light scattering (Pan, Uzunova et al., 2009;

Vekilov et al., 2002) and is displayed in Fig. 7. This ratio is directly

related to the inverse osmotic compressibility of the solution:

KC/R� = (@�/@C)/RT (� is the contribution of the protein to the

osmotic pressure and R is the universal gas constant). After obtaining

the compressibility (@�/@C), we can integrate it to compute the free

energy,

�G ¼ �
RCH

CL

� dV þ�ð�VÞ; ð8Þ

needed to increase the concentration of N protein molecules from

that in the dilute solution CL to that in the dense liquid CH. This

allows us to determine �G as the free-energy difference between

states with densities CL and CH (Pan et al., 2010).

The experimentally determined dependence KC/R�(C) for the

protein lysozyme at concentrations of up to 300 mg ml�1, which is

near the apparent solubility limit of the dry protein powder, is

displayed in Fig. 7. The data are fitted using a cubic polynomial and

then integrated. The resulting �G/kBT, shown in Fig. 7, varies

between �9kBT at CL = 100 mg ml�1 and 0 at CH = 450 mg ml�1. If

we assume that the protein concentration in the clusters CH is equal

to that in a macroscopically stable dense liquid, 450 mg ml�1 (Petsev

et al., 2003), the clusters possess an excess free energy of 9kBT over

the host solution with concentration CL = 100 mg ml�1 (Pan et al.,

2010).

4.2. The clusters are in a metastable equilibrium with the host

solution

The conclusion that a metastable equilibrium exists between the

clusters and the host solution comes from a correlation between the

fraction of protein in the clusters �2 and the excess free energy of

the clusters �G evaluated in Fig. 7. We estimate �2 = CH’2/(CL’1 +

CH’2), which yields �2’ (2.25–5.3)’2/’1 for lysozyme (Li et al., 2012);

an analogous estimate for hemoglobin S yielded similar values for the

relation between �2 and ’2/’1 (Uzunova et al., 2012). The value of the

cluster volume fraction ’2 is likely to be underestimated: because of

the Rayleigh law, larger clusters contribute more to the scattered

intensity than smaller clusters and, as a result, the peak of the

intensity scattered by clusters corresponds to a cluster size larger than

the mean cluster size. (5) reveals that an overestimate of R2, given a

fixed A2, leads to an underestimate of ’2 (Li et al., 2011). Accounting

for this error, �2 is about ten times higher than the ’2/’1 ratio esti-

mated from DLS data.

Using the Gibbs distribution v2 ’ exp(��G/kBT) and experi-

mental data for a lysozyme solution, �2 ’ 10’2/’1 = 7 � 10�5 at

200 mg ml�1 and �2 ’ 3 � 10�5 at 150 mg ml�1, we find that �G

should decrease by about kBT as the concentration increases from

150 to 200 mg ml�1. Furthermore, since �G(C1) in Fig. 7 is nearly

linear, we extrapolate to find �G’ 6kBT for concentrations between

150 and 450 mg ml�1. Both of these estimates are in perfect agree-

ment with the evaluation of �G in Fig. 7 (Li et al., 2012). A similar

exponential relation between �2 and �G was found for hemoglobin S

solutions (Uzunova et al., 2012).

The correlation between �2 and �G leads to two important

conclusions. (i) Cluster formation is reversible and the clusters are in

IYCr crystallization series

Acta Cryst. (2014). F70, 271–282 Vekilov & Vorontsova � Nucleation precursors in protein crystallization 277

Figure 7
Evaluation of the free-energy density of the protein solution. Debye plot of the
ratio MwKC/R� as a function of protein mass concentration C. Mw = 14 300 g mol�1

is the molecular mass of lysozyme, K is the instrument constant and R� = I�/I0 is the
Raleigh ratio of the intensity scattered at angle � to the incident. Solid symbols,
determination using static light scattering. Dashed line, fit of osmotic virial
expansion to data. Solid line, integration of data according to (8) to determine the
solution free energy �G. Reprinted with permission from Pan et al. (2010), J. Phys.
Chem. B, 114, 7620–7630. Copyright 2010 American Chemical Society.



equilibrium with the solution; since the cluster free energy is higher

than that of the solution, this is a metastable equilibrium. (ii) The

fraction of protein molecules sequestered in the clusters is deter-

mined by the excess standard free energy of the cluster phase over

that of the solution.

4.3. How do the clusters form and why do they exist?

The above findings about the cluster properties reveal two highly

unusual features: (i) the clusters exist in the homogeneous region of

the phase diagram, where single protein molecules should be the only

stable state of the protein, and (ii) the clusters possess a significant

excess of free energy, which should lead to their fast decay. The

cluster mechanism should address these two puzzles.

Previous attempts to rationalize the finite size of clusters have

focused on a balance of short-range attraction, owing to van der

Waals, hydrophobic or other forces, and screened Coulomb repulsion

between like-charged species (Sciortino et al., 2004; Groenewold &

Kegel, 2001). While small clusters, containing tens of molecules,

naturally appear in such approaches, large clusters are only expected

if the constituent molecules are highly charged, with hundreds of

elementary charges. These theories have been successfully applied

to aggregation in colloidal suspensions (Liu et al., 2005; Mossa et al.,

2004; Stradner et al., 2004). However, this mechanism appears to be

inapplicable to solutions of proteins, in which the molecules carry

fewer than ten net elementary changes.

The key to the cluster mechanism is the finding that they exist in

what is viewed as a homogeneous region of the phase diagram.

Clearly, clusters with sizes of up to several hundred nanometres

represent a second phase, i.e. in reality the solution is not homo-

geneous but biphasic. On the other hand, the solution retains three

degrees of freedom: temperature, pressure and concentration.

According to the Gibbs phase rule, f = 2 + c � �, where f is the

number of degrees of freedom, c is the number of components and �
is the number of phases. With f = 3 and � = 2, we obtain c = 3. The first

two components are trivial to list: protein and solvent. The presence

of a third component is mandated by the presence of the cluster phase

and it is natural to assume that this novel component underlies the

cluster mechanism. Thus, the new component should be a new

chemical form of the protein. The broad range of proteins for which

clusters have been found excludes protein-specific modifications:

oxidation, proteolysis, covalent dimerization and others. The new

component should form in the region of high total protein concen-

tration and decay at low concentrations, and this suggests that this

component is a weakly bound protein dimer or another oligomer.

Following these considerations, we proposed that the clusters

represent a mixture of protein monomers and transient oligomers

(Pan et al., 2010). The oligomers are stabilized at the high protein

concentration typical of the cluster core; as they diffuse out of the

cluster core to the cluster periphery, they decay back into monomers,

as illustrated in Fig. 8(a). The puzzling size of the clusters is deter-

mined by the lifetime �O and diffusivity DO of the transient oligomers,

Rcl ’ (DO�O)1/2 (Pan et al., 2010). The nature of the oligomers is

discussed below. However, the finite lifetime of the oligomers is

crucial for the existence of the clusters: the above relation predicts

that long oligomer lifetimes would lead to uninhibited protein

aggregation into large macroscopic amorphous structures.

The mechanism of cluster formation based on transient oligomers

is summarized in Fig. 8(b). In a solution of protein monomers (step 1

in Fig. 8b), concentration fluctuations lead to regions of high protein

concentration (step 2). Straightforward thermodynamic evaluations

reveal that the regions with concentration comparable to that in the

dense liquid phase are small, containing at most several molecules,

and very few, and do not survive over times longer than the diffusion

time (Pan et al., 2010). However, in a few of these fluctuations protein

oligomers form (step 3). Oligomer formation has two consequences:

(i) it extends the lifetime of the region of high protein concentration

to a time comparable to the lifetime of the oligomer, and (ii) it creates

a gradient of monomer concentration that induces a flux of mono-

mers towards this region. The arriving monomers convert to oligo-

mers and this leads to cluster growth. The increased oligomer

concentration accelerates the decay of oligomers into monomers. The

balance between monomer influx and oligomer decay determines the

steady-state Rcl discussed above. The total protein concentration in

the clusters is determined by the mass balance of the reversible

monomer–oligomer reaction.

This mechanism yields several predictions that have been tested,

such as the insensitivity of the cluster size to the bulk protein

concentration. We have predicted and observed a crossover of cluster

dynamics to critical-like density fluctuations at high protein concen-

trations, and that those dynamics obey a universal diffusion-like

scaling with time and wavevector, including in the critical-like regime

(Pan et al., 2010; Chan et al., 2012).
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Figure 8
The mechanism of cluster formation. (a) Concentration profiles in a cluster. nL,
total protein concentration in solution; nH, total protein concentration in dense
liquid inside clusters; r, distance from the center of the cluster; R, cluster radius.
Reprinted with permission from Pan et al. (2010), J. Phys. Chem. B, 114, 7620–7630.
Copyright 2010 American Chemical Society. (b) The free-energy variation along
the reaction coordinate for formation of the anomalous mesoscopic clusters. Insets:
schematic illustrations of the three steps of the cluster-formation mechanism.



As evidence for the presence of oligomers in lysozyme solution,

we consider the results of small-angle X-ray and neutron scattering

investigations. The protein was held in HEPES buffer in the absence

of precipitant; hence, the solution was undersaturated with respect to

any solid or condensed liquid phases. The authors detected dynamic

structures containing several protein molecules and with a lifetime of

the order of milliseconds (Stradner et al., 2004; Porcar et al., 2009).

4.4. Oligomer formation by partial protein unfolding

The considerations in the preceding subsection reveal that the

existence of transient protein oligomers is crucial for cluster forma-

tion. Several possible interactions that could underlie such oligomers

have been tested: Coulomb interactions; ion bridges between positive

and negative amino-acid residues; CO2 bridges between amine

groups on lysine and arginine; disulfide bridges forming after the

oxidation of the thiol groups of cysteine residues; and hydrophobic

bonds after partial protein unfolding.

If protein molecules are viewed as particles with uniformly

distributed charges, the formation of oligomers based on Coulomb

interaction would be impossible owing to the repulsion between like

charges. However, the charges on the protein molecular surfaces are

discrete and the net charge is the balance of numerous positive and

negative surface residues. A numerical model of the interactions

between such discrete charges on the surface of lysozyme molecules

revealed that dimer configurations in which positive residues face

negative partners on an adjacent molecule are indeed possible (Chan

et al., 2012). However, the resulting attraction is too weak to support

macroscopic lifetimes of the dimer. The inevitable conclusion was

that electrostatic interaction cannot support cluster formation

through the stabilization of a protein dimer.

To test whether CO2 or intermolecular disulfide bridges could

support the oligomerization needed for cluster formation, we

bubbled He or air through a solution of lysozyme. We expected that

He would purge the solution from dissolved CO2, lower its chemical

potential and in this way disrupt the putative CO2 bridges, shorten the

oligomer lifetime and decrease the cluster size. On the other hand,

oxygen in air would increase the oxidative potential in the solution,

leading to more intermolecular disulfide bridges, a longer oligomer

lifetime and larger clusters. We found that after �1 h of bubbling, the

size of the clusters increased significantly with both gases (Fig. 9a). To

reveal the mystery of the identical effects of the two gases, we

lowered the bubbling rate of He by approximately threefold and

found that the effect disappeared. The latter finding indicates that the

gases do not exert a chemical effect on the clusters and imply that

CO2 bridges between amino groups or intermolecular disulfide

bridges between thiol groups are unlikely to be mechanisms of

formation of cluster-supporting oligomers in lysozyme.

The independence of the increase in cluster size on the chemical

nature of the gas indicates that mechanical agitation and ensuing

solution flows may be the cause of the observed effect. Shear flows

are known to unfold and, at high shear rates, denature proteins

(Bekard et al., 2011). The lysozyme structure can be divided into two

domains (McCammon et al., 1976). Shear flow may lead to separation

of the domains, exposing their hydrophobic interfaces. In turn, an

exposed interface of a domain may form a hydrophobic bond with

a paired domain from another similarly unfolded molecule. An

analogous phenomenon is well known in structural biology as

‘domain swapping’ (illustrated in Fig. 9b; Bennett et al., 2006;

Schlunegger et al., 1997). A recent study has demonstrated that

dimers of partially unfolded proteins exhibit additional stabilization

in a crowded environment (Wang, Xu et al., 2009). Thus, the data in

Fig. 9(a) suggest that domain-swapped dimers or higher oligomers

may be the cause of the clusters.

To test this hypothesis, we characterized cluster formation in the

presence of urea. Urea has been used to controllably modify the

degree of protein folding (Hua et al., 2008). We monitored the

response of cluster formation to urea at 80 mg ml�1, where few

clusters are present in the absence of urea. The results in Fig. 9(c)

indicate that partial unfolding of lysozyme may contribute to cluster

formation: clusters identifiable by the second shoulder in the corre-

lation function in Fig. 9(c) appear upon adding a sufficient amount of

urea (Pan et al., 2010).

The presence of protein oligomers or other chemically modified

species in the clusters raises a crucial question: why is the formation
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Figure 9
The bonds in the transient oligomers. (a) Tests for the role of specific chemical
bonds in cluster formation. The evolution of the cluster radius R2 in a lysozyme
solution as a result of bubbling with helium or air. (b) Schematic illustration of the
domain-swapping mechanism of formation of protein oligomers. (c) The effect of
urea on cluster formation. Correlation functions from lysozyme solutions at pH 7.8
in 20 mM HEPES buffer collected in the absence and presence of urea, as indicated
in the plot. Reprinted with permission from Pan et al. (2010), J. Phys. Chem. B, 114,
7620–7630. Copyright 2010 American Chemical Society.



of crystal nuclei, consisting of monomers, faster in the clusters, where

the monomer concentration is lower than in the bulk solution? The

nucleation rate depends linearly on the concentration of the crys-

tallizing molecules and exponentially on their chemical potential.

Importantly, the nucleation rate is inversely proportional to the

exponent of the third power of the surface free energy of the nucleus.

While we do not currently know the monomer concentration in the

clusters, the mechanism presented by Pan et al. (2010) and illustrated

in Fig. 8 suggests that it is lower than that in the bulk solution by a

certain factor. This should lower the nucleation rate in the clusters

from that in the solution by the same factor. Since the clusters are

in equilibrium with the solution, the monomer chemical potentials

in the clusters and solution are equal, avoiding a further huge

suppression of nucleation. On the other hand, the high total protein

concentration in the clusters, including monomers and oligomers,

should significantly lower the surface free energy of a nucleus

forming there. In view of the high sensitivity of the nucleation rate to

the surface free energy of the nucleus, this may be the main reason for

the accelerated nucleation in the clusters. Clearly, these considera-

tions are somewhat speculative and should be subjected to further

tests.

5. Summary and conclusions

Recent studies have suggested that the nucleation of crystals of the

protein lysozyme, of polymers of sickle-cell hemoglobin and of

crystals of other compounds of various molecular sizes follows a two-

step mechanism. The low nucleation rates observed with numerous

proteins even at very high supersaturations suggest that the two-step

mechanism may be a general law for proteins.

A crucial part of the two-step mechanism is the existence of

protein-dense liquid clusters. Above, we first reviewed the methods

for cluster detection and characterization. Dynamic light scattering

has provided the majority of the data, from which insights into the

cluster properties and mechanisms have been gleaned. Atomic force

and scanning confocal microscopies provided direct imaging of

clusters and crucial verification of their liquid nature. Brownian

microscopy is a recent method that has been used to test the

processing routines developed for DLS data.

The most important cluster properties are consistent for all of the

proteins studied in detail: lumazine synthase, hemoglobin S, oxy-

hemoglobin S, oxyhemoglobin A, lysozyme, glucose isomerase and

insulin. The clusters are several hundred nanometres in size. They

appear within seconds of solution preparation and their size does not

increase, or increases very slowly, thereafter. The clusters occupy very

low fractions of the solution volume: from 10�7 to 10�3. The cluster

concentration and volume fraction are strong functions of the

concentration of protein in the host solution.

Studies with lysozyme and sickle-cell hemoglobin have revealed

that the standard chemical potential of the protein in the clusters is

significantly higher than that in the host solution. Furthermore, the

fraction of protein in the clusters is entirely determined by this

standard chemical potential excess, indicating that the clusters are in

a metastable equilibrium with the host solution.

Studies of the cluster mechanism with lysozyme indicate that the

clusters exist owing to the formation of transient protein oligomers.

These oligomers are bound not by Coulomb interactions or specific

chemical bonds, but by hydrophobic interactions between internal

protein interfaces exposed to the solution after partial protein

unfolding (‘domain swapping’).

The investigation of dense liquid clusters in protein solutions is in

its infancy: the first paper on the existence of clusters was published

less than ten years ago. Most of the above mechanisms were deduced

from data on the collective behavior of large cluster populations. The

current challenge in the study of protein-rich clusters is to develop

methods that allow the monitoring of individual clusters to directly

answer questions about the behaviors of the clusters: Are the clusters

liquid? What is their shape? Is the shape steady or variable? What is

the viscosity of the liquid inside the clusters? Do the clusters always

support crystal nucleation? What are the cluster characteristics that

determine their suitability as nucleation precursors?

Another challenge is tests of the presence of clusters in solutions of

different proteins. Do all classes of proteins allow cluster formation?

Are clusters present in solutions of solubilized membrane proteins?

Does protein conformational flexibility facilitate or hinder cluster

formation? What structural and chemical characteristics of the

protein molecules determine the presence and behavior of clusters?

Protein crystals hold the key not only to structural biology, but also

to protein pharmaceuticals, protein-aggregation diseases and other

fields of science, technology and medicine. The role that the clusters

play in protein crystal formation places them at the pinnacle of these

areas. Investigations of protein clusters have a clear potential for

major breakthroughs.
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