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Within the hierarchical quantum master equation (HQME) framework, an approach is presented,
which allows a numerically exact description of nonequilibrium charge transport in nanosystems with
strong electronic-vibrational coupling. The method is applied to a generic model of vibrationally
coupled transport considering a broad spectrum of parameters ranging from the nonadiabatic to the
adiabatic regime and including both resonant and off-resonant transport. We show that nonequilib-
rium effects are important in all these regimes. In particular in the off-resonant transport regime,
the inelastic co-tunneling signal is analyzed for a vibrational mode in full nonequilibrium, revealing
a complex interplay of different transport processes and deviations from the commonly used G0/2-
thumb-rule. In addition, the HQME-approach is used to benchmark approximate master equation
and nonequilibrium Green’s function methods.

Nanosystems are often characterized by strong cou-
pling between electronic and vibrational or structural
degrees of freedom. Examples include single-molecule
junctions,1–4 nanoelectromechanical systems5,6 as well
as suspended carbon nanotubes.7–9 Strong electronic-
vibrational coupling manifests itself in vibronic struc-
tures in the transport characteristics and may result in a
multitude of nonequilibrium phenomena such as current-
induced local heating and cooling, multistability, switch-
ing and hysteresis, as well as decoherence, which have
been observed experimentally10–13 and have been the fo-
cus of theoretical studies.14–18 While in certain parameter
regimes, approximate methods based on, e.g., scattering
theory, master equations or nonequilibrium Green’s func-
tions (NEGF) have provided profound physical insight
into transport mechanisms,14–25 the theoretical study of
strong coupling situations often requires the application
of methods that can be systematically converged, i.e. nu-
merically exact methods. Methods developed in this con-
text include path integral approaches,26–29 the scatter-
ing state numerical renormalization group technique30

and the multilayer multiconfiguration time-dependent
Hartree method.17,31–33

In this paper, the hierarchical quantum master equa-
tion (HQME) approach is formulated to study nonequi-
librium transport in systems with strong electronic-
vibrational coupling. The HQME approach general-
izes perturbative master equation methods by includ-
ing higher-order contributions as well as non-Markovian
memory and allows for the systematic convergence of
the results. This approach was originally developed
by Tanimura and Kubo in the context of relaxation
dynamics.34,35 Yan and coworkers36,37 as well as Härtle
et al.38,39 have used it to study charge transport in mod-
els with electron-electron interaction. An approximate
formulation of the HQME method for the treatment of
electronic-vibrational coupling was recently proposed.40

Here, we apply the HQME methodology for the first time

within a numerically exact formulation to treat nonequi-
librium transport in nanosystems with strong electronic-
vibrational coupling. In contrast to other numerically
exact approaches, the HQME method is directly applica-
ble to steady state transport without time propagation,
which is an advantage for systems with slow relaxation.
We apply the methodology to study transport phe-

nomena in a broad range of parameters including off-
resonant and resonant transport as well as the adiabatic
and nonadiabatic transport regimes. In the off-resonant
transport regime, it is shown that the peak-dip transi-
tion of the first inelastic cotunneling feature does not
follow the commonly used G0/2-thumb-rule,1,41–44 if the
nonequilibrium excitation of the vibration is taken into
account. The HQME method is also applied to bench-
mark approximate master equation and NEGF methods.
To be specific, we adopt in the following the terminol-
ogy used in the context of quantum transport in molec-
ular nanojunctions. It should be noted, though, that
the methodology is applicable also to other nanosystems
with strong electronic-vibrational coupling as mentioned
above.
We consider a generic model of vibrationally coupled

electron transport in molecular junctions with the Hamil-
tonian (we use units where ~ = e = 1)

H =ǫ0d
†d+

∑

k∈L/R

ǫkc
†
kck +

∑

k∈L/R

(Vkc
†
kd+ V ∗

k d
†ck)

+ Ωa†a+ λ(a+ a†)d†d.

A single electronic state with energy ǫ0 located on the
molecular bridge is coupled to a continuum of electronic
states with energies ǫk in the macroscopic leads via in-
teraction matrix elements Vk. The operators d†/d and

c†k/ck denote the corresponding creation/annihilation op-
erators. We consider a single vibrational mode with
frequency Ω, creation/annihilation operators a†/a and
electronic-vibrational coupling strength λ. The inter-
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action between the molecule and the left/right lead
is characterized by the spectral densities ΓL/R(ω) =

2π
∑

k∈L/R |Vk|
2δ(ω − ǫk).

To derive the HQME for electronic-vibrational cou-
pling, it is expedient to employing a small po-
laron transformation, H̃ = SHS† with S =
exp

(

d†d(λ/Ω)
(

a† − a
))

. Introducing, furthermore, a

system-bath partitioning, we obtain H̃ = H̃S+H̃B+H̃SB

with H̃S = ǫ̃0d
†d+Ωa†a, H̃SB =

∑

k∈L/R(VkXc†kd+h.c.)

and H̃B =
∑

k∈L/R ǫkc
†
kck. Thereby, the energy of the

electronic state is renormalized by the reorganization en-
ergy ǫ̃0 = ǫ0−λ2/Ω and the molecule lead coupling term
is dressed by the shift operator X = exp{(λ/Ω)(a−a†)}.
As the bath coupling operators fσ

K(t) =

exp
(

iH̃Bt
)

(
∑

k∈K Vkc
σ
k

)

exp
(

−iH̃Bt
)

with c
−(+)
k ≡ c

(†)
k

obey Gaussian statistics, all information about the
system-bath coupling is encoded in the two-time correla-
tion function of the free bath Cσ

K(t−τ) = 〈fσ
K(t)f σ̄

K(τ)〉B
with the lead-index K ∈ {L,R}, σ = ± and σ̄ ≡ −σ.
To derive a closed set of equations of motion within
the HQME method, Cσ

K(t) is expressed by a sum over

exponentials, Cσ
K(t) =

∑lmax

l=0 ηK,le
−γK,σ,lt.36 To this end,

the Fermi distribution is represented by a sum-over-
poles scheme employing a Pade decomposition45 and
the spectral density of the leads is assumed as a single

Lorentzian ΓK(ω) = ΓW 2

(ω−µK)2+W 2 , where Γ = ΓL = ΓR

denotes the overall molecule-lead coupling strength for
a symmetric junction, µK the chemical potential of lead
K and W the width of the band. Choosing the latter
as W = 104 eV, the leads are effectively described in the
wide-band limit. A symmetric drop of the bias voltage
at the contacts is used.
Following a similar derivation as for a noninteracting

model,36 the HQMEs for vibrationally coupled transport
are obtained as

ρ̇
(n)
j (t) =−

(

iL̃S +

n
∑

i=1

γji

)

ρ
(n)
j (t)− i

∑

j

Ãσ̄ρ
(n+1)
j,j (t)

− i

n
∑

k=1

(−)n−kC̃jkρ
(n−1)
jrjk

(t), (1)

with the vector notation j = (jn, . . . , j1) and multi-index
j = (K,σ, l). Thereby, ρ(0) denotes the reduced density

operator of the system and ρ
(n)
j (n > 0) auxiliary density

operators, which describe bath-related observables such

as, e.g., the current 〈IK(t)〉 = iTrS

{

dXρ
(1)
K,+,l(t)− h.c.

}

.

The equations differ from those of the noninteracting
model by the superoperators Ã and C̃, which are dressed
by the shift operator X and read

Ãσ̄ρ(n) =dσ̄X σ̄ρ(n) + (−)nρ(n)dσ̄X σ̄, (2a)

C̃jρ
(n) =ησK,ld

σXσρ(n) − (−)nησ̄,∗K,lρ
(n)dσXσ. (2b)

In the calculations presented below, the coupled set of
equations is solved directly for the steady state by setting

ρ̇
(n)
j (t = ∞) = 0 (n ≥ 0). The hierarchy is truncated at a

maximum level nmax = 4, which provides quantitatively
converged results for the electrical current.
While the approach introduced above keeps the vibra-

tional mode as part of the system and thus allows a nu-
merically exact treatment, the approximate HQME ap-
proach by Jiang et al.40 treats it as part of the bath.
As a result of the polaron transformation, the modified
bath-coupling operators do not obey Gaussian statis-
tics. Consequently, a HQME treatment based on the
two-time correlation function neglects nonequilibrium vi-
brational excitation and partially electronic-vibrational
correlations.40 This will be demonstrated below.
In the following, we illustrate the performance of the

method by applications to representative models cover-
ing a broad range of parameters (see Tab. I). We also
use the numerically exact HQME approach to bench-
mark often used approximate methods including a Born-
Markov master equation (BMME),16,20,46 a 4th-order
(V 4

k ) non-Markovian ME47,48 as well as a NEGF ap-
proach within the self-consistent Born18,49,50 and the full
self-consistent Born20,50–52 approximation ((F)SCBA).
The FSCBA treats both electrons and vibrations self-
consistently, whereas the latter are not incorporated self-
consistently for the SCBA thus neglecting nonequilib-
rium vibrational excitation.

Model ǫ0 [eV] ǫ̃0 [eV] Ω [eV] λ [eV] T [K]

1 0.3 0.228 0.2 0.12 300

2 1.05 0.25 0.2 0.4 300

3 0.6 0.564 0.1 0.06 100

4 0.6 0.528 0.2 0.12 300

TABLE I. Summary of model parameters.

Fig. 1 shows the current-voltage characteristics (I-
V s) and the average vibrational excitation for moder-
ate (λ/Ω = 0.6) as well as strong (λ/Ω = 2) electronic-
vibrational coupling and for a range of molecule-lead cou-
pling strengths Γ. Focussing first on the I-V s for model 1
(λ/Ω = 0.6) and Γ = 0.01 eV (Fig. 1a), corresponding to
the nonadiabatic transport regime (Γ < Ω), the accurate
HQME results exhibit the typical Franck-Condon step
structure. The vibrational excitation depicted in the in-
set demonstrates the strong nonequilibrium character of
the transport process, which results in values significantly
larger than the thermal equilibrium value of 4.4 · 10−4.
The current-induced vibrational excitation results in a
suppression of the current for λ/Ω < 1.16 As a result,
the approximate HQME method of Jiang et al.,40 which
neglects the nonequilibrium vibrational excitation, over-
estimates the current in the resonant transport regime
(Φ & 2ǫ̃0). However, it includes the broadening of the
electronic level due to molecule-lead coupling, which is
completely neglected in the BMME. The 4th-order ME
calculation perfectly agrees with the accurate result in
this regime of small molecule-lead coupling.
In the regime of strong electronic-vibrational coupling
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FIG. 1. I-V s obtained by the accurate HQME approach and
different approximate methods. The results are shown for
model 1 (a,c,e) as well as model 2 (b,d,f).

(λ/Ω = 2, model 2), the first step in the I-V (Fig.
1b) is significantly smaller than for λ/Ω = 0.6. This
is a manifestation of Franck-Condon blockade.22 For
λ/Ω > 1, the transitions between the low-lying vibra-
tional states of the unoccupied and occupied molecular
bridge are exponentially suppressed. In this case, the
I-V obtained by Jiang’s approximate HQME approach
exhibits a lower current level than the accurate result be-
cause the Franck-Condon blockade is more pronounced if
the nonequilibrium excitation of the molecular bridge is
neglected.22 The 4th-order ME reproduces the accurate
result whereas the BMME shows small deviations due to
the neglected molecule-lead broadening.
Figs. 1c,d show I-V s for moderate molecule-lead inter-

action, Γ = 0.1 eV. The increased molecule-lead interac-
tion results in a broadening of the Franck-Condon steps.
As a result, the deviations of the results obtained by the
BMME are more pronounced than for Γ = 0.01 eV. For
λ/Ω = 0.6, the 4th-order ME calculation exhibits spu-
rious oscillations around the accurate result indicating
the breakdown of perturbation theory. A similar be-
havior has already been reported in Ref. 47 for a dou-
ble quantum dot with Coulomb interaction but without
electronic-vibrational coupling. Remarkably, these os-
cillations are much less pronounced for λ/Ω = 2 and
Γ = 0.1 eV. This can be attributed to the fact that
the effective molecule-lead coupling, which determines

the range of validity of the perturbative expansion, is
given by |Xmax|

2Γ.53

For strong molecule-lead coupling (Γ = 1 eV), corre-
sponding to the adiabatic transport regime (Γ > Ω),
the accurate HQME results predict almost linear I-V s
(Fig. 1e,f). For moderate electronic-vibrational cou-
pling (λ/Ω = 0.6), the approximate HQME result shows
rather good agreement, indicating negligible vibrational
nonequilibrium effects. For strong molecule-lead cou-
pling, the BM-approximation and the 4th-order ME
treatment are invalid. In the case of additional strong
electronic-vibrational coupling, also the approximate ver-
sion of the HQME method fails (data not shown).
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FIG. 2. IETS for model 3 and Γ = 6.667·10−3 eV. The purely
electronic contribution Iel has been substracted for a better
resolution of inelastic effects. The 4th-order ME as well as the
NEGF-SCBA approach are compared to the accurate HQME
approach in panel (a). The inset shows the peak-dip structure
at Φ = 0.328V for T = 50K. Panel (b) depicts a comparison
with the approximate version of the HQME approach.

Next, we consider in more detail the off-resonant trans-
port regime for low bias voltages Φ < 2ǫ̃0. In this regime
transport is governed by elastic and inelastic cotunneling
processes.44 The latter result in characteristic structures
in the inelastic electron tunneling spectrum (IETS), given
by the second derivative of the current d2I/dΦ2, which
have been observed for many molecular junctions.1,54–56

Even though we consider a single vibrational mode, we
already obtain a rather complex IETS, which is depicted
for model 3 in Fig. 2a. The accurate HQME results ex-
hibit a peak at Φ = Ω, which marks the onset of in-
elastic cotunneling via the emission of one vibrational
quantum. The satellite peak at Φ = 2Ω corresponding
to the emission of two vibrational quanta is suppressed
and appears as a shoulder because of the overlap with
the peak around Φ = Ω due to thermal broadening. For
Φ ∈ [0.28, 0.44]V, the graph exhibits a structure which
results from the superposition of two effects: (i) further
inelastic cotunneling peaks at Φ = 3Ω and Φ = 4Ω, the
intensity of which is, however, increasingly suppressed
and (ii) resonant transport processes facilitated by cur-
rent induced vibrational excitation. The latter processes
include the deexcitation by n vibrational quanta and be-
come active at the thresholds Φ = 2(ǫ̃0 − nΩ). These
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resonant transport processes are reflected by peaks in
the conductance and thus by a peak-dip feature in the
IETS, which is more clearly seen for lower temperature
in the inset of Fig. 2a.
The comparison of the numerically exact HQME re-

sults to results of approximate methods for the IETS re-
veals that the 4th-order ME provides a good approxima-
tion for Φ . 0.2V. For larger voltages it deviates signif-
icantly because it misses to some extent the broadening
due to molecule-lead coupling. This is especially appar-
ent in the lower temperature result in the inset of Fig.
2a, which has reduced thermal broadening. The NEGF-
SCBA approach underestimates the height of the first
peak at Φ = 0.1V in the IETS by almost 70 % and essen-
tially misses the second peak around Φ = 2Ω = 0.2V.52

This deficiency is a consequence of the thermal equilib-
rium treatment of the vibration. This is demonstrated
by the cyan line, which has been obtained by using the
average vibrational excitation obtained from the HQME
calculation as input for the SCBA calculation, resulting
in good agreement of the IETS with the HQME result
for Φ . 0.5V. The approximate version of the HQME
method (solid blue line in Fig. 2b) overestimates the
height of the inelastic cotunneling peaks profoundly. This
shows the importance of electronic-vibrational correla-
tions, in particular in the off-resonant transport regime.32
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FIG. 3. IETS (a) and differential conductance (b) for model
4 and different molecule-lead couplings Γ. The graphs de-
pict HQME results obtained with a truncation after the third
(solid lines) and fourth (filled circles) level of the hierarchy.
The dashed and dotted lines in panel (a) represent results of a
NEGF calculation within SCB- and FSCB-approximation. In
panel (b), the conductance-voltage characteristics is also de-
picted for the non-interacting system by dashed-dotted lines.

Finally, we consider in Fig. 3 the change of the IETS
line shape upon increase of the molecule-lead coupling,
which has been the focus of several theoretical stud-
ies recently.50,57–59 The HQME results show the tran-
sition of the inelastic cotunneling feature from a peak

(Γ . 0.6 eV) to a dip (Γ & 0.8 eV) via a dip-peak fea-
ture in the interval Γ ∈ [0.7, 0.75] eV. Qualitatively, our
results do not strictly follow the commonly used G0/2-
thumb-rule,1,41–44 which states that for a system with a
zero-bias conductance (determined in the non-interacting
case), which is smaller than half of the conductance quan-
tum G0, the IETS exhibits a peak, whereas it shows a
dip for higher zero-bias conductance. This rule was orig-
inally derived based on a lowest order perturbative ex-
pansion in electronic-vibrational coupling.41 Assuming a
thermally equilibrated vibration, it was later generalized
by Egger58 and Entin-Wohlman59 et al., who found that
the peak-dip transition is not universal at a zero bias
conductance of G0/2 but depends on all model param-
eters. They reported an upper bound of G0/2 for the
peak-dip transition. In contrast, the results obtained
for Γ = 0.6 eV (orange circles in Fig. 3a), correspond-
ing to a zero bias conductance of 0.54 G0 (0.5 G0 in
the non-interacting case) still exhibit a peak in the IETS
at Φ = Ω. The crossover between the peak- and dip-
like structure rather occurs for a zero bias conductance
between 0.62 G0 and 0.65 G0 (0.58 G0 and 0.61 G0 in
the non-interacting case) in model 4. This is demon-
strated by the green (Γ = 0.7 eV) and cyan (Γ = 0.75 eV)
circles, which show a dip-peak feature around Φ = Ω.
Our findings suggest that the deviations from the G0/2-
thumb-rule result from the nonequilibrium excitation of
the vibrational mode. This conjecture is confirmed by the
comparison of the HQME results with SCBA- as well as
FSCBA-calculations in Fig. 3. While the SCBA results,
which treat the vibration in equilibrium follow strictly
the G0/2-thumb-rule, the FSCBA, which incorporates
nonequilibrium effects within a perturbative treatment
are in rather good agreement with the HQME results.
The comparison of different truncation levels shows that
the HQME results for the conductance are quantitatively
converged for n = 4. For the IETS small deviations occur
for some of the parameters. This is not very surprising,
because the quantity d2(I − Iel)/dΦ

2 is more difficult to
converge than the current or the conductance (Fig. 3b).

In summary, the HQME method presented here al-
lows a numerically exact treatment of nonequilibrium
charge transport in nanosystems with strong electronic-
vibrational coupling. It covers a broad spectrum of pa-
rameters ranging from the nonadiabatic to the adiabatic
regime and including both resonant and off-resonant
transport. Being a nonperturbative method that includes
all nonequilibrium effects, it allows a comprehensive de-
scription of this complex transport problem, as demon-
strated here, for example, in the analysis of the structures
and line shapes of the IETS. In the current formulation,
the use of the exponential expansion of the bath corre-
lation functions limits the application to moderate and
high temperatures. Recent proposals60,61 to overcome
this limitation appear promising. The implementation of
such improved schemes as well as the extension of the
method to describe current fluctuations will be the sub-
ject of future work.
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Phys. Rev. B 91, 195418 (2015).
19 H. Ness, S. A. Shevlin, and A. J. Fisher,

Phys. Rev. B 63, 125422 (2001).
20 A. Mitra, I. Aleiner, and A. J. Millis,

Phys. Rev. B 69, 245302 (2004).
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