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With a perturbative treatment based on the Keldysh Green’s function technique, we study the
resonant enhancement of nonlinear interaction effects in a four-mode optomechanical ring. In such a
system, we identify five distinct types of resonant scattering between unperturbed polariton modes,
induced by the nonlinear optomechanical interaction. By computing the cavity density of states and
optomechanical induced transparency signal, we find that the largest nonlinear effects are induced
by a decay process involving the two phonon-like polaritons. In contrast to the conventional two-
mode optomechanical system, our proposed system can exhibit prominent nonlinear features even
in the regime when the single-photon coupling is much smaller than the cavity damping.

I. INTRODUCTION

Benefiting from the development of semiconductor fab-
rication and nanotechnology, cavity optomechanical sys-
tems are receiving increasing attention due to both fun-
damental reasons and potential applications [1-5]. In
particular, they provide a promising platform not only
for exploring macroscopic quantum mechanical behav-
iors [6-9], but also for sensitive measurements [10] and
quantum information processing [11, 12].

In cavity optomechanical systems, the interactions be-
tween single photon modes and mechanical modes are
intrinsically nonlinear [I]. Such nonlinear property is
able to trigger various interesting phenomena, like non-
classical states [13], photon blocking [14], cavity density
of states (DOS) splitting [15, 16], and so on. So far,
however, experiments have mostly investigated the lin-
ear regime, where significant achievements include the
obsevation of normal-mode splitting [17], cooling the me-
chanical mode to the ground state [18, 19], optomechan-
ically induced transparancy (OMIT) [20, 21], as well as
the demonstration of squeezed light [22-24].

Nonlinear features have been explored to a much lesser
extent because they are typically suppressed by the ratio
g/wm between the weak bare optomechanical coupling g
and the mechanical frequency w,, [14, 25]. Using lasers
to drive cavities, the coupling between photon modes and
mechanical modes can be enhanced effectively, but one
has to pay the price of smeared nonlinear effects. There-
fore, in order to observe nonlinear signatures, the cou-
pling strength g between a single photon and the mechan-
ical motion should be sufficiently large. In the past years,
great progress towards larger g had been obtained in var-
ious optomechanical devices, e.g., ultracold atoms in op-
tical resonators [26, 27], optomechanical crystals [23], as
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well as superconducting circuits [29]. This provides a
promising route for entering the nonlinear regime.

On the theoretical side, proposals for enhancing non-
linear effects are mostly based on two-mode optomechan-
ical systems [15, 16, 30-32]. In particular, previous works
have identified an interesting regime where the nonlinear
interaction causes the higher-frequency polariton (a joint
photonic-phononic excitation) to scatter resonantly into
two lower-frequency polaritons [15, 16, 30]. Then, the
nonlinear signatures are controlled by the ratio g/x. In
the resolved side-band regime, i.e., k < w,,, the con-
dition ¢ ~ k is much easier to achieve than g ~ wy,.
However, although the nonlinear effects are admittedly
greatly enhanced, to meet the required condition is still
a big challenge for most optomechanical platforms.

Following these motivations, we propose here a four-
mode cavity optomechanical ring in which the nonlinear
effects can be significantly more pronounced than in a
two-mode system. In particular, we expect large nonlin-
ear signatures with more routinely realizable experimen-
tal parameters. The nonlinear features are captured by
changes in either the cavity DOS or the OMIT signal.

Without nonlinear effects, the DOS exhibits four pro-
nounced Lorenzian peaks, corresponding to the normal
modes of the optomechanical ring. After including the
nonlinear interactions, the response of the normal modes
is modified and we find that nonlinear effects become
visible whenever the system meets one of five special res-
onant conditions. Among them, a purely intra-branch
scattering process between phonon-like excitations plays
a dominant role. In order to obtain a clear nonlinear sig-
nature, we suggest to perform the OMIT measurements
with a varying detuning or driving strength, which leads
to a pronounced peak (nonlinear signature) in the OMIT
reflection probability.

The paper is organized as follows. In Sec. II we intro-
duce the system Hamiltonian. The normal modes and po-
lariton damping rates are calculated in the linear regime
in Sec. III. In Sec. IV we include a weak nonlinear inter-
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action and study its effect on the cavity DOS. In Sec. V
we present our main results and in Sec. VI we provide
an explicit comparison of the two-mode and four-mode
systems. A specific realization of the four-mode optome-
chanical model is discussed in Sec. VII. Finally, we con-
clude in Sec. VIII and provide additional technical details
in Appendices A and B.

II. SYSTEM

The system under consideration is illustrated in Fig. 1:
it is a periodic ring formed by two elementary optome-
chanical unit cells. While such configuration could be
realized by several alternative implementations, a simple
setup with two mechanical elements in a single cavity is
explicitly discussed in Sec. VII.

Within each unit cell of the ring, the internal bare cou-
pling between the photon mode of the cavity (frequency
w., damping rate k) and the phonon mode of the me-
chanical oscillator (frequency w,,, damping rate ) is g1,
while the bare optomechanical couplings between differ-
ent cells are g5. Driving the two cavities with identical
lasers (frequencies wy,), the effective couplings between
photon modes and mechanical modes are enhanced to
G and G, respectively. Accordingly, the system Hamil-
tonian can be written into three parts [1]:

ﬁ - ]:]0 + ﬁnl + Igldism (1)

where the first term contains the linear part of the in-
teraction. In a rotating frame at the laser frequency wy,,
and after a standard displacement transformation of the
photon modes, Hy is given by (h = 1):
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where A = wp, — w, is the detuning of the two drives,
3172 are the displacement operators describing the photon
modes, and 81,2 represent the phonon modes. In Eq. (2)
we use the convention lA)O = 82. The nonlinear term is:

Hy= > (gldLJn(Bn + %) + godl dp (b1 + Bl_l))

n=1,2
(3)
It should be noted that the couplings G2 and g2 are
not independent, since:

G1/g1 = Ga/gs = /N, (4)

where N, > 1 is the average number of photons in the
driven cavities.

Finally, Haiss describes the effect of dissipative baths,
which we assume Markovian over the frequencies of in-

FIG. 1. Schematic illustration of the 4-mode optomechanical
ring. It consists of two cavities (circles) and two mechanical
oscillators (diamonds). gi,2 and Gi,2 indicate the bare and
dressed optomechanical couplings, respectively.

terest, and is given by:
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where 6,, ; (P ;) are the optical (phononic) bath oper-
ators for mode n = 1,2. For simplicity, we take all the
optical (mechanical) baths with identical linewidths ()
and density of states p. (pm). Like the cavity modes, the
optical baths are written in a frame rotating at frequency
wr, (the original bath frequencies are A,, ; +wr,). In the
first line we have neglected the fast-oscillating interac-
tion terms proportional to et?®rt  Instead, it is only
legitimate to perform the rotating-wave approximation
in the interaction with the mechanical bath after having
introduced polariton eigenmodes [15].

III. THE LINEAR REGIME

We first consider H in the absence of non-linear terms
(912 = 0), when the system is described by non-
interacting polaritons, i.e., normal modes which are mix-
tures of photon and phonon modes. The polaritons are
characterized by their own frequencies, damping rates,
and temperatures, which are obtained below and allow
us to compute the cavity DOS in the linear regime.

These results will also be useful in Sec. IV, as the po-
lariton basis is more convenient than the photon-phonon
basis for handling the nonlinearity. Although we will
only include non-linear effects in a chain with N = 2
unit cells (like in Fig. 1), we provide in this section the
general treatment of arbitrary even N, which could be
useful for further generalizations.



A. Normal modes and polariton basis

We focus in the following on A < 0, as in the blue-
detuned regime (A > 0) the region of stability is much
smaller due to the occurrence of self-induced oscillations
[33, 34]. The normal modes are given by ¢, polariton

operators bringing Hy to diagonal form:

Hy =" wontl ok, (6)
o,k

where k = 2jm /N (with j = 1,2,..., N). All wavevectors
are defined mod 27, and o = 4+ (—) indicates the upper
(lower) polariton branch with frequency:

A? 4 w2
wi7k¢ + — \/

G, is the k-dependent many-photon coupling:

2 + 16w, |A|GE.
(7)

G = /G2 + G3 + 261G cos (8)

which can be alternatively defined from G + Goe't =
Gre'® . The phase ¢y, is irrelevant for the polariton fre-
quencies, but enters the linear transformation leading to

Eq. (6):

k)T’ (9)
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where T indicates the transpose. The matrix elements of
V (k) are explicitly given as follows:

eiPr/2

Vi,271(k) = 5 fx (Wi /w_ k) cos b, (10)
eiPr/2 .

Viggi(k) = —5—f1 (Wm/w 1) sin by, (11)

e~ 1Pk /2

Vaoz1(k) = — fx (|Al/w— k) sin Oy, (12)
e—zm/?

Vaszi(k) = fx (JAl /w4 k) cos O, (13)

= /r++/1/x. The mixing angle

where we defined fy(x
0. satisfies:

4Gk\/ |A|wm ek

tan 26, = ATz ef0,7/2].  (14)
If we specialize these expressions to N = 2, the

wavevector can only assume the values k = 7, 2w. There-
fore, k and —k [appearing on the right hand side of
Eq. (9)] are always equivalent in our case. For N = 2, the
many-photon couplings are simply given by G, = G4
and G, = G_, where

Gy =G £ Gs. (15)

Without loss of generality we will assume G, G_ > 0
(i.e., G1 > |Ga| > 0). If we require wy j, > 0, we obtain

from Eq. (7) an approximate condition for the onset of
the optomechanical instability [35-37]:

G < 5 VI = G (16)

Here, the critical value G, neglects the effect of rela-
tively small dampings k,~y. Our treatment of non-linear
interactions will be only valid sufficiently far from the
instability.

B. Polariton damping rates and polariton
temperatures

The effective polariton damping rates and tempera-
tures are derived by substituting Eq. (9) into Eq. (5).
We can apply the rotating-wave approximation to the
interaction of the system with the mechanical baths, giv-

v eikn
Ty =—— Vi
Vo = Tellon

+(Vis(k) + Via(R)ph s — He], (A7)

k) + Vis(k))pl e 1

where n =1,2,..., N. The matrix elements of V (k) can
be found in Eqgs. (10-13) and satisfy [V;(—k)]* = Vi, (k).
Similarly, the interaction with the optical baths is:

zkn
W5 27Tpc Z V21 (k)o!,
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Here we should not discard the counter-rotating terms
since the bath frequencies in Eq. (5) satisfy A,, ; > —wp,
which allows for “quantum heating” effects [36].
Equations (17) and (18) show that each of the po-
laritons, which is in general a linear combination of all
mechanical and optical modes, interacts with 2N reser-
voirs. Treating all the polariton baths as independent,
which is justified if in the assumption of weak dissipation
KyY € Wk, |lwekx — w— k|, we can perform a standard
derivation of the Heisenberg-Langevin equations for ¢, x:

Ko,k A

2’ ka(t) — mga,k(t)a (19)

bok(t) = —iwg kCo(t) —

where the polariton damping rates are given by:

g = £ [[Vaa(K)[? —
Kok = K [|Var (k) —

[Vaa (k) P] + [ Vaa(k) + Via(k)[%,
Vas (k)] +71Via (k) + Vs (k).

(20)
The noise operators f,,,k(t) satisfy:

(€] (1) n(t2)) = N 8(t1 — ta), (21)
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FIG. 2. (Color online) Polariton damping rates (a) and po-
lariton temperatures (b) as functions of wave vector k. The
upper (+) and lower (—) branches are respectively shown as
solid and dashed curves. For N = 2, only the 7= and 27 modes
(black points) play a role. We used Egs. (20) and (22) with
the parameters A = —1.5wn,, G- = 0.2wm, G+ = 0.4wp,
T =0,and v/k = 107"

with the following occupation numbers of the polariton
modes:

K[ Vaa (k)2 + 9 Via (k) + Via (k) Pr(wy k)

N4k = P )
N — £[Ves(R)? +7[Via (k) + Vig (k) Pr(w-x) (22)
Kk

In the equations above, which generalized the two-mode
case [15] to our periodic chain, n(w, ) = [e¥or/(kBT) —
1]7! is the Bose-Einstein distribution evaluated at po-
lariton frequency w, j and environmental temperature
T. As expected, the stationary state is out of equilib-
rium: interpreting the polariton occupations in terms of
effective temperatures T, 5, (through the relation n, ; =
[ewor/(FBTok) — 1]71) it is easily seen that the four po-
lariton temperatures are in general all different, and do
not coincide with the environmental temperature 7. An
example of the momentum dependence of the damping
rates and effective temperatures is given in Fig. 2.

Using Egs. (10-13), we find a more explicit expression
for the damping rates:

Kt o = K cos? O + badli] SH
+,k

K = K sin? 0 +’y cos? 0y, (23)
—k

which makes clear how the mixing angle 6 plays an
important role in controlling the decay of the polari-
ton modes. In particular, for A = —w,, one has
0 = /4, implying strongly mixed polariton modes and
Kyk = K_p =~ Kk/2 (assuming, as is usually the case,
that the contribution from v < « is negligible). On the
other hand, for |A| away from w,,, the + (=) polaritons
have a photonic (phononic) character. We shall be espe-
cially interested in the limit |A] > wy,; in this regime,
0, < 1 and the phononic mode ¢_ j, is characterized by
K—k < K.

For the polariton occupations, the expressions analo-
gous to Eq. (23) can also be easily obtained:

2 —1
8 el (3 g, )
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where for simplicity we assumed T = 0.

C. Cavity DOS

In the linear regime, physical observables can be di-
rectly obtained from the polariton representation. In the
following we will pay special attention to the cavity DOS,
which is obtained as follows:

PP = G (b, )], (25)
where GH(A, B;w) = —i [*_dte™tO(t)([A(t), B(0)]) is

the retarded Green s functlon with ©(t) the Heaviside
step function. Note that we use “0” to distinguish the
linear case from the nonlinear one, thus the time evolu-
tion and expectation value refer here to the linear Hamil-
tonian H() + Hdlss

Since all the cavities of the ring are equivalent, p&o) [w]

is independent of n. This is easily seen by comput-
ing G&(d,,d;w) in terms of polariton modes. The
polariton Green’s functions are diagonal and have no
anomalous components, i.e., G (¢, k, o k;w) = 0 and

G (Co e L1 13 w) = G O G (0, ks w) where:

G0, k;w) = (W — Wo ik + iker/2) " (26)

The linear transformation Eq. (9) gives:

1
G (dny diw) = 57 3 [IVar (k) G5 (= s )

k
+ [Var (k) PG5 (4, s w) + [Vas (k)2 (G5 (= ks —w))*
+HVaa () (G5 (+, ks —w)) "], (27)

which allows us to compute the cavity DOS of the op-
tomechanical ring in the linear regime. We will focus
on the case N = 2 and consider the much larger fea-
tures at w > 0, consisting in four peaks at the normal
mode frequencies. The strength of these peaks is given
by |Va;(k)|? (j = 1,2 and k = 7, 2) and the width is the
corresponding polariton damping rate.



IV. TREATMENT OF NONLINEAR
INTERACTIONS

To take into account the non-linear interactions, it is
more convenient to express Eq. (3) in terms of polaritons:

Ha=Y" (gsé;kémqé%k_q +gel el el o+ H.c.)

S

+D_ Aok (élk + 5o,k) : (28)

o,k

where s = (o, u, v; k, q) is a collective label for the scat-
tering process. In our specific model momentum is con-
served mod 27 but, besides this restriction, all possible
scattering terms are allowed in Eq. (28). The coefficients
s, g, are proportional to g1 2 and can be evaluated by us-
ing Eq. (9), although the explicit expressions are rather
cumbersome (see Appendix A). The linear terms in the
second line arise from normal ordering, with A, j also
proportional to gi 2.

Although there are many nonlinear interaction terms
in Eq. (28), only few of them play a significant role. In
fact, due to the smallness of the nonlinear couplings g 2,
it is allowed to neglect in Eq. (28) all but the resonant
processes. This leaves us with:

A~ /
T = 37 (360h wuatun—q + He ), (29)

where the prime indicates that we only include the terms
which can satisfy:

Wo,k = Wp,q T Wy k—q; (30)

for a suitable choice of parameters. The conditions to re-
alize such resonant scattering processes are discussed in
detail below. Based on the simplified non-linear interac-
tion Eq. (29), it is possible to compute the full retarded
Green’s functions G and identify the regimes where ef-
fects of the non-linear interaction are strongest.

A. Resonant conditions

Equation (30) can be interpreted in terms of a decay
process of polariton (o, k) into two lower-energy polari-
tons. Five of these processes are allowed, and we have
illustrated them in Fig. 3.

For a generic optomechanical chain, Eq. (30) is not
satisfied for any of the five processes, but we can try
to enforce one of the resonant conditions by tuning the
controllable parameters G4+ and A. In the following dis-
cussion we choose to adjust G, which allows us an easier
comparison to the two-mode system. Then, at given val-
ues of A and G_, Eq. (30) determines the resonant value
of G4. The only difficulty is that sometimes such solu-
tion does not exist. One should still pay attention to the
stability condition Eq. (16), and the specific form of the
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FIG. 3. (Color online) The five allowed resonant scattering
processes. For each case, the left panel illustrates the resonant
scattering between polaritons. The corresponding right panel
gives the allowed region (in shaded color). In the left panels,
the two polariton branches are given by Eq. (7). We used
A = —wpm, G- = 0.26w,, (a,b,c), G- = 0.46w., (d,e), and the
value of G4 enforcing resonance. In the right panels we have
indicated the instability line G_ = /|A|wm /2 (red dashed).
The top right panel also shows the resonant line of the two-
mode system (white dot-dashed).

dispersion relation Eq. (7) gives further restrictions on
the parameter range where resonances can occur. There-
fore, in each of the five cases we have indicated in Fig. 3
the colored region where a physical solution for G can
actually be found (right panels).

To give an explicit example, we specialize on process
(e), which will play a special role in the following. The
(yellow) allowed region of Fig. 3(e) is defined by:

G(e) S G_ S Gcri» (31)

—,min



where

3wm w2,
G - \/16'A <A2 B T)’
| \/% (wgn_%% —Wm gAgO
(32)

Within this region, the resonance is enforced by the fol-
lowing choice of G4:

2 2 2 2
() (W2 —wh /A (W2 — A%/4)
=2 .
Gy \/ |Alwm

A < —wp,

(33)

The remaining four cases are given in Appendix B. We
also note that, in fact, there are two more processes al-
lowed by energy and momentum conservation:

Wi 2r = 2W4 g, and Wy or =Wy gx +wWo g (34)

However, a detailed analysis shows that these processes
have vanishing allowed regions, thus are omitted in Fig. 3.

In general, even if the allowed regions intersect, dif-
ferent resonances cannot be realized simultaneously. For
example, the (cyan) region of resonance (b) contains the

(green) region of resonance (c) but in general GE:) # GE:‘)
(see Appendix B). The only exception is at G4 = G_,
when processes (a), (b), and (c) are all simultaneously re-
alized. This occurs because (a), (b), and (c) are all inter-
branch resonances, where the + polariton exclusively de-
cays into the — branch, and at this special point the chain
breaks down into two disjoint two-mode systems.

On the other hand, processes (d) and (e) have an intra-
branch character, since the initial excitation decays into
respectively one or two polaritons belonging to the ini-
tial branch. An important feature of these intra-branch
resonances is that they can be realized in an unbounded
region, i.e., the value of |A| can become arbitrary large at
the expense of increasing the dressed coupling G_. This
feature is new with respect to the two-mode case [15, 16],
and is actually very useful to achieve stronger nonlinear
effects.

Another interesting property of these intra-branch pro-
cesses, shared with (b), is that they allow to explore the
resonance condition in the proximity of the instability
regime, where non-linear effects are expected to be natu-
rally enhanced. This is impossible in the two-mode case,
where instability boundary and resonant condition are
always well distinct (see the dashed and dot-dashed lines
in the top right panel of Fig. 3).

B. Retarded self-energy

To characterize the leading corrections to the non-
interacting retarded Green’s function we make use of the
Keldysh diagrammatic technique, which is appropriate
for the driven-dissipative system at hand.

As we restrict ourselves to resonant processes, we com-
pute G (o, k;w) = QR(ca,k,c;k;w) by considering the
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FIG. 4. (Color online) The four types of second-order self-
energy, respectively given by Egs. (39), (40), (41), and (42)
of the main text (from top to bottom). The labeling of the
Green’s functions with (o, k), (1, q), and (v, k — gq) follows the
notation of Eq. (29), taking into account that (1a) and (2a)
involve identical polaritons, thus (v, k — q) = (i, q).

approximate nonlinear interaction Eq. (29). It is well
known that the Dyson equation for the retarded Green’s
function is diagonal in the R index, and Eq. (26) becomes:

G (0, /3 w) = (@ — o + Ko /2 — B () . (35)

However, the retarded self-energy Eﬁ x(w) involves the
advanced (A) and Keldysh (K) Green’s functions. In

the noninteracting case, they are obtained from Egs. (26)
and (22) as follows:

g(l)éx(cn ’i;w) = [g(l)%(o—a H;w)]* y (36)
G¥ (0, k;w) = 2i(2n, . + 1)Im [gé%(o, mw)].  (37)

To second-order, the result of the Keldysh calculation
is illustrated by the self-energy diagrams shown in Fig. 4.
Below we will give the explicit expression of each dia-
gram, see Eqs. (39-42). As a preliminary discussion, we
first describe the structure of the different contributions
originating from a given scattering term, of the form
gséi7kéu7qéy7k_q. In fact, such a nonlinear interaction
gives rise to two types of self-energies.

In the first type [diagrams (1a) and (1b) of Fig. 4], the
incoming polariton (o, k) decays to (u,q) and (v,k — q).
These polaritons then recombine into the outgoing (o, k)
Green’s function. The second type of self-energy occurs
when, say, the incoming polariton is (i, ¢) [diagrams (2a)
and (2b) of Fig. 4]. The simultaneous destruction of (y, q)
and (v, k — q) generates a (o, k) polariton in the internal
bubble.



While the above considerations are the same as the
two-mode system [15, 36], a difference arises here due to
the presence of four modes instead of two. In the two-
mode system, the two low-energy polaritons are neces-
sarily identical but here they can belong to two different
modes, as shown in Fig. 3(c¢) and (d). Correspondingly,
we distinguish in Fig. 4 between self-energies of type (1a)
and (2a), which involve identical polaritons, and type
(1b) and (2b), where the low-energy polaritons are differ-
ent. As we discuss below, the difference between having
identical /unequal polaritons is just a symmetry factor.

Having clarified the general structure of the different
contributions to the self-energy, we write it as follows:

Sha@) = ZOkw), (38)

where ¢ runs over the five scattering processes of Fig. 3.
In general, some of the Z((;)k (w) will be absent from the
sum since (o, k) is not involved in all the processes. For
example, polariton (+,27) only appears in (a), (b), and
(d). It is also clear that (i) and (o, k) determine unam-
biguously if the diagram is of type (1a), (1b), (2a), or
(2b). The complete classification is given in Table I.

Finally, we give the explicit expression of E((;)k (w). If
it belongs to type (1la), it is given by:

i - T dw'
Ef,)k (w) = 2ig? / ggé((lhq; WGt (1, gy w — ')
2@3 (1+2n,,)
W= 2w ik

o type (13)] - (39)

where s is directly related to (7). Instead, if E((;)k (w) is of
type (1b) it is given by:

s~2 x /
i 15 dw
S0 (W) =22 / — [G8 (1 ;GG (v ke — w — W)
’ 2 21
+ Gy (v k= ;)G (g w — )]
_ G2 (14 nyug + Nuk—g) .
W= Wyq — Wyk—q + i(Kug + Kuk—q)/2

[type (1b)]  (40)

Type (2a) is given by:

i » 0Odw’
20, @) =22 [ 5 105 (G o ki + )

+G5 (0, k3 )G (1, g5 0" — w)]
_ 492 (Ny,q — Mo k)
W= Wo s + Wpg + (Ko + Kpyg)/2
[type (2a)] (41)

i . Types of
o,k Nonhnear 1 | Self-energy My
Interaction Term Self-energy
~ ¥ (a)
8.C,0nC s e a Ze |
a
5t b
+27 8.C07C0iConn he. b E(t;”
gcl e ¢, +he d = 2b
ST -+ 2 - +21
gclc e, +he c )
+,7 ’ 15
. (d)
828 2Cs2n +he. d Z+.7[
. (b
gxci,er -2z -2m + h C. b 2*.2]}.‘ 2a
-2 gxci‘”cﬁ”ci‘u +he. C 2(_‘:;” 2b
. . . (e)
&c e e the e Z:M la
v . (@
8., e a Z:ﬂ 2a
gcl e e, the c Z(f:[
o 5o (@) 2b
g\-c+,7r - +2n + h C d Zf,n
O (e)
gl the | e |z 2a

TABLE 1. Classification of the terms entering Eq. (38). The
last column follows Fig. 4.

while type (2b) reads:

<~2 e !
i _ 95 dw K . R .
20 (w) =5 / o (G5 (v, k — q;w")GgH (0, ks w' + w)
+g0I((O—7 k7 wl)gaﬁl(y7 k - Q»w/ - Ld)]
_ gg(nu,qu - ntf,k)
W — Wok T Wyk—q T i(ﬁo,k + fﬂy,k—q)/Q.
[type (2b)] (42)

Equations (39) and (41), are in agreement with the
ones obtained for two-mode case [15, 36]. The self-energy
in Eq. (40) is directly related to Eq. (39): by setting
(v,q — k) = (p,q) in Eq. (40) we recover one half of
Eq. (39). The additional factor of 2 reflects two equiva-
lent ways to pair the bosonic operators in the self-energy,
if the two internal lines belong to identical polaritons.
Similarly, setting (v,q — k) = (p,q) in Eq. (42) we re-
cover one quarter of Eq. (41). The factor of 4 arises
from the two equivalent choices to contract each exter-
nal bosonic operator with the vertex, which carries two
identical polariton operators.

The above expressions give us the four polariton re-
tarded Green’s functions, from which the cavity Green’s
function G¥(d,,,d};w) is computed through a transfor-
mation identical to Eq. (27). Evidently, the cavity DOS:

palel] = TG (dy, df ), (43)

is modified from the noninteracting value of Eq. (25) by
the nonlinear effects. In the next section we will present
the physical consequences of the nonlinearity on DOS
and OMIT signal, obtained through this formalism.
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FIG. 5. (Color online) Plot of Z,,; as a function of G+ at fixed
A = —1.5w;,. Nonlinear effects are visible along five curves,
corresponding to the resonant conditions of Sec. IV A. Fol-
lowing Fig. 3, the five cases are labeled as (a,b,c,d,e). In
the left panel we assumed a small value k/w,, = 0.01, thus
the resonances are much sharper. In the right panel we used
k/wm = 0.1, and the same resonances are still recognizable.
In both panels, prominent nonlinear effects are associated
with process (e). The (yellow) dot-dashed lines indicate the
condition of two decoupled optomechanical cells (G4 = G_,
giving G2 = 0) while the (white) dashed lines refer to the
specific setup discussed in Sec. VII (G- /G4 = 1.187). Other
parameters are: v/k = 107% g1/k =2 x 1072, and T = 0.

V. RESULTS AND DISCUSSION

In this section we would like to identify and discuss
the regime where the nonlinearities generate the largest
effects, thus we introduce the following quantity:

lpa(w) — p{ ()]
p{ (W)

which is the largest relative change in the DOS over the
whole spectrum.

A representative plot of Z,,; as a function of G4 (at
fixed detuning A = —1.5w,,) is shown in Fig. 5, where Z,;
was evaluated using the second-order self energy derived
with the Keldysh technique. As seen, nonlinear effects
are generally negligible except in the regions around the
five curves corresponding to the resonant conditions of
Fig. 3 (as marked by the labels). Note that Z, is very
small far from the five curves, which provides a justifica-
tion for neglecting all the nonresonant terms of Hy).

At different values of A, we obtain features similar to
Fig. 5, with the only notable difference that outside the
interval —2w,,, < A < —w,,/2 only the resonant curves
(d) and (e) survive, in agreement with the allowed re-
gions shown in Fig. 3. Accordingly, we suppose that sys-
tem parameters are tuned to one of the resonances, and

7,1 = max,, [ ) (44)

focus on process (e). This implies G = Ggf), given in

Eq. (33). The resulting Z,; becomes a function of the

tunable parameters G_ and A and is shown in Fig. 6.
From Fig. 6 we see that nonlinear effects can be en-
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FIG. 6. (Color online) Plot of Z,; as a function of |A|/wm,

and A = G_/Gri. Here G4 is fixed by resonant condition (e).

The nonlinear signal is only shown in the allowed region of

Fig. 3(e). When |A|/wm, is large, the lower edge of the allowed

region approaches A = v/3/2 (dashed line). Other parameters
are as in the right panel of Fig. 5.

hanced by approaching the unstable boundary and work-
ing at larger negative detunings. The origin of this be-
havior will be clarified in the rest of this section, where
process (e) is analyzed in detail.

A. Nonlinear effects on the (—,27) polariton

The main motivation to choose the purely intra-branch
process (e) is that it is the one where the nonlinear effect
is strongest, as already seen in Fig. 5. However, if desired,
the following treatment could be adapted to the other
four resonances.

As we will discuss shortly, the peculiar feature of pro-
cess (e) is that the scattering occurs between very weakly
damped ‘phononic’ polaritons. To expose this physics, we
derive an analytic expression for Z,; based on:

iz(_e?zﬂ(w—,%) 432(1+2n_ ;)
Coegr ™ =
57,27-;-/2

; (45)

R nkh— 271

which we introduced following the analysis of Ref. [15].
The effective coupling is go = §(— — —;2x,x) [see the no-
tation introduced after Eq. (28) and the formulas of Ap-
pendix A] and in the last equality we used Eq. (39) for
the self-energy. The final form of Eq. (45) is analogous
to the two-mode system, since the type of resonant scat-
tering is the same. However, the parameter dependence
of the various quantities entering Ceg is rather different.
We postpone to Sec. VI an explicit comparison between
the two cases.

The connection of Ceg and Z, is easily found by con-
sidering the following approximation:

[Var (2)[?/2

QR(dn,dL;w) ~ o)
W—wW_ or +ik_2:/2 — Zf&r(w)

i

(46)



which only includes one contribution to G(d,,, d} ;w) [see
Eq. (27), where GJ'(—,2m;w) should be substituted by
Gh(—,2mw) = QR(é_gw,éLQﬁ;w)]. This approximation
is justified for w ~ w_ 2, and we have also neglected in
Eq (46) the small contributions to the self-energy from
processes (b) and (c). Similar approximations can be
applied to the noninteracting Green’s function, obtained

by setting E(_e,% — 0 in Eq. (46). Finally, from Eqgs. (44)

and (46), and using the fact that the largest nonlinear
effects occur at w = w_ 27, We get:

~ Ccf'f
1 + Ceff ’

For typical small bare couplings g; 2, one has Cog < 1
and Eq. (47) gives Z,1 ~ Cegr. On the other hand, the
possibility of approaching Ceg,Z,) ~ 1 is very interesting
and in a four-mode system it should be much easier to
reach this regime. In the two-mode system it was found
that the perturbative treatment compares favorably to a
numerical solution of the master equation, even if non-
linear effects are very strong [15]. Therefore, we expect
that the quantitative predictions of our theory can still
be valid when Cog ~ 1. More precise conditions for the
validity of our treatment will be given below.

We have already noted that Fig. 6 indicates an inter-
esting enhancement of the Z,,; with detuning. To discuss
Eq. (45) in the limit of large |A|/wyy, it is useful to define
the parameter \:

T (47)

A=G_/Gai, (48)

which is in the allowed interval \/§/2 < A < 1 when
|Al/wm > 1 (see also Fig. 6). At large detuning, the
other dressed coupling and the polariton frequencies are
given respectively by G4 ~ V4X2 — 3Gey and w_ , =
W_27/2 ~ wyV1— A2, The polariton decay rates are
found as follows:

2

w v
Foow N2y ,
’ A2 V1T-A2
2
gn o (402 — 3) Em 7 4
Ko am 2~ ( Iapttor—e W)

and the asymptotic expressions for g. and n_ . are (see
details in Appendix A):

5 94N =3)c(N)? (Wi ) 5
ge = W W 915 (50)

27,2 \ 1
’ 4v/1 — A2 K A2y/1 — )2

where ¢(\) = A2/(\ 4+ v/4)2 — 3) is a numerical factor of
order unity. In Eq. (51) we assumed T = 0.

Combining these results and neglecting the (usually
small) mechanical damping v we finally reach the impor-
tant formula:

ot (20 (B

8 12 16 20

|Al/wn,

FIG. 7. (Color online) Dependence of Z,,; on |A|/wy, at sev-
eral values of A = G_/Geri = 0.9,0.97,0.99 (bottom to top).
Other parameters are as in the right panel of Fig. 5. When
T < 1, the full results (solid) are in agreement with the
approximated Ceg (dashed, red), given by Eq. (52). We also
use Eq. (52) to plot Cegr/(1 + Cer) (dotted, green). Beyond
the range of the plot, the agreement will be lost and Z,,; even-

tually decreases to zero. See Eqgs. (55) and (56), and related
discussions.

In deriving this expression we have also used 14+2n_ , ~
2n_ ., which is justified at large |A|/w,, and A ~ 1.

As shown in Fig. 7, Eq. (52) describes well the non-
linear effects. Figure 7 also demonstrates the potential
of observing very large nonlinear effects, and even reach
Cor > 1. Notice that Cegr = 1 gives Z,,) ~ 1/2, i.e., a
50% change in the DOS.

B. Enhancement induced by detuning

A strong dependence on (|A|/w,,)? appears in Eq. (52)
and, by making use of Eqs. (49-51), we can trace its ori-
gin. As it turns out, the largest power is contributed by
the effective dampings since:

2
Wi
K~ FKoor X | == | K, (53)
(|A|)

giving a factor (w,,/|A])* in the denominator of Eq. (45).
The enhancement from the effective dampings is partially
compensated by the decrease of the effective coupling:

Wm

gen_x o <A|> 93, (54)

which reflects the quadratic suppression of §2 and a linear
enhancement of quantum heating, n_ , x |A|/wy,.

The physical origin of these dependences can be un-
derstood by noticing that when |A|/w,, > 1 the cou-
pling between optical and mechanical modes is much
smaller than the gap |A]: from Eq. (48) we see that
G+ ~ Gai = /|Alwn/2 < |A]l. Thus, the two low-
energy polaritons are mechanical modes with a very weak
coupling to the optical modes. This is why the polariton
decay rates can be effectively reduced by a larger detun-
ing, which suppresses the mixing with the much strongly



damped cavities. On the other hand, a large |A| is also
suppressing the effective coupling, as purely mechanical
modes do not interact with each other.

It should be stressed that the above discussions neglect
the role of mechanical damping v, which is only justified
when:

. el B (55)

2 2

AP _ <\/1 ) ) K
m

Typically, v < k and the condition in Eq. (55) is not
very restrictive, except when approaching the instabil-
ity (A — 1). However, it is instructive to check what
happens when Eq. (55) is violated: since the dampings
saturate to K_ r ~ K_ 2, ~ 7 and the dependence of Ceg
and Z, is dominated by the quickly vanishing effective
coupling G2n_ . ~ (wm/|A])3g3k/7, nonlinear effects dis-
appear if |A] is too large. The optimal detuning can be
estimated as:

Agpt ~ —wWm/ K/ (56)

The best working point, however, might be dictated
by other considerations, e.g., limitations on the largest

achievable couplings (since G4 ~ /|Alwy,).

C. Enhancement towards the unstable regime

Another possible strategy to enhance Z,;, suggested
by Eq. (52), is to tune parameters in proximity of the
instability. In fact, Eq. (52) shows a divergence in the
limit A — 1. At variance with the previous discussion,
this effect is not due to the polariton linewidths (which
are approximately independent of A) but can be traced
down to the divergence in effective coupling and occupa-
tion, respectively given by Egs. (50) and (51).

In principle, this would allow to achieve large nonlinear
effects even at fixed moderate detuning. However, the
perturbative treatment will eventually break down at the
instability. Notice that, to discuss the validity of our
theory at A — 1, we should take into account not only the
larger effective coupling, but also the vanishing polariton
energies. Since w_ 9, = 2w_, — 0, the linewidths of
the two relevant polaritons can approach their energy
separation. We should require w_ > K_ on,k_x oI,

equivalently:
wmk [
1 — )\2 >> max |:|A|2, @ . (57)

For moderate detuning, the first quantity in the square
brackets is usually larger. For example, if we assume
|Al/wpm ~ 3 and a rather typical value v/w,, ~ 107, the
inequality wpr/|A]?2 > \/v/wm implies k/w, > 1072,
which is usually the case. In this regime we have
V1I—=22 > w,k/|A]? > \/7/wm and A ~ 1, implying

that also Eq. (55) is satisfied.

10

Unless we approach very closely the unstable regime
and/or the optical damping k is relatively large, the con-
dition of Eq. (57) does not pose a restriction to the valid-
ity of our theory. For example, Eq. (57) is well satisfied
for the results shown in Fig. 7 where it gives 1—\ > 1074
at |A] = 1.5w,, (at larger |A| the condition becomes even
less restrictive).

It is also interesting to discuss the largest nonlinear
effects which can be obtained before the perturbative
treatment breaks down. By taking into account Eq. (57),
Eq. (52) gives:

Cw < (‘Lm)“ (|A>11 gt (58)

32\ Kk W, k2’

where the right-hand-side can be much larger or much
smaller than one, depending on system parameters. For
example, for g;/k = 1073, k/w,, = 1/10, and |A|/wy, ~
3 (similar to Fig. 7), Eq. (58) gives Cog < 500. On
the other hand, a system with x/wy, ~ 1 (barely in the
resolved sideband regime) gives a much more restrictive
Cest < 0.05 keeping g1 /k and |A|/w,, unchanged.

In summary, while it is clear that a non-perturbative
description becomes necessary close to the instability,
Eq. (58) indicates that at sufficiently small x/w,, and
wm/|A| our treatment is valid up to Ceg > 1, i.e., when
strong nonlinear effects are well established. Generally
speaking, a smaller value of k/w,, is advantageous in ob-
serving the effects of nonlinearity, and also greatly ex-
tends the regime of validity of our theory.

D. Spectral properties and OMIT signal

The nonlinear effects discussed so far could be observed
in OMIT experiments [20, 21], where one of the cavities
is probed through a weak laser (in addition to the strong
drive). The reflection coeflicient for the probe can be
computed from G# as [15]:

r(wp) = 1 —ikepG R (dy, dl;wp), (59)

where k¢p < K is the contribution to the cavity damping
from coupling to the input/output modes. In fact, the
OMIT signal is strictly related to the density of states
palw]: at small Kep, it is easy to show that

|7"(cup)|2 ~ 1 — 2MKeppalwp)- (60)

For parameters satisfying resonant condition (e), we
show in Fig. 8 typical examples of the frequency depen-
dence around w_ o, both for the DOS and the OMIT
signal. In panel (a) of Fig. 8 we also provide a com-
parison of the Keldysh approach with a direct numerical
solution of the master equation [38] (black points). We
find good agreement between the two approaches.

At variance with the two-mode system [15, 16], the
spectrum in Fig. 8 remains qualitatively the same in the
presence of nonlinearity. There is a suppression of the
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FIG. 8. (Color online) (a) A comparison of cavity DOS in
the linear (dashed, blue) and nonlinear (solid, red) regimes.
The black points are obtained from a numerical solution of
the master equation for the polariton modes, including non-
linear interactions. (b) Cavity DOS and OMIT reflection
probability. The dashed blue (solid red) curves correspond
to the linear (nonlinear) regime. In (a) we used A = —1.5wn,
and G_ = 0.52w,,. In (b) A = —8wm, G- = 1.35w.,, and
kep/k = 0.1. Other parameters are as in the right panel of
Fig. 5.

peak (dip) in the DOS (reflectivity) of the four-mode
chain, but only very large values of the nonlinearity can
result in a splitting of the polariton peak (dip). The
difference can be understood by considering the resonant
structure of the self-energy Eq. (39) and the relative size
of the effective dampings. Since in our four-mode chain
we have K_ r > K_ or [from Eq. (49)], nonlinear effects
occur in a range of frequencies broader than the width
K— ar of the main peak (dip).

For this reason, instead of the spectrum at the resonant
condition, it might be easier to probe the sensitive depen-
dence of nonlinear effects on various tunable parameters.
For example, in the case of Fig. 5 several sharp peaks
will be observed by tuning the system along the dashed
line, i.e., by changing the strength of the drive (see also
Fig. 11). In a similar way, we show in Fig. 9 that sharp
features can be observed at fixed G4+ as a function of
detuning. If resonance (e) occurs at detuning A*, we
obtain:

Ir2/4

Cort(A) = R ANz 1 T2/2

Ceff(A*)’ (61)
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FIG. 9. (Color online) Dependence of reflectivity on de-
tuning. Panel (a) shows that nonlinear effects give rise

to a pronounced peak in the minimum reflectivity around
A" = —8wp,, when resonance (e) is realized. Other pa-
rameters: k/wn, = 0.1, v/k = 1074, G_/wm, = 1.35, and
G4 /wm = 1.137. (b): Comparison of the nonlinear signa-
tures of panel (a) to a two-mode optomechanical system with
the same values of k,y, and g = gi1. The detuning of the two-
mode system is around A* = —1.99w,, (to maximize nonlin-
ear effects), giving G/wm, = 0.0545 for the dressed coupling.
In (b) we plot §|r(w— 2.)|* = |r(w— 2. )|* = |70 (w— 2x)|?, where
ro neglects the nonlinearity.

where:

8V1— M2 w,,

I'= — K.
3 A"

(62)

We derived Eq. (61) from Eq. (45), by expanding w_ o —
2w_ . (appearing in the self-energy) at small values of
(A — A,). We find that this approximation is in good
agreement with the full expressions and, in particular,
Fig. 9 is described very well by Lorenzian peaks of width
given by Eq. (62).

In Fig. 9(b) we also provide an example comparing the
two- and four-mode systems, by assuming the same val-
ues of k,~, and nonlinear coupling strength in the two
cases. For this particular choice of parameters, the en-
hancement of nonlinear features is of about four orders
of magnitude.



VI. COMPARISON TO THE TWO-MODE
SYSTEM

We have seen that the enhancement induced by pro-
cess (e) is analogous to what happens in a two-mode sys-
tem [15, 16]. However, the last example of the previous
section shows that there can be a large quantitative dif-
ference between the two cases. Here we would like to
clarify the origin of the enhancement.

Our (—,27) and (—,7) modes play the same role of
the upper (4) and lower (—) polaritons of the two-mode
case, respectively, and our Eq. (45) corresponds to:

45%(1+2n_)
K Ky

Cof = (two modes) (63)

The precise definition of g, n_, and k+ can be found in
Ref. [15]. It can also be inferred by our expressions of
Sec. 111, usually by dropping the subscript k.

In the two-mode system, the non-linear effects can be
maximized by tuning A but the range of values is re-
stricted to the interval (—2w.,, —wp,/2). At the optimal
point, which is slightly above A = —2w,,,, we have:

P (Glom) e, w5 (Glon)s (64)

where the factor G/w,, (with G — 0) reflects the
small mixing angle # between the mechanical and op-
tical modes. Similarly to our case, at the optimal point
the ‘optical’ and ‘phononic’ polaritons are nearly decou-
pled. In fact, G/w,, is the analog of our w,,/|A|, since
Eq. (14) gives 0 ~ G/wyy, for the two-mode system and
O ~ wp,/|A| for our four-mode chain.

The main difference between the two cases is that in
the two-mode system there can be only one polariton
which is mostly phononic, while in the four-mode case
both modes involved in the scattering process can be
phononic. For this reason, x4 =~ x in the two-mode sys-
tem, therefore the damping of the + polariton does not
contribute any enhancement factor to Ceg. Furthermore,
there is no enhancement of n_, which can be easily seen
from Eq. (24): due to the restricted range of |Al|, we have
|A| ~ w_ ~ wy,, and the prefactor of Eq. (24) is a simple
constant. The precise result is n_ ~ 1/8, giving:

45 g*
Ceﬁ‘ ~ —g—

S 2 (two modes) (65)

which can be compared directly to Eq. (52).

In the two-mode system, the large difference in damp-
ing rates k_ < k4 has the advantage of producing very
narrow features in the spectrum. As we discussed, this is
not the case of the four-mode chain when x_ > k_ or.
On the other hand, the relative size of the nonlinear ef-
fects can be very different. In Eq. (65), the small factors
from Eq. (64) have canceled out, and there is no analog
of our (|A|/wy,)? dependence.

Also (1 — A\?)72 is absent from Eq. (65), since in the
two-mode system there is a restricted freedom in the
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choice of parameters: its resonant condition is indicated
by the dot-dashed curve of Fig. 3 (top right panel), which
is always far from Ge,;.

Thus, the added flexibility of the four-mode system has
the potential of enhancing a small ¢g2/k? (e.g., g?/k? ~
1079) by large prefactors. As shown in Fig. 7, this would
bring Ceg and Z, to values which are much more acces-
sible.

VII. SPECIFIC IMPLEMENTATION

In this section we demonstrate an implementation of
the model. Note that for N = 2 each mechanical mode
interacts with both optical modes, thus the actual geom-
etry is not restricted by the ring structure. One has only
to make sure that the four optomechanical couplings are
equal in pairs like in Fig. 1.

The specific example we consider here is a Fabry-Perot
cavity with two identical membranes placed at positions
q1,2 [39, 40]. As indicated in Fig. 10(a), the cavity length
is L and we take ¢ = 0 at the center of the cavity. To
obtain the optical spectrum, we model the membranes
as dielectric ‘bumps’ [41] with transmission coefficient 7.
After imposing appropriate boundary conditions at the
mirrors and membranes, the linear system for the optical
amplitudes gives the secular equation:

sin(k; L + 2¢) + sin[k; L + 2k;(q1 — g2)] sin® ¢
— 2sinpcoslki(q1 — q2) — @] coslki(q1 + g2)] =0, (66)

where k; is the wavevector for the i-th optical mode and
@ = arccos(VT).

We focus on two of the optical modes, with wavevec-
tors k1 2, and compute the bare optomechanical couplings
gij, which describe the coupling between the i-th optical
mode and the j-th mechanical mode. They are given by
gij = ¢(0ki/0q;)Xzpr, where ¢ is the speed of light and
Xzpr is the zero-point fluctuation of the membranes [1].
Using Eq. (66) to rewrite the partial derivative yields:

_ Bj(ki)
AR

Xzpr, (67)

where
A(k;) =L cos(k; L + 2¢) + L cos(k; L) sin® ¢
+ 2[q1 sin(2k;q1 — @) + g2 sin(2k;q2 + ¢)] sin g,
By (k;) = — 2k; [sin(Qkiql — ) 4 cos(k; L) sin cp] sin ¢,

Bo(k;) = — 2k; [Sin(Zk;iqg + ¢) — cos(k;L) sin @} sin .

(68)
Here, to simplify the notation, we have defined L = L +

2(g1 — g2). Finally, the ring configuration discussed here
requires the following relations:

912 = g21 = g1, (69)
g11 = go2 = g2, (70)
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FIG. 10. (Color online) Example of Fabry-Perot cavity re-
alizing our model. Panel (a) illustrates the position of the
mirrors and the spatial dependence of the two relevant opti-
cal modes. In (b) we show the optical spectrum as a function
of position of the first (left panel) and second (right panel)
mirrors. The (green) vertical dashed lines mark the equi-
librium positions of the two mirrors. The k1 (k2) mode is
at the bottom (top) of the shown spectrum. Parameters are
chosen to satisfy 0ka/dq1 = 0k1/9q2 (red positive slopes) and
0k1/0q1 = Oka/0q2 (blue negative slopes). We used 7 = 0.85.

or, equivalently:

By (k1)A(ks) = Ba(k2)A(k1), (71)
By (ka)A(kr) = Ba(k1)A(ks). (72)

By solving simultaneously Eqgs. (66), (71), and (72), we
can find suitable configurations reproducing Eq. (1). An
example is shown in Fig. 10. Although the wavevectors
k1 and ks of the optical modes are different, we can still
realize Eq. (1) by applying driving lasers with identical
detunings.

If we keep the geometry unchanged, the ratio g/go
will be fixed and determines G_ /G through Eq. (4). In
Fig. 10, we obtain G_/G4 =~ 1.187, which corresponds
to the (white) dashed line of Fig. 5. We plot in Fig. 11
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FIG. 11. (Color online) Plot of Z, along the line cuts high-
lighted in Fig. 5. (a) refers to the left panel of Fig. 5 and (b)
to the right panel. Solid red lines are for G_ = 1.187G (from
the setup of Fig. 10), while the dashed green lines represent
the two-mode system (G_ = G4 ). The nonlinear effects in the
four-mode system are much stronger, due to the large peak
from resonance (e). The insets are zoom-ins of the weaker
features induced by resonances (a), (c), and (b).

the strength of nonlinear effects 7, along this particular
line cut, where the value of G4 can be changed through
the incident power of the driving lasers. There are four
peaks in the nonlinear signal Z,,; which, as indicated in
Fig. 5, occur at the resonant conditions (a), (c), (b), and
(e). The most prominent peak at G_ =~ 0.8G,; is due
to resonance (e). In terms of the original couplings, it
occurs at G ~ 0.54w,,, and G5 ~ —0.05w,,.

As a comparison, we show in Fig. 11 the dependence of
T, assuming G_ = G4 (i.e., along the yellow dot-dashed
line of Fig. 5). As discussed, at this point the system
reduces to two non-interacting optomechanical cells thus
there is a single peak whose size is comparable to the
previous (a), (c), (b) resonances and much smaller than
the (e) peak. In this specific example (with moderate
detuning A = —1.5w,,) the enhancement factor is ~ 20,
but the available freedom of adjusting A can be used
to further facilitate the detection of nonlinearities in the
four-mode chain.

VIII. CONCLUSION

We have investigated the enhancement of nonlinear ef-
fects in optomechanical rings and, in particular, we com-



puted the cavity DOS and OMIT reflection probability
of a four-mode system using Keldysh Green’s function
approach. We have found pronounced nonlinear effects
when w_ o = 2w_ ,, i.e., when the dominant nonlin-
ear process is a resonant scattering between two low-
dissipation phononic polaritons.

In order to obtain sharp nonlinear signatures, we pro-
pose to tune the detuning or intensity of the driving lasers
across the resonant condition. We have shown that at
larger detuning and many-photon coupling the nonlinear
effects are strongly enhanced with respect to the two-
mode case. Therefore, the nonlinear features can be large
even at weak bare couplings.

We have also provided a specific implementation of our
model. However, since the origin of the enhancement
is not directly related to the ring geometry, we expect
that other setups with at least two mechanical modes
can exploit effectively the same mechanism.

Finally, our multi-mode optomechanical system is com-
patible with more direct approaches developed for two-
mode systems. For example, larger bare couplings
could be achieved with multi-scatterer mechanical el-
ements | ], and a strongly reduced optical damp-
ing was recently realized through a feedback—controlled

J

g,
7(%’1 + Vi3) (Vs Vo +
7

VI VI (Ve Vi + VI VL) + 9=
( 13)( 22721 24 23) \/§

(V{é + Vi)Vai Vas +

(V VIOV Vs + (VI + Vi (Vs VL

V + VIV Vi + Vo Via) + 2=
( 14)( 22V 21 24 23) \/5
V VIV Ve + g—
( 13) 21%23 \/i

I | ﬁH
S el

where we defined g+ = g1 & g2 and introduced shorthand
notations for the matrix elements: V;; = V;;(7) and V| =
Vij (2m).

As discussed at length in the main text, process (e)
plays a special role and for this case we give the explicit
form obtained using Eqgs. (10-13) for the V;;(k):

-1 2wy, o |A] W_
e —3 971' 0 | — -
Je =3 . [g+ sin® 0, cos 0 <w_77r A

g sin26, sin by, (AL L @=2m )]
W A

(A6)

The above Eq. (A6) is useful to discuss in a more trans-
parent way the limit of large |A|/wy,. Several asymptotic
behaviors were already given in the main text. In par-
ticular, w_ » = w—_ 27/2 ~ wy V1 — A2, Furthermore, by
using g1/g2 = G1/G> and the dependence of G4 given

V V 5)s
(VY + Vi5) (Voo Vo + Vou Vas) +
g

(V1 + Vi3) (Vaa Vo + Vou Vay)

(Vi1 + Vi3) (Va1 Vg + Va3 Vas),
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drive [415, 46]. Implementing these or other strategies
in a ring geometry would further enhance the nonlinear
signatures discussed here.
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Appendix A: Effective bare couplings

We present here the expressions of the effective bare
couplings, which are too cumbersome to include in the
main text. By considering the five possible resonant pro-
cesses of Fig. 3, Egs. (3) and (9) give:

V3iVas), (A1)
(A2)
(Vo + Vig) (Va1 Vas + Va1 Vag)] . (A3)
+ (Vig + Vi) (Va3 Vas + Va1 Vai)], - (A4)
(AD)
[
in and below Eq. (48), we find:
9- 2\ g+ 2VAN -3 (A7)
g1 A+VAN =3 g1 A+VAN -3
Finally, the mixing angles can be approximated as:
Or >~ AZm Oor = \V/4N2 — 3m (A8)

IAI IAI

while cos 05, ~ 1. From these relations, it is not difficult
to see that Eq. (A6) yields Eq. (50) of the main text.

Appendix B: Formulas for resonances (a-d)

Resonance (a) is realized when:

G@Qw 2 B (2

—A2/4).

Ao (B1)



This condition is identical to Ggf) [see Eq. (33)] but must
be enforced in a different region, i.e., the (blue) allowed
region of Fig. 3(a). The upper edge is:

HLL (w2, - 82),

3w 2 _ wa
\/16A (A 4 )7

2w <A < —wpy,

and the lower edge is:

a 1 10A2w2 — 3A4 — 3wi
G(—,)min = 8\/9 ( |A|w )7 (B3)

where the argument of the theta function is nonzero only
when —v/3w,, < A < —wm/\/g.
Resonance (b), is realized when:

1 [17A%W2, — A(AY + wh)
10 |Alwy, ’

G (B4)
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and the (cyan) allowed region of Fig. 3(b) is given by
the conditions —w,;, < A < —w,;,/2 and 0 < G_ < G-
Interestingly, Eq. (B4) is independent of G_.

Resonance (c) is realized by:

5| Alwm + 1662 A2 42 4G2
4 2 | Alwm
(B5)
The (green) allowed region of Fig. 3(c) has an upper edge
given by a rescaling of Eq. (B2): G(f’)max =26 . V3.

—,max

Gl =

Resonance (d) is realized by a condition identical to
case (c), see Eq. (B5), but a different allowed region
shown in black in Fig. 3(d). The upper edge is simply
G = Geri and the lower edge is given by a rescaling

—,max

of Eq (32) G(—d,)rnin = 2G(—e,)min/\/§'
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