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The quantum Fisher information represents the continuous family of metrics on the space of
quantum states and places the fundamental limit on the accuracy of quantum state estimation.
We show that the entire family of the quantum Fisher information can be determined from linear
response theory through generalized covariances. We derive the generalized fluctuation-dissipation
theorem that relates the linear response function to generalized covariances and hence allows us to
determine the quantum Fisher information from linear response functions, which is experimentally
measurable quantities. As an application, we examine the skew information, which is one of the
quantum Fisher information, of a harmonic oscillator in thermal equilibrium, and show that the
equality of the skew information-based uncertainty relation holds.

PACS numbers: 03.67.-a

I. INTRODUCTION

It is vital to identify the natural metric on the space
of physical states and to unveil their operational mean-
ings. In classical theory, where states are represented
by probability distributions on phase space, the natural
metric is uniquely determined by the monotonicity under
information processing [1] to be the Fisher metric or the
Fisher information. Here, the monotonicity means that
the Fisher information decreases monotonically under
any stochastic mapping. The Fisher information gives
the fundamental upper bound on the accuracy of state
estimation through the Cramér-Rao inequality |2]. The
Fisher metric also appears in nonequilibrium thermody-
namics |3-5]. For example, in the linear response regime,
the excess work needed to control thermal states can be
expressed in terms of the Fisher metric on the space of
equilibrium states [4].

In quantum theory, the noncommutativity of density
operators results in the breakdown of the uniqueness of
the Fisher information, and various types of quantum
counterparts of the Fisher information can be considered.
The symmetric logarithmic derivative (SLD) Fisher in-
formation, which is the most familiar to physicists, was
first introduced in quantum estimation theory [6] to place
an upper bound of the accuracy of state estimation via
the quantum Cramér-Rao inequality, and is often used
to assess the efficiency of the quantum metrology [, 1§].
The SLD Fisher information is equivalent to the fidelity
susceptibility up to a constant factor, and has been ap-
plied to condensed matter physics to analyze quantum
phase transitions in the ground state [9-11] and in dis-
sipative systems [12, [13]. Furthermore, multipartite en-
tanglement can be detected by the SLD Fisher informa-
tion [14, [15]. However, there are diverse situations in
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which other types of the quantum Fisher information are
relevant. The right logarithmic derivative (RLD) Fisher
information, for example, gives a tighter bound than the
SLD Fisher information when we estimate multiple pa-
rameters of Gaussian systems [16]. The skew informa-
tion |17], which is closely related to the Wigner-Araki-
Yanase theorem [18-20] and uncertainty relations [21—
25], is yet another example of the quantum Fisher in-
formation. The Bogoliubov-Kubo-Mori (BKM) Fisher
information becomes relevant when we consider the dis-
tinguishability of two different states from the viewpoint
of large deviation |26-28]. All the quantum Fisher in-
formation mentioned above satisfy the monotonicity un-
der quantum operations. Indeed, if we regard the quan-
tum Fisher information as the monotone metrics on the
space of quantum states, there is a one-to-one correspon-
dence between the quantum Fisher information and oper-
ator monotone functions [29]. However, neither a unified
understanding of operational meanings of various quan-
tum Fisher information contents nor how to experimen-
tally determine the general quantum Fisher information
is known.

In this paper, we develop a method to determine all
types of the quantum Fisher information by exploiting
the similarity between estimation theory (statistics) and
linear response theory (statistical mechanics). Since the
quantum Fisher information represents the sensitivity, or
the response, to infinitesimal changes of parameters that
characterize the quantum state, it is quantitatively re-
lated to the correlation function, or the covariance, of the
estimated value via the quantum Cramér-Rao inequality.
When the state is in equilibrium, such a covariance is
quantitatively related to the response to an external per-
turbation, the fact known as the fluctuation-dissipation
theorem [30]. By using these two connections, we can
express the quantum Fisher information in terms of re-
sponse functions.

What has been known about the relation between the
linear response theory and the quantum Fisher informa-
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FIG. 1. The relation between the generalized covari-
ances, the quantum Fisher information, and linear response
functions. The quantum Fisher information gives lower
bound of the generalized covariance of the estimator through
the Cramér-Rao inequality (7). We derive the generalized
fluctuation-dissipation theorem (FDT) (19) and (28), which
connects the generalized covariance and linear response func-
tions. Based on this theorem, we obtain the information-
dissipation relation (35), which enables us to determine the
quantum Fisher information from linear response functions,
which is experimentally measurable.

tion is that the static susceptibility is given by the canon-
ical correlation, which is one of the generalized covari-
ances corresponding to the BKM Fisher information [31).
If we consider only the static susceptibility, however, we
obtain the information on the canonical correlation and
hence on the BKM Fisher information, and no informa-
tion on other quantum Fisher information. Therefore
we need to consider dynamical response functions to re-
late the general quantum Fisher information to linear
response functions.

This paper is organized as follows. In Sec. [[Il we in-
troduce the quantum Fisher information and the gen-
eralized covariances. In Sec. [Tl we briefly review the
linear response theory. In Sec. [Vl we derive a general-
ized fluctuation-dissipation theorem, which relates gen-
eralized covariances to linear response functions such as
the admittance and the dynamical susceptibility. Based
on this theorem, we show in Sec. [Vl how to determine
the quantum Fisher information from the linear response
to an external field. In Sec. [VI, we apply our method
to the skew information-based uncertainty relations. We
discuss the applicability and the efficiency of our method
in Sec. [VIIl Finally, we conclude the paper in Sec. [VIIIl

II. QUANTUM FISHER INFORMATION AND
GENERALIZED COVARIANCE

Consider a family of density operators {pg}
parametrized by a real vector 8 € R™. The state
of the system is given by pg for some fixed but unknown
6. Our task is to perform an appropriate measurement
to estimate @ as accurately as possible. When the
estimation is unbiased, the variance of estimated param-
eters is larger than the inverse of the quantum Fisher

information due to the quantum Cramér-Rao inequality.
Here, the quantum Fisher information is defined by

op _1,0p
5 =t | 52 (B, (g2 | 1)

where K ,{ is a superoperator defined as K ,{ =
f(LﬁR;l)Rﬁ, and f : (0,00) — (0,00) is an operator
monotone function satisfying f(1) = 1; R; and L, are
superoperators that multiply p from the right and the
left, respectively:

R;(A) := Ap, Ly(A):=pA. (2)

We note that the quantum Fisher information is defined
for each operator monotone function f(z), and character-
ized by the monotonicity under completely positive and
trace-preserving mappings m] The SLD Fisher informa-
tion, which is the most familiar to physicists, corresponds
to f(z) = (x +1)/2. The quantum Cramér-Rao inequal-
ity immediately follows from the monotonicity and the
classical Cramér-Rao inequality.

The key quantity that connects the quantum Fisher
information with the response function is the generalized
covariance @, @] The generalized covariance of two
observables X and Y is defined as

(X, V) =t [XTK,{Y} . (3)

It is a generalization of the classical covariance for two ob-
servables that do not necessarily commute with the den-
sity operator p. We note that the operational meaning of
the generalized covariance in the noncommutative case
has not yet been fully understood, which corresponds
to the fact that the operational meaning of the general
quantum Fisher information has not been clarified yet.
The symmetrized correlationland the canonical correla-
—+x

tion correspond to f(z) = £ and f(z) = %, re-

spectively. Then, using the logarithmic derivative i/u =

(K ge)_l(%g—i), the quantum Fisher information can be

rewritten as

el = (L L), (4)

Defining the dual of an operator monotone function f(z)
as f(z) :== 2 f(1/x), which is also operator monotone, we
obtain

(X, V)= (v, X)1. (5)

In particular, if f(z) = f(x) is satisfied, f(z) is called
standard, and the corresponding generalized covariance
and the quantum Fisher information take real values.

The generalized covariances and the quantum Fisher
information satisfy another type of the quantum Cramér-
Rao inequality. To see this, we consider a one-parameter
model described as

PRl
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6=0

po = po + +0(6?). (6)



Suppose that we estimate the parameter ¢ by measuring
an observable O. If we impose a local unbiasedness at

0=0,ic., tr [pgé} — 0+ O(6?), we have

«O,O»Q)ZZZE; (7)

from the Schwarz inequality, where the equality is
achieved for

~

C=EnL i

In this sense, the quantum Fisher information gives the
minimum value of the corresponding generalized covari-
ance of operators with which we estimate 6.

III. LINEAR RESPONSE THEORY

Next we briefly review the linear response theory. For
a given state p, we assume that the system evolves under
the Hamiltonian H = —% log p, where 8 = 1/kgT is the
inverse temperature. Or, equivalently, we consider the
canonical ensemble for a given Hamiltonian H. Then,
we have

A=Y Bl 6o= 6, )
pi = eiﬁ(Ei*F% Z (10)

where |i)’s are the eigenvectors of the density operator,
and F = —%1ogtr [efﬁH} is the free energy. In lin-
ear response theory, if we apply an external perturba-
tion H™'(t) = =Y X, (t)A,, the expectation values of
the displacement operator /Al# and the current operator
Ju(t) == A, (t) = L[A,(t), H] deviate from the equilibir-
ium as

<Mm:/<MZ®mwwmw» (11)

t

@A) = [ WY dult-0)X), (2)

where the coefficients @, (t—t') and ®,,, (t—t') are called
the linear response functions. According to the Kubo
formula [30], the linear response function is given by the
commutator of the perturbation operator and the Heisen-
berg operator to be measured:

() = i [pA0), L] (3)
B (t) = o [pA0), A,0]] . ()

Furthermore, the linear response function of the current
operator can also be written in terms of the canonical

correlation of the current operators as

1
B, () :ﬁ/o tr [ﬁ’\ju(t)ﬁl_’\J,,(O) dh.  (15)

In the frequency domain, the fluctuation-dissipation the-
orem holds, which states that the symmetrized correla-
tion

(ﬁﬁ:%[zmmuwg@zm+a@uwﬂ
(16)

is proportional to the Fourier transform of the response
response function,

Osym — R - %Coth (B—M> (I)HVM’ (17)

nv,w 2

where the coefficient is equal to the energy of the har-
monic oscillator in thermal equilibrium.

IV. GENERALIZED
FLUCTUATION-DISSIPATION THEOREM

Now we are in a position to describe our main results
of this paper. We define the Fourier transform of the
generalized covariance of two temporal current operators
as

Clowi= [ A=) OG0, 0000 a8)

— 00

Then, the fluctuation-dissipation theorem (7)) is gener-
alized as

fle=Pm)
Clw= o T P (19)

In the frequency domain, any generalized covariance
is proportional to the response ®,, ., and the choice
of an operator monotone function f(x) determines its
frequency-dependence of the coefficient. The usual
fluctuation-dissipation theorem (I7)) is reproduced by set-
ting f(z) = 4% in Eq. ([{9), which corresponds to the
SLD Fisher information. We note that generalized co-

variances do not depend on f(z) in the classical limit or
_ Bhw
the high-temperature limit Sfw — 0. The term {fe,gm)
in Eq. (I9) can be rewritten in terms of the expectation
value of the number operator of the harmonic oscillator,
n= ﬁ with « := fhw. Actually, it is equal to a gen-

eralized mean [34] of 7 and 71+1 defined as (n+1) f (7)-

_ x+1 2x rx—1
For example, f(z) = 5=, /x, ;57 and logz correspond
to the arithmetic, geometric, harmonic and logarithmic

. . —Bhw
means, respectively. The coefficients {(fc,gm) for several

important quantum Fisher information are summarized

in Table. [l




TABLE I. List of the coefficients appearing in the general-
ized fluctuation-dissipation theorem ([I9)) for various quantum
Fisher information.

quantum Fisher information  f(z) {(fT:aa)
symmetric logarithmic 1;1 % cothg =n+1/2
derivative

- - 1 1_ 1
Bogoliubov-Kubo-Mori 1%? 5 = et ioan
. . . . . 1 =
right logarithmic derivative T wg ="
left logarithmic derivative 1 Hﬁ =n+1
real part of right logarithmic ffl Sinlha = %ﬁl)
derivative

5 - —

skew information (‘/ETH) % coth § = w

The crucial step in deriving Eq. (I9) is to write down

the complicated action of the superoperator K pf with c-
numbers by considering the matrix components in the
basis of |i)’s, as

GIKL ()i} = pif (p) Gl (20)

y2

Then the Fourier transform of the generalized covariance
can be calculated as

Cl,.. =2mhf(e” (21)
X Y 0(E; = Ej — hw)pi (il ulj) (il Juli) . (22)

4]

ﬁhw)

where we have used the fact that E; — F; = hw and hence
p;/pi = e P due to the existence of the & function. A
similar calculation leads to the expression of the Fourier
transform of the response function @, ., from Eq. (I3)
as

(I);,ww
1-— e_Bhw

=2h D 0B = Ej = he)pi (il Juli) (G1010)

4,J

(23)

Comparing Eqs. (22) and (23), we obtain Eq. (3.
See the Supplemental Material for the more detailed
derivation of the generalized fluctuation-dissipation the-
orem (I9).

By using the generalized fluctuation-dissipation theo-
rem (I9), we can reconstruct the generalized covariance
from the admittance

oo
Yo (@) = / dte !, (1), (24)
0
which is experimentally measurable by a following pro-
cedure. When we add a harmonically oscillating exter-
nal force X, (t) = Re[X,e™!], the expectation value of
the current also oscillates as (J, (1)) = Re[x 0 X, ™.

Therefore, it is sufficient to measure the amplitude and
the phase of the oscillation of the current to determine

the admittance. Then, the inverse Fourier transform of
Eq. () with w = 0 gives

R R [e’e) w efﬁhw
G2y = |~ SR ) + o).
(25)

Therefore, all the types of generalized covariances can be
determined by measuring the response to the harmoni-
cally oscillating external perturbation for all frequencies
0 < w < oo. Furthermore, if the generalized covariance
is symmetric, i.e., f(z) is standard, then Eq. ([28) can be
simplified, giving

f=F 2 [ hwf(e B
1=f _/ g, wf (™)
™ Jo 1-— eiﬁhw

where X3, (w) = (Xuw (W) + xpu(w))/2 is a symmetric
part of the admittance matrix.

Similar calculations lead to the generalized fluctuation-
dissipation theorem for the displacement operator A4,,. In
fact, if we define the Fourier transform of the covariance
of two temporal displacement operators as

Cloi= | At - ) (AR (), A (1)),

- (27)

we can show that it is also proportional to the linear
response function as

(s 0] Re[x;, ()], (26)

™

o fle M)
C;J;uw = _thq)ﬂ”xw' (28)
Therefore, we obtain the expression of the generalized
covariance of the two displacement operators in terms of

the dynamical susceptibility Y. (w) == [;° dte™!®,, (t),

as
i [ dw fe )
(i adys=g [~ 2T
X (X (@) = Xop(w)™). (29)

If f(z) = f(x), we can simplify the formula as

f:f 2h o f eiﬁhw =8

(84, a4)] = 2
(30)

Thus, once we measure the admittance or the dynam-
ical susceptibility for all frequencies, we can determine
any type of generalized covariance through the simple

post-processing (26) or (B0).

V. DETERMINING THE QUANTUM FISHER
INFORMATION

The quantum Fisher information can also be deter-
mined via Eqgs. (25) or ([26) because it is nothing but the
generalized covariance of the logarithmic derivative ().



Here, we explicitly calculate the external field that
we need to apply for a specific model. Consider a one-
parameter model which is given by

ﬁ@ — e_prAewB. (31)

The parameter ¢ to be estimated is the degree of shift
or rotation, and B is the generator. Then, the quan-
tum Fisher information of this model at § = 0 is
equal to the generalized covariance (25) if the pertur-
bation A is chosen so that the corresponding current
operator J coincides with the logarithmic derivative
L = (Kg)’l(i[[), B]). In information geometry [35],
the logarithmic derivative f/u is interpreted as the e-
representation of a tangent vector 9/06,, on the quantum

state space. Solving the equation J = L, we obtain the
matrix element of the external field A as

—BE;; R .
5, AT Gy = aByy. @

where E;; := E; — E; is the energy difference. It is worth
noting that the ratio of the matrix elements is equal to
the coefficient appeared in Eq. (I9]).

When we are able to measure the dynamical suscep-
tibility, we can take the perturbation A to be the very
generator B. In fact, the quantum Fisher information
of the unitary model (B3I]) corresponding to the operator
monotone function f(x) can be expressed as the general-
ized covariance corresponding to (x — 1)?/f(z):

I8y = Y p B 2 (3

= f0i/p))
= (AA A4V, (34)

Therefore, we obtain

o 20 [* 1—e P
Je:o—_/o dwwlm[x(w% (35)

™

where Y(w) is the dynamical susceptibility of A = B
when perturbation B is applied. If we set flx) = (x+
1)/2, Eq. (33) reduces to the previous study [36] for the
SLD Fisher information.

VI. SKEW INFORMATION AND
UNCERTAINTY RELATION

Skew information was first introduced by Wigner and
Yanase [17] to express the information contained by the
quantum state when a conserved quantity exists, and is
defined by

R )= —gee | (02, A) ] e

Dyson made a one-parameter extension of the skew in-
formation, which is called Wigner-Yanase-Dyson (WYD)
skew information, as

To(p A) = —ge [lp A ] 61)

In fact, the WYD skew information is quantitatively re-
lated to the quantum Fisher information of the unitary
model BI)) [37, 138] as

- a(l—a)

Lo(p, A) = =T, (38)

where the operator monotone function of the quantum
Fisher information is chosen to be

(x—1)
(o = (@~ = 1)

fa(z) = a(l —a) (39)

Based on this observation, Hansen further generalized it
to the metric adjusted skew information [3§]

I1(p, A) = @

Tio (40)
where f(z) is an arbitrary operator monotone function
satisfying f(0) # 0.

Since the metric adjusted skew information satisfies
some desirable properties such as the convexity with re-
spect to the state [38], it can be regarded as a quan-
tum part of the fluctuation of the observable A in the
mixed state p. Therefore, it has been used to formu-
late uncertainty relations [21-25] for a quantum state,
which is tighter than the conventional uncertainty rela-
tion [39]. However, since the skew information includes

the term such as tr pAo‘flﬁl_o‘fl], it cannot be measured

by usual quantum measurements. Our method developed
in Sec. [Vl provides a way to experimentally determine the
skew information and hence all the quantities used in var-
ious formulations of skew information-based uncertainty
relations [21H25]. The metric adjusted skew information
can be determined by the formula

I1(p, A) = (R /OOO dw

™

1 — e Phw
Wlm[i(u))], (41)

where ¥(w) is the dynamical susceptibility of A when the
external perturbation A s applied.

As a concrete example, we apply our result to a
harmonic oscillator system in thermal equilibrium, and
demonstrate that the uncertainty relation shown in
Ref. [23] can be verified experimentally. Let us define
the quantum fluctuation of the observable A by

Ua(p, A) = \/ (DAY~ (B4R, ~ 1. 4))



Yanagi |23] showed that the uncertainty relation

Ua(p, AVUal(p B) = a1 = @)t [plA, B] |* (43)

holds for any a € [0, 1]. We consider a harmonic oscilla-
tor in thermal equilibrium:

S SPCIRE ST
H_2mp +2mw:v. (44)

We apply an external perturbation corresponding to the
position and the momentum operators

);
).

Then, the diagonal components of the dynamical suscep-
tibility become

p (p= ; 45)

~ N o_ 1 /
mlel(w ) = —mwX22(w )
p L p ! —imd(w' + w) +imd(w — w)
=3 R R mo(w +w md(w —w

(46)

where P denotes the principal value. Therefore, from
Eqs. (39) and ({I), the WYD skew information is calcu-
lated to be

A h (1— e—aﬁhw)(l _ e—(l—a)Bhw)
IOt (P, ZC) = Y . - eiﬁhw 7 (47)
A hmw (1 - e*aﬁﬁw)(l _ e—(p@gﬁw)
Lo(p,p) = —5— - T . (48)

and the inequality (@3] reduces to

(1- e—2aﬂhw)(1 _ e—2(1—a)6hw)
(1 — e=Phw)2

>da(l—a). (49)

It is worth noting that the equality in Eq. (@d) holds
when a = 1/2 even though the state is the mixed state
and includes non-minimum uncertainty states. Here, we
examine the simple harmonic oscillator system so that
the analytical calculation of the dynamical susceptibility
can be performed. Our method enables us to experimen-
tally determine the information of the complex system
for which the analytical treatment is difficult.

VII. DISCUSSION

We discuss the applicability and the efficiency of the
proposed method. First, our method is applicable in two
situations: the Hamiltonian is given and we want to know
the quantum Fisher information of the thermal equilib-
rium state under that Hamiltonian; the density operator
is given and we want to know the quantum Fisher in-
formation of that state. For the latter case, an effective

Hamiltonian H = —% log p tells us what kind of Hamilto-
nian we need to engineer. Such a situation seems realistic
when the system size is relatively small. Second, the es-
timation via the integral (23)) is efficient for the following
reason. The integrand in Eq. (28]) consists of the delta
functions that contribute only if the frequency matches
the energy difference of two eigenstates, and hence the in-
tegral can be rewritten in terms of a discrete sum. When
the system is small (e.g., a few qubits), the number of
measurement required to estimate the sum is also small.
As the size of the system becomes large, the number of
the terms in the sum becomes exponentially large. For
such a large system, however, the integrand in Eq. (21)
can be approximated as a continuous function. There-
fore, the error of the estimate can be controlled by the
space of sampling frequencies, and does not depend on
the system size.

VIII. CONCLUSION

In summary, we have derived the generalized
fluctuation-dissipation theorem ([9) which relates the re-
sponse function to generalized covariances. On the ba-
sis of this theorem, we have developed a method to de-
termine the generalized covariance from the admittance,
which can be experimentally determined by applying an
ac external field. We have also identified the direction
of the external field needed to determine the quantum
Fisher information. Our results thus point to an inter-
esting connection between statistical mechanics and the
Fisher information in the quantum regime through the
generalized covariance.
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Appendix A: derivation of Eq. ([I9)

We assume that the state is described by the canonical
ensemble, so that

(A1)

(A2)



where p; = e PE~F) and F = —% log tr {e_BH} is the
free energy. First, we calculate the action of the superop-
erator Kg = f(L[,RpTl)R[, that appears in the definition

of the generalized covariance. If f(z) = z¥, we obtain
G i) = Gl =)
pj g 7
o (L) Gl @

Therefore, for a polynomial f(z) = >°,_, cxa*, we obtain

GIKLL) = s (p—) Gl
k=1

Di

=it () Gl (A1)
bi
Let m and M be the minimum and maximum of p;/p;’s,
respectively. Since the operator monotone function f(z)
is continuous [40], it can be uniformly approximated
by polynomials on the closed interval [m, M| from the
Weierstrass approximation theorem. Therefore, the rela-
tion (A4) holds for an arbitrary operator monotone func-
tion f(x). Then, the generalized covariance can be cal-
culated as follows:
ot

pnv,w

_ / e (1), J (0))

— 00

= [t S Gl e ) K

=% [ aetreme iy (L) 17, ) Gl
— ) pi
]
=S omt(h+ B~ s (L) 619,03) Gl
iJ ¢
=2mhf (e ) 3 B + B — By (1al3) Gl
0,J

(A5)

In deriving the last equality, we use the fact that E; —
E; = hw and hence p; /p; = e #" due to the § function.
Next, we calculate the response function as

® (1)

- /0 ' dAtr [ij#(t)ﬁHfu(O)}

1 . . a R
:B/O d/\z <i|pA>\eth/hJHe—th/h|j> <j|pAl_)‘Jy|i>

1,7 ., . A A
—%) (@173} Gl i)

1
_5 / AN eiP By, (
0 i Dj

i(E;, —E; Di — Py a L
=p i Bi—Et/h__ v Fj 7 NG
2 B (i) G110

(A6)

By Fourier transforming it, we obtain

(I)uu,w
= / dte™'®,,,, (t)
=B 2nhé(E; — E; + hw)
irj
L—=pi/Pi . 5 5
2 (] i
“Tog(p, /) (i) Juld) Gl i)

1 —e Pl NALYZINAL
> 8(E: — Ej + hw)p; (il Jul5) (Gl i)

1_675?‘10.1 o L
e ST A — By R i1} Gl

4,J

=27h
(A7)

where we have use p;/p; = e A" to obtain the second
last equality. Comparing Eq. (A3) and Eq. (A7), we
obtain the generalized fluctuation-dissipation theorem,
namely,

—Bhw
AL A i P
v,w 1— e_,@hw Ky,

(A8)
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