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Electrostatics of polar solvation is typically described by harmonic free energy functionals. Polar-
izability contributes a negative polarization term that can make the harmonic free energy negative.
The harmonic truncation fails in this regime. Simulations of polarizable ideal dipoles in water show
that water’s susceptibility passes through a maximum in the range of polarizabilities zeroing the
harmonic term out. The microscopic origin of the non-monotonic behavior is an interfacial struc-
tural transition involving the density collapse of the first hydration layer and enhanced number of
dangling OH bonds.

PACS numbers: 61.20.Ja, 61.25.Em, 68.18.Jk, 68.08.Bc, 82.60.Qr

When the electric field E0 is introduced by a solute into
a condensed polar material, the response of the medium
(solvent) is largely linear: the electrostatic potential or
field of the solvent is a linear function of solute’s charge
or dipole. The linear response (also known as the Gaus-
sian approximation) assumes a harmonic free energy as
a function of the medium collective coordinate coupled
to E0 [1]. In polar solvents, the dipolar polarization
density of the solvent P becomes such collective coor-
dinate when higher-order multipolar fields, such as the
quadrupolar polarization density, are neglected [2]. The
harmonic electrostatic free energy of the solution reads

F [P] = −E0 ∗P+ (2χ)−1
P ∗P, (1)

where the asterisk implies both the tensor contraction
and the volume integration over the space occupied by
the solvent [3]. The solvation susceptibility χ is an ana-
log of the susceptibility of a material to an external field,
but it also depends on the geometry of the solute repul-
sive core. This dependence enters through the Maxwell
boundary conditions when P is approximated by a con-
tinuum polarization field.
The minimization of F [P] in respect to P yields the

equilibrium solvation free energy F0 = −(χ/2)E0 ∗ E0,
which becomes the standard Born equation for a spher-
ical ion when the longitudinal susceptibility χL ∝ (1 −
ǫ−1) is used in Eq. (1). Since the solvent dielectric con-
stant ǫ is large for many polar solvents, F0 is close to its
saturation limit at ǫ → ∞. Only minor changes in the
solvation free energy can be achieved by changing either
the solvent or the thermodynamic state of the solution.
The situation can potentially change near the critical

point of the phase diagram where the second, harmonic
term in Eq. (1) vanishes [4]. This term describes the
reversible work (free energy) required to change the po-
larization of the liquid from P = 0 to P when the solute
produces no field (E0 = 0). Correspondingly, a large
quadratic penalty for increasing the polarization makes
strong variations of F0 hard to achieve. The general ques-
tion we address here is whether one can significantly re-
duce the quadratic penalty and what kind of solvent re-

sponse might be expected if the quadratic term in the free
energy functional approaches zero, which corresponds to
χ → ∞.
Using the analogy with bulk phase transitions [4], we

consider here a specific physical mechanism of reaching a
state of vanishing harmonic expansion term. The molec-
ular polarizability of the solute is used to tune the har-
monic response. In order to simplify the electrostatic
part of the problem, the solute is a dipole m at the center
of a spherical core characterized by the isotropic dipolar
polarizability α. The electrostatic problem can be recast
in terms of the instantaneous field E, which is the pro-
jection of the electric field of the solvent on the solute
dipole

F [E] = −mE + (κ/2)E2 − (α/2)E2 +G[E]. (2)

Similarly to Eq. (1), the second term in this equation is
the harmonic free energy penalty for producing an elec-
tric field inside the solute carrying no dipole and no po-
larizability. The “spring constant” κ ∝ χ−1 carries the
meaning of the solvation modulus; κ−1 = (2/R3)(ǫ −
1)/(2ǫ+ 1) for a spherical dipole in a dielectric [5]. The
third term is the free energy of polarizing the polariz-
able solute, and G[E] includes the higher-order expansion
terms.
It is clear from Eq. (2) that the harmonic term van-

ishes at κ = α. The harmonic truncation becomes in-
adequate in the vicinity of this point and higher-order
expansion terms, given by G[E], are needed. A general
form of G[E] is, however, unknown. Therefore, numeri-
cal Monte Carlo (MC) simulations are used here to study
the vicinity of the critical point κ = α and the transi-
tion to non-harmonic solvation when the harmonic trun-
cation in Eqs. (1) and (2) becomes inapplicable. The
questions addressed here are whether one can achieve a
stronger solvent response near κ = α compared to the
standard harmonic (Gaussian) models and whether mi-
croscopic changes in the structure of the interface are
realized near the critical point.
The answers to both these questions are affirmative.

Figures 1 and 2 illustrate our main findings. Figure 1
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FIG. 1. (a) Onsager reaction field [5] 〈E〉 for the hard-sphere
(HS) and Lennard-Jones (LJ) solutes with the dipole moment
m0 = 5 D and varying polarizability in TIP3P water at T =
298 K [6]. The solid lines are fits to the Landau functional
in E; simulation errors are smaller than symbol sizes. (b)
The variance of E with error bars indicating the simulation
uncertainties. The solid lines refer to the Landau theory based
on the fitting of 〈E〉 shown in (a). The blue triangles indicate
the results of molecular dynamics simulations for the LJ solute
in modified TIP4P water [6] (see SM).

shows the average field at the solute dipole (Onsager’s
reaction field [5]) and the variance of the solvent electric
field, both as functions of the solute polarizability. We
observe an inflection of the average field at α∗ ≃ 20− 22
Å3 (Fig. 1a) and a corresponding spike in the field vari-
ance (Fig. 1b). The field variance is proportional to the
dipolar susceptibility and the spike in the variance im-
plies a corresponding spike in the susceptibility. The
divergence χ → ∞ is avoided by the higher-order ex-
pansion terms in G[E] as discussed below. We start the
discussion with the question of the microscopic origin of
the susceptibility spike. We have found that it is driven
by a structural transition of the hydration shell.

The MC simulations reported here were done for two
solutes: a hard-sphere (HS) solute with the HS radius
RHS = 4.15 Å and a Lennard-Jones (LJ) solute with the
LJ radius RLJ = 3 Å. Each solute carried two opposite
charges, +q and −q, placed symmetrically relative to the
solute center at the short distance of d = 0.05 Å to model
an ideal dipole. The LJ solute additionally had a LJ 12–6
site located at its center with the LJ energy ǫLJ = 280 K.
The dipole moment of the solute was varied by changing
the magnitude of q (see Supplemental Material (SM) for
the details of the simulation protocol). Most of the re-
sults are reported for TIP3P water [6]. Our conclusions
are not sensitive to the choice of either the water model
or specifics of the solute. This is indicated by the com-
parison with the results obtained with a slightly modified
TIP4P water model [6] (Fig. 1) combined with a larger
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FIG. 2. Solute-water distribution functions gℓ0s(r) (Eq. (3))
for the LJ solutes with the polarizabilities α indicated in the
plot. (a) The solute-oxygen (solid lines) and solute-hydrogen
(dashed lines) radial distribution functions (ℓ = 0). The inset
shows the height of the first solute-solvent peak G. The hor-
izontal arrow indicates the separation of the first oxygen and
hydrogen peaks. The orientational functions with ℓ = 1 and
ℓ = 2 are shown in panels (b) and (c), respectively.

distance between opposite charges in the solute (d = 1.5
Å).

The reason for choosing two solutes was to show that
the general phenomenology reported here is not a prop-
erty of some specific solute-solvent interaction potential,
but instead reflects a more general competition between
the free energy gain of polarizing the solute and the free
energy penalty of orienting the solvent dipoles to create
the electric field. Two different solute sizes were adjusted
to produce nearly equal polar response of TIP3P water
to the solute dipole. The reaction field is a linear func-
tion of m at α = 0: 〈E〉 = κ−1m. The HS and LJ solutes
were chosen to produce close values of κ in two cases
(κHS = 28.7 Å3 and κLJ = 29.6 Å3, see Fig. S1 in SM).

Figure 2 illustrates the structure of the hydration shell
of the polarizable LJ solute as defined by the orienta-
tional solute-solvent distribution functions gℓ0s(r) of in-
creasing order (gℓ0s(r) of the HS solute are shown in Fig.
S2 in SM). The function gℓ0s(r) is given as the average
Legendre polynomial of order ℓ specified by the scalar
product of the unit dipole moment m̂j and the radial
unit vector r̂j of the water molecule j positioned at dis-
tance rj from the solute center

gℓ0s(r) = ρ−1
∑

j

〈Pℓ(m̂j · r̂j)δ(rj − r)〉 . (3)

Here, ρ is the number density of bulk water.
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The orientational structure of interfacial water next to
HS and LJ solutes is consistent with the phenomenology
established for planar hydrophobic surfaces [7], molecu-
lar non-polar solutes [8], and hydrated nanoparticles [9]
when α is small. The height of the first maximum G
of the solute-water radial distribution function (ℓ = 0) is
below the maximum of bulk water (inset in Fig. 1a), indi-
cating a weak dewetting of the interface [10]. In addition,
the water dipoles are preferentially oriented tangentially
to the dividing surface [7]. The increase of the solute
polarizability dramatically changes this phenomenology,
producing a structural transition in the hydration shell.
Unlike the gradual change to the hydrophilic behavior
caused by increasing surface polarity [11], the transition
observed here is abrupt and analogous to the global loss
of stability at the point of phase transition [4].
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FIG. 3. (a) The average numbers of water molecules in the
first hydration shell of HS and LJ solutes. (b) Hydration shell
compressibilities [12]. The error bars indicate the simulation
uncertainties.

Increasing the solute polarizability substantially alters
the density profile (ℓ = 0) and the orientational structure
(ℓ > 0) of the hydration shell. One clearly sees an in-
crease in the density of the first hydration layer (Fig. 2a):
the maximum of the radial distribution function grows
with increasing polarizability and the first minimum de-
creases in amplitude and becomes increasingly shallow.
Near the critical polarizability α∗, producing the spike in
the electric field variance (Fig. 1b), a layering transition
[13] occurs separating the first and the second hydration
layers. This transition is particularly distinct for the HS
solute (Fig. S2 in SM).

Collapse of the first hydration layer is also seen as a
stepwise drop in the number of hydration watersNh (Fig.
3a) calculated within the shell geometrically defined to

extend up to the first minimum of the radial distribution
function. The variance of the number of shell waters
drops, however, faster than the average with increasing
α, resulting in an overall decrease of the shell compress-
ibility [12] 〈(δNh)

2〉/〈Nh〉 at α > α∗ (Fig. 3b). The struc-
tural collapse of the hydration layer is accompanied by an
orientational transition to accommodate the high density
of the first-shell waters.

The first peak of the solute-hydrogen distribution func-
tion shifts, with increasing α, to shorter distances com-
pared to the first solute-oxygen peak (Fig. 1a). This shift
indicates the switch of the preferential outward (into wa-
ter) orientation of the interfacial hydrogens to the inward
(toward the solute) orientation. In the range of α > α∗,
the distance between the oxygen and hydrogen peaks is
≃ 1 Å, essentially equal to the O-H distance in TIP3P
water. This implies that the corresponding OH bonds
are protruding from water toward the solute, thus form-
ing “dangling ” OH bonds [14, 15].
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FIG. 4. The number of unsatisfied hydrogen bonds [16] NOH

within the sphere of radius rs = 7.3 Å measured from the
center of HS and LJ solutes.

The appearance of dangling bonds seen from the ra-
dial distribution functions is consistent with the growth
of a positive first peak of the orientational distribution
g20s(r) in Fig. 2c. It is also clear that the release of dan-
gling OH eliminates the restrictions imposed by the bulk-
like tetrahedral arrangement of the water molecules and,
therefore, allows the collapse of the hydration layer to a
higher density. The result is a distinct structural tran-
sition releasing dangling OH bonds and occurring at the
critical value of the solute polarizability zeroing out the
quadratic term in the free energy functional. The number
of dangling OH bonds can be viewed as an order param-
eter of the structural interfacial transition, which can be
experimentally monitored [14, 15].

The dangling bonds are identified experimentally by
their separate vibrational line [14]. There is no clear
connection between this spectroscopic identification and
structural information available from simulations [15].
Since we cannot directly count spectroscopically active
dangling bonds, we have calculated unsatisfied hydro-
gen bonds according to Wernet et al [16]. The numbers
of unsatisfied bonds are typically higher [15] than spec-
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troscopic dangling OH: about one dangling OH per four
water molecules at extended hydrophobic interfaces [14]
or even lower numbers around molecular-sized solutes
[15]. Nevertheless, the numbers of unsatisfied bonds vs α
might mirror the corresponding trend for dangling bonds.
Those numbers indeed increase with α when counted in
water layers of different thickness. Figure 4 shows the
results for the closest hydration layer with the thickness
of the water diameter. A similar trend is seen for a wider
shell (Fig. S3 in SM).
The simulation data for the reaction field were fitted

(solid lines in Fig. 1a) by applying a Landau functional [4]
involving the fourth and sixth order expansion terms in
G[E] in Eq. (2): G[E] = −(b/4)E4+(c/6)E6. The exclu-
sion of the odd powers in E is required by the invariance
under the inversion E → −E when m = 0. The fit to the
reaction field from simulations is then used to calculate
the variance of E: 〈(δE)2〉 = [(∂2F/∂E2)|E=0]

−1. The
results of these calculations are shown by the solid lines
in Fig. 1b. We also find that the spike in 〈(δE)2〉 does
not produce a non-monotonic dependence of the overall
solvation free energy on α: F0(α) is significantly steeper
at α > α∗, but the overall dependence is still monotonic
(Fig. S4 in SM).
Several systems and observables can display the phe-

nomenology reported by our simulations. The first two
moments of the solvent electric field largely determine
the shift and inhomogeneous line width of optical dyes.
The non-monotonic behavior of the field variance vs α
should therefore be mirrored by the spectral width. The
overall line-shape can be calculated from the Landau
functional F(E), which extends the harmonic theory of
spectroscopy of polarizable chromophores [17] to non-
harmonic solvation.
Non-harmonic solvation can be anticipated for several

systems. For instance, the polarizability of a semiconduc-
tor nanoparticle scales as the fourth power of its radius,
α ∝ R4. The proportionality coefficient can be very high:

α ≃ 0.08Å
3
(R/Å)4 has been reported for photoexcited

CdSe nanoparticles in the range of radii 1–2.5 nm [18].
From a general scaling perspective, κ ∝ R3 for dipolar
solutes in Eq. (2) [5] (Fig. S1 in SM). With α ∝ R4, there
is always a critical size at which the transition to non-
harmonic solvation should occur. When the values of κ
obtained in our simulations are rescaled to nanoparticle
sizes used in Ref. 18 we find them to fall in the regime of
non-harmonic solvation, κ < α. Similar arguments ap-
ply to organic ionic solutes (such as tetraalkylammonium
cations studied in Ref. 15). The force constant scales as
κ ∝ R for spherical ions, while the polarizability of many
organic molecules scales as R3. The transition to non-
harmonic solvation, and the related structural transition
of the hydration layer, can be predicted for this configu-
ration as well.
In summary, we have discovered a structural density

collapse of the hydration shell promoted by a polariz-
able solute. The density collapse induces an orientational
transition of the hydration shell dipoles. Both transitions
are manifested in an increase in the density of dangling
OH bonds which have been viewed as potential catalytic
centers to promote heterogeneous catalysis [19]. Our pic-
ture is distinct from the traditional “iceberg model” an-
ticipating enhanced structuring of water around a non-
polar solute [20]. In contrast, high polarizability breaks
the bulk-like water structure, creating a high density of
surface OH defects. The crossover is abrupt since it is
caused by zeroing of the quadratic term in the free en-
ergy, analogous to the point of criticality in bulk phase
transitions. The phenomenology reported here is not lim-
ited to hydration of polarizable solutes, but will extend
to similar crossovers caused by polarizable substrates in
contact with interfacial water. The abrupt change of the
interfacial structure will affect water-mediated forces on
the nanometer scale.
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