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The interaction of electrons with atomic motion critically influences charge transport properties in molecular
conducting junctions and quantum dot systems, and it is responsible for a plethora of transport phenom-
ena. Nevertheless, theoretical tools are still limited to treat simple model junctions in specific parameter
regimes. In this work, we put forward a generalized input-output method (GIOM) for studying charge trans-
port in molecular junctions accounting for strong electron-vibration interactions and including electronic and
phononic environments. The method radically expands the scope of the input-output theory, which was orig-
inally put forward to treat quantum optic problems. Based on the GIOM we derive a Langevin-type equation
of motion for molecular operators, which posses a great generality and accuracy, and permits the derivation
of a stationary charge current expression involving only two types of transfer rates. Furthermore, we devise
the so-called “Polaron Transport in Electronic Resonance” (PoTER) approximation, which allows to feasibly
simulate electron dynamics in generic tight-binding models with strong electron-vibration interactions. To il-
lustrate the breadth of applications of the GIOM-PoTER technique, we analyze prototype molecular junction
models with primary and secondary vibrational modes. For short chains, the charge current reduces to known
limits and reasonably agrees with exact numerical simulations (when available). For extended junctions the
current displays a turnover from phonon-assisted to phonon-suppressed transport. Nevertheless, the onset
of ohmic behavior requires extensions beyond the PoTER approximation. As an additional application, we
consider a cavity-coupled molecule junction. Here we identify a cavity-induced suppression of charge current
in the single-site case, and observe signatures of polariton formation in the current-voltage characteristics in
the strong light-matter coupling regime. A critical understanding gained from the GIOM-PoTER scheme is
that the single-site vibrationally-coupled model is deceptively simpler, and amenable to approximations than
multi-site models. Therefore, benchmarking of methods should not be concluded with the single-site case.
The work manifests that the input-output framework, which is normally employed in quantum optics, can
serve as a powerful and feasible tool in the realm of electron transport junctions.

I. INTRODUCTION

Single-molecule devices offer a rich and versatile plat-
form for exploring the fundamentals of charge and energy
transport at the nanoscale and for making progress in
electronic, photovoltaic, and thermoelectric systems1. A
confounding aspect of electronic components fabricated
from molecular building blocks is that they operate based
on quantum mechanical principles, yet the surrounding
environments in the form of electrical contacts, internal
nuclear motion, solvent, and electromagnetic fields fun-
damentally impact and alter the charge transport be-
havior. These environments do not fully erase quantum
signatures in the device, but in fact allow for the real-
ization of a plethora of compound many-body quantum
transport effects that build upon hybrid quasi-particles,
polarons, polaritons, plasmons.

Efforts to utilize molecules as active electronic
elements2 have converged into the field of or-
ganic and molecular electronics1. Advanced ex-

perimental techniques3–15 have led to the discov-
ery of a variety of intriguing many-body phenom-
ena in molecular junctions (MJs) in a metal-molecule-
metal motif16–19, including length and temperature-
dependent charge transfer12,13,20–35, quantum interfer-
ence effects14,36–40, molecular thermoelectricity41–44, gi-
ant magnetoresistance45, Kondo resonance46,47, chirality
induced spin selectivity48–50 and Franck-Condon block-
ade (FCB) directed by vibrational effects51–55, to name
just a few.

The potential to rationally design molecular electronic
devices hinges on our understanding of the underlying
transport phenomena19,40. To this end, simplified theo-
retical models capable of pinpointing fundamental mech-
anisms are an indispensable tool. However, faithful mod-
eling inevitably needs to take into account many-body
interactions, specifically the coupling between electrons
and the nuclei’s motion. Moreover, the application of
voltage bias on the contact electrodes necessitates a de-
scription of the junction in the out-of-equilibrium regime.
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Numerous approaches have been put forward to ad-
dress vibrationally-coupled electron transport (VCET)
processes in MJs, and similarly quantum dot systems.
Partial list of approximate analytic methods include
the inelastic scattering theory56–61, which only accounts
for coherent scattering events, mixed quantum-classical
approaches62–65 where the vibrations are treated in a
classical-like fashion, quantum master equation (QME)
techniques66–77, which is often limited to weak molecule-
lead couplings and become inadequate to describe off-
resonant tunneling, and the nonequilibrium Green’s func-
tion method (NEGF)78–88. Unambiguously, the NEGF
is the state-of-the-art among these tools. However, its
complicated structure limits its applicability to simple
systems. Even so, standard formulations of the NEGF
method can not account for strong electron-vibration in-
teractions due to the cumulant expansion employed89.

To provide benchmark calculations for analytic and
perturbative studies, various numerically-exact methods
have been developed, among them the hierarchical quan-
tum master equation (HEOM)90–98, multiconfigurational
wave-function methods99,100, path integral techniques
based on Monte Carlo sampling95,101–103 and the influ-
ence functional formalism104–106. Complementing model
system calculations, first principle density functional the-
ory (DFT) simulations were integrated within the NEGF
formalism19,83,107–109 to include structural details of the
junction and provide much insight into the transport
process19,40.

To make progress in organic and single-molecule elec-
tronics, it is imperative to develop a computationally-
feasible technique that treats (possibly strong) vibra-
tional effects in electronic conduction and can handle
extended models. In this study, we focus on electron
transport in molecular transport junctions and intro-
duce an alternative route to common QME and NEGF
frameworks. Our approach builds upon the quantum
optical input-output method, which was previously ad-
vanced mainly for optical cavities110–120. The frame-
work is termed the ‘generalized input-output method’
(GIOM), and it possesses a simple structure—and a wide
domain of applicability.

The GIOM relies on the definitions of generalized input
and output fields for the environments, which circumvent
the state-independent coupling approximation adopted
in the quantum optical input-output theory110,111,113.
Furthermore, the standard input-output theory is gener-
alized here to include the coupling of system (molecular)
operators to different (bosonic, fermionic) environmental
degrees of freedom. Altogether, these extensions result
in a Langevin-type equation of motion (EOM) for molec-
ular operators that takes into account strong couplings
of the molecule to the metal electrodes as well as to vi-
brational modes, which comprise primary and secondary
vibrations.

The appealing features of the GIOM are apparent
in a generic tight-binding model describing VCET in
MJs, schematically represented in Fig. 1. In this case,

the method provides a formally-exact solution, which is
amenable to approximations and simulations. Remark-
ably, a closed-form expression for the charge current
can be achieved, involving only two types of generalized
transfer rates. We devise the “Polaron Transport in Elec-
tronic Resonance” (PoTER) approximation, and read-
ily evaluate the charge current, which is in fact exact in
the coherent limit, regardless of molecular complexities.
Given this simplicity, the GIOM-PoTER framework can
be readily implemented in large systems, thereby holding
promise to bridge microscopic-oriented modelings and ef-
fective phenomenological descriptions.

To benchmark the GIOM-PoTER, we focus on VCET
in single-site and two-site models, which see abundant
applications in molecular transport junctions and quan-
tum dot physics. We simplify the charge current expres-
sion and show analytically that it recovers the coherent
and incoherent results as special limits. Further numer-
ical calculations over a wide domain of the parameter
space demonstrate the capabilities of the GIOM-PoTER
in capturing essential features of VCET in those proto-
type models, covering weak-to-strong coupling effects to
the metal electrodes and to the primary vibrations.

Strong light-matter interaction is now achievable at
the single molecule level121,122. As the GIOM can natu-
rally treat quantum optical setups, we consider cavity-
coupled single-site MJ in which we identify a cavity-
induced suppression of charge current. This should be
contrasted to the enhancement observed in extended
systems123–125. From the current-voltage characteristics,
we further observe signatures of polariton formation in
the strong light-matter coupling regime, suggesting that
cavity-coupled MJs can provide a rich platform for study-
ing nonequilibrium polaritonics.

The GIOM-PoTER favorably scales with system size,
and we can readily perform simulations for extended
models with many sites. Strong signatures of VCET ef-
fects are observed in the crossover behavior of the cur-
rent with the electron-vibration coupling strength, tran-
sition that is missing in single-site MJs. Nevertheless,
the sequential transport limit is not developed in uniform
chains, within PoTER, as the obtained distance depen-
dence is missing the ohmic component, presumably due
to the approximate nature of the method. This calls for
additional research into first-principle modelling of ohmic
conduction, and further developments of the GIOM and
other computational tools for extended models.

The paper is organized as follows. We present the
GIOM for generic VCET models in Section II. In Sec-
tion III, we focus on a tight-binding model. We devise
the PoTER approximation scheme, and derive a general
and computationally-feasible charge current expression
in the steady state limit. In Section IV, we benchmark
our method on single-site and two-site MJs, and further
present simulations on extended systems. We summarize
our findings and discuss future directions in section V.
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FIG. 1: Scheme of a metal-molecule-metal junction with
N repeating molecular units. As a minimal model, each
monomer (represented by a hexagon) includes a single
electronic level of energy ωe. The charge on each site is

coupled to a local, ‘primary’ vibrational mode of
frequency ωb, that is furthermore equilibrated by a

thermal bath with ‘secondary’ modes, represented by
the shaded region surrounding the harmonic oscillator.

Between monomers, g quantifies the charge transfer
transition amplitude. ΓL,R is the hybridization energy

of the first and last sites to the left and right metal
electrodes, respectively. Setting µL > µR, the main

observable of interest is the steady state charge current
evaluated here at the left metal-molecule interface, JL.

II. GENERALIZED INPUT-OUTPUT
METHOD

A. Quantum transport model

We start by defining a general model for describing
VCET in MJs. The total Hamiltonian contains three
different parts,

H = HM +HE +HI . (1)

First, the molecular part HM accounts for a collec-
tion of electronic states with on-site energies {ωe,n} and
fermionic annihilation operators {dn}, local molecular vi-
brations with frequencies {ωb,n} and bosonic annihilation
operators {bn}, and electron-vibration couplings as mea-
sured by dimensionless coupling strengths {λn} (setting
~ = 1, e = 1, kB = 1 and the Fermi energy εF = 0
hereafter),

HM = He({ωe,n, dn}) +
∑
n

ωb,nb
†
nbn

+
∑
n

λnωb,n(b†n + bn)d†ndn. (2)

Here, we consider the coupling of each electronic site to
a single local vibrational mode. However, generalizations
to include additional vibrational modes per site, even yet
creating a “bath” of primary modes is straightforward
within our scheme. Noting that the electronic part He

may also depend on additional internal parameters, for
the moment, however, its detailed form is not relevant
and we do not specify it.

The environmental partHE contains two metallic leads
(L and R) and thermalized phonon baths that are associ-
ated with the local nuclear motions of molecules. These
secondary modes allow vibrational relaxation of the pri-
mary modes,

HE =
∑

k,v=L,R

εkvc
†
kvckv +

∑
n,j

ωn,jr
†
n,jrn,j . (3)

Here ckv annihilates an electron in lead v with momen-
tum k. The thermal phonon baths are represented by
collections of harmonic oscillators with annihilation op-
erators rn,j and frequencies ωn,j . The third part, HI ,
stands for the interaction between the molecule and its
electronic and vibrational environments,

HI =
∑

k,v=L,R

tkv(c
†
kvdσ+d†σckv)+

∑
n,j

γn,j(r
†
n,jbn+b†nrn,j),

(4)
here, σ = 1(N) for v = L(R). We refer to dσ as ‘bound-
ary operators’ since they are associated with terminal
electronic sites of the molecule. We assume that the in-
teraction between the primary vibrational modes and the
secondary-thermalized modes is rather weak such that
the rotating wave approximation is justified. The influ-
ence of each thermal bath, acting on sub-unit n, is char-
acterized by the spectral density In(ω) = π

∑
j γ

2
n,jδ(ω−

ωn,j). Similarly, we introduce spectral densities for the
metal leads as Γv(ε) = π

∑
k t

2
kvδ(ε− εkv).

To handle potentially strong electron-vibration cou-
plings, we perform the small polaron transformation with

the unitary operator G ≡
∏
n(Dn,b)d

†
ndn and displace-

ment operators

Dn,b ≡ exp[λn(b†n − bn)]. (5)

We neglect the effect of this transformation on the cou-
pling of primary modes to the thermal bath80. In other
words, in the polaron-transformed Hamiltonian we ignore
the effective weak interaction that forms between charge
carriers and the secondary phonons. The transformed
Hamiltonian then reads

H̃ = GHG† = H̃M +HE + H̃I , (6)

with

H̃M = H̃e({ω̃e,n, d̃n}) +
∑
n

ωb,nb
†
nbn,

H̃I =
∑
kv

tkv(c
†
kvd̃σ + d̃†σckv) +

∑
n,j

γn,j(r
†
n,jbn + b†nrn,j).

(7)

As can be seen, the transformation amounts to the renor-
malization of on-site energies, ωe,n → ω̃e,n = ωe,n −
λ2
nωb,n, and the dressing of the tunneling transition fre-

quency; in the above expressions, we introduce the po-
laron operator as

d̃n ≡ D†n,bdn. (8)
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Before presenting the GIOM we point out that while
we discuss the model, the theoretical framework and our
results in the context of molecular transport junctions,
this work can be immediately applied to investigate re-
lated problems such as: (i) Charge transport in quantum
dot setups defined e.g. within nanotubes, with electrons
coupled to different phonon modes of the nanotube53,126.
(ii) Quantum optics scenarios with quantum dots de-
fined within heterostructures coupled to cavity modes
and phonons of the substrate127.

B. Input-output equations of motion

To develop an input-output theory for the system, we
first write down Heisenberg EOMs for the annihilation
operators of the environments (electronic and secondary
phonon modes) in the polaron frame,

ṙn,j = −iωn,jrn,j − iγn,jbn, (9a)

ċkv = −iεkvckv − itkvd̃σ, (9b)

where we have introduced the notation Ȧ ≡ dA/dt. From
the above EOMs, we get the following formal solutions,

rn,j(t) = e−iωn,j(t−t0)rn,j(t0)− iγn,j
∫ t

t0

e−iωn,j(t−τ)bn(τ)dτ,

(10a)

ckv(t) = e−iεkv(t−t0)ckv(t0)− itkv
∫ t

t0

e−iεkv(t−τ)d̃σ(τ)dτ.

(10b)

Here t0 is the initial time at which the dynamical evo-
lution begins. As the coupling of primary modes to the
phonon thermal bath is weak, we approximate bn(τ) by
bn(t)eiωb,n(t−τ) in Eq. (10a), yielding∑

j

γn,jrn,j(t)

=
√

2πbnin(t)− ibn(t)
∑
j

γ2
n,j

∫ t

t0

e−i(ωn,j−ωb,n)(t−τ)dτ,

(11)

where we have defined the input field

bnin(t) ≡ 1√
2π

∑
j

γn,je
−iωn,j(t−t0)rn,j(t0). (12)

Assuming that In(ω) is about a constant at the vicinity of
ωb,n, we find that

∑
j γ

2
n,je

−i(ωn,j−ωb,n)t is nonzero only
around t = 0. We then extend the lower limit of integra-
tion on the right-hand-side of Eq. (11) to −∞ and pro-
ceed as

∑
j γ

2
n,j

∫∞
0
e−i(ωn,j−ωb,n)τdτ ≈ In(ωb,n) ≡ νn;

we have neglected the Cauchy principal value, which just
stands for a minute frequency renormalization. Overall,
we get∑

j

γn,jrn,j(t) =
√

2πbnin(t)− iνnbn(t). (13)

Here, νn is the damping rate (energy over ~) on site n
of primary modes of frequency ωb,n to the associated
thermal bath. Contrasting this derivation to steps in
the quantum optical input-output theory110,111,113, we
note that here we define the input field from the sum-
mation

∑
j γn,jrn,j , instead of

∑
j rn,j . By doing so,

we circumvent the state-independent coupling approx-
imation adopted in the quantum optical input-output
theory110,111,113, which assumes that the coupling coeffi-
cients γn,j = γn are independent of the state index j.

Proceeding with the metallic leads, we consider the
wide-band limit128 such that we can exactly turn Eq.
(10b) into∑

k

tkvckv(t) =
√

2πdvin(t)− iΓvd̃σ(t) (14)

without compromising the magnitude of hybridization
energy Γv. The input fields from the metal leads are
defined as

dvin(t) ≡ 1√
2π

∑
k

tkve
−iεkv(t−t0)ckv(t0). (15)

The definitions of input fields in terms of environment
operators at the initial time ensure that they can be spec-
ified as initial conditions. Here, we prepare the initial
state of the composite system to be such that, at t = t0,
the molecule and its environments factorize. Specifically,
we assume that the metal leads and the vibrational ther-
mal baths are initially in their thermal equilibrium states
characterized by the Dirac-Fermi distribution function
nvF (ε) = {exp[(ε − µv)/T ] + 1}−1 with µv the chemical
potentials and T the temperature, and the Bose-Einstein
distribution function nB(ω) = [exp(ω/T )− 1]−1, respec-
tively. The resulting anticommutation/commutation re-
lations, correlation functions for input fields, which define
their statistics, as well as input-output relations that con-
nect input and output fields can be found in Appendix
A.

We now write down the Heisenberg EOM for an arbi-
trary molecular operator O,

Ȯ = i[H̃M ,O]− i
∑
kv

tkv

{
[O, c†kvd̃σ] + [O, d̃†σckv]

}
−i
∑
n,j

γn,j

{
[O, r†n,jbn] + [O, b†nrn,j ]

}
. (16)

As the molecular system contains both fermionic and
bosonic operators, we should treat them separately. To
this end, we redefine quantum commutator and anti-
commutator as [A,B]− ≡ [A,B] and {A,B} ≡ [A,B]+,
respectively. The EOM for O can be expressed as

Ȯ = i[H̃M ,O]− − i
∑
kv

tkv

{
∓c†kv[O, d̃σ]± + [O, d̃†σ]±ckv

}
−i
∑
n,j

γn,j

{
r†n,j [O, bn]− + [O, b†n]−rn,j

}
. (17)
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Here, the top signs apply if O is a fermionic operator; the
bottom signs apply if O is bosonic. Making use of Eqs.
(13) and (14), we obtain the EOM

Ȯ = i[H̃M ,O]− − i
∑
v

Lv± − i
∑
n

Xn, (18)

where

Lv± ≡ ∓
(
iΓvd̃

†
σ +
√

2πdv,†in

)
[O, d̃σ]±

+ [O, d̃†σ]±

(
−iΓvd̃σ +

√
2πdvin

)
,

Xn ≡
(
iνnb

†
n +
√

2πbn,†in

)
[O, bn]−

+ [O, b†n]−

(
−iνnbn +

√
2πbnin

)
. (19)

This Langevin-type EOM constitutes the first main result
of this study. Before proceeding to derive it for tight-
binding models, there are several features of Eq. (18)
that are worth mentioning. First, it does not rely on
molecular details and thus possesses a great generality.
Second, the electronic part is treated exactly in the wide
band limit. Third, there is no corresponding Lindblad
master equation for Eq. (18) as it can treat possible
strong hybridization energy, in direct contrast to stan-
dard quantum optical input-output theory111. Moreover,
the equation conserves the overall charge.

The main observable of interest in the steady state
limit is the charge current across the system. Introducing
the charge occupation number operator of the left lead

(source), nL ≡
∑
k c
†
kLckL, the charge current out of the

L metal is formally given by

JL = − d

dt
〈nL〉 = i

∑
k

tkL〈(c†kLd̃1 − d̃†1ckL)〉, (20)

with the average performed over the initial factorized
state of the composite system. In the language of the
input field, using Eq. (14), we get

JL = 2
(√

2πIm〈d̃†1dLin〉 − ΓL〈d†1d1〉
)
. (21)

Here, “Im” refers to an imaginary part.
In a complete analogy to the input fields, one can define

output fields by solving Eqs. (9a)-(9b) for t1 > t, rather
than from the initial condition t0 (see Appendix A). This
allows the derivation of a Langevin-type equation, which
is parallel to Eq. (18), but given in terms of the output
fields. However, due to the existence of input-output
relations as given in Appendix A, it is sufficient to work
with the input fields.

Before proceeding, we recall other EOM methods that
has been developed to treat transport problems, such as
the Heisenberg EOM approach129,130 and methods writ-
ten in the form of the Langevin equation63,131. However,
so far, the Heisenberg EOM approach has been only ap-
plied to simple noninteracting electronic systems, since it
requires the inverse Laplace transform in order to calcu-
late the dynamics of observables, typically a tedious and

prohibitive task in molecular systems. Langevin equation
techniques discussed in the literature for quantum trans-
port are formulated for density matrix elements within
the scope of the QME63,131. In contrast, the GIOM for-
mulates the dynamics at the level of operators, rather
than states, and it is nonperturbative.

III. GIOM FOR TIGHT-BINDING MODELS

We now apply the GIOM Langevin-type equation (18)
to a generic tight binding model with electron-vibration
couplings, culminating with a closed-form expression for
the stationary charge current. The section includes two
powerful results of theoretical and computational impor-
tance:

(i) From the theoretical side, we arrive at a formally
exact EOM for molecular electronic operators in this
open, many-body system, Eq. (24), and write down
its solution, Eq. (29). This equation describes ex-
act electron dynamics in a molecular junction, barring
two elements from our modeling: The effective electron-
secondary phonon bath coupling was omitted from the
polaronic Hamiltonian, and the wide band limit for the
reservoirs was enforced.

(ii) To allow feasible calculations, we further devise an
approximate solution to Eq. (24), that is Eq. (32). This
solution neglects some aspects of electron-vibration in-
teractions (as we describe in this section), and we refer
to it as the Polaron Transport in Electronic Resonance
approximation. As evident from its title, this PoTER ap-
proximation describes the transport of polarons through
electronic resonances, eigenstates of electronic Hamilto-
nian He that are broadened by their hybridization to the
metal reservoirs. Notably, in the context of the GIOM
the electronic current is given in terms of only two types
of rates, and the PoTER approximation allows for an
economical simulation of these rates, and therefore the
charge current, for a broad range of parameters.

A. Exact GIOM equations of motion

We specify the model Hamiltonian of Eqs. (6)-(7),
and apply the GIOM. The model includes a tight-binding
chain with vibrational coupling, see Fig. 1. We assign a
single electronic state to each repeat unit of a molecular
wire. For the electronic part, we therefore have

H̃e =

N∑
n=1

ω̃e,nd
†
ndn +

N−1∑
n=1

gn(d̃†nd̃n+1 + d̃†n+1d̃n), (22)

with gn as the hopping element between sites n and n+1;
N is the total number of electronic states. The single-site
case, N = 1, corresponds to the eminent single-impurity
Anderson-Holstein model. Multisite extensions involve
two electronic sites, and beyond.

5



Inserting the above form into Eq. (18), we obtain the following coupled EOMs for the bare electronic operators
dn,

ḋ1 = − (ΓL + iω̃e,1) d1 − ig1D1,bD†2,bd2 − i
√

2πD1,bd
L
in,

ḋn 6=1,N = − iω̃e,ndn − ign−1Dn,bD†n−1,bdn−1 − ignDn,bD†n+1,bdn+1,

ḋN = − (ΓR + iω̃e,N ) dN − igN−1DN,bD†N−1,bdN−1 − i
√

2πDN,bdRin. (23)

Notably, EOMs for boundary operators d1,N naturally in-
corporate level broadening due to molecule-lead coupling.
By introducing column vectors d = (d1, d2, · · · , dN )T ,

d̃in = (D1,bd
L
in, 0, · · · , 0,DN,bdRin)T , we recast Eq. (23)

into a matrix form,

ḋ = −M · d− i
√

2πd̃in. (24)

Note that d̃in includes the dressing of input fields by dis-
placement operators. The drift matrix M is of a tridiag-

onal structure with elements [M ]nm = WnmDn,bD†m,b.
Here, Wnn = ΓLδn1 + ΓRδnN + iω̃e,n and Wn,n+1 =
Wn+1,n = ign; δkp is the Kronecker delta function.

We now formally introduce the matrix R whose rows
are made of the left eigenvectors of the drift matrix M ,

R ·M = ΛM ·R. (25)

Here ΛM = diag(Λ1, · · · ,ΛN ) is a diagonal matrix with
eigenvalues {Λn} representing electronic resonances. The
fact that electronic resonances are characterized by com-
plex c-numbers implies the form for matrix elements in

the site basis, [R]nm = s̃nmDn,bD†m,b with s̃nm complex

c-numbers according to Eq. (25).
We now make an important observation: The deter-

minant of M − ΛI is equivalent to that of another
tridiagonal matrix, M0 − ΛI, having the same Λ and
[M0]nm = Wnm. This can be proved by noting that the
determinant of a tridiagonal matrix can be easily eval-
uated through the continuant of its elements. Defin-
ing fN = det[MN×N − ΛIN×N ], the sequence {fN}
is called the continuant and satisfies the recurrence re-
lation fN = (WNN − Λ)fN−1 + g2

N−1fN−2 with the
boundary conditions f1 = ΓL + iω̃e,1 − Λ, f0 = 1 and
f−1 = 0. As can be seen, the sequence is fully equivalent
to that of M0 − ΛI. Therefore, the task of determining
R and ΛM corresponds to the diagonalization problem
of R0 ·M0 = ΛM · R0 with [R0]nm = s̃nm, thereby
avoiding the displacement operators that appear in orig-
inal matrices. In fact, this correspondence holds as well
for one-dimensional models with long-range interactions,
noting that displacement operators involved in [M ]nm
and [M ]mn are always complex conjugate.

For small N , this diagonalization permits an analyt-
ical treatment. For larger N , we resort to a numerical
diagonalization of the tridiagonal matrix M0. We reit-
erate that the diagonal matrix ΛM involves the set of

electronic resonances of the system (c-numbers). These
broadened energy levels describe the electronic states of a
molecule hybridized to metal electrodes. Equipped with
the knowledge that the diagonal matrix ΛM does not
depend on nuclear coordinates we rewrite Eq. (24),

R · ḋ = −ΛM ·R · d− i
√

2πR · d̃in. (26)

To proceed, we further reorganize (26),

d

dt
(R·d) = −(ΛM−Ṙ·R−1)·R·d−i

√
2πR·d̃in. (27)

Here, R−1 denotes the inverse matrix of R with the

matrix elements [R−1]nm = snmDn,bD†m,b. Unlike ΛM ,

Ṙ ·R−1 depends on the nuclear coordinates, and it in-
cludes nonzero off-diagonal matrix elements in the site
basis,

[Ṙ ·R−1]nm =
∑
k

s̃nkskm(λnṖn − λkṖk)Dn,bD†m,b

= δnmλnṖn −
∑
k

s̃nkskmλkṖkDn,bD†m,b.

(28)

For simplicity, we introduce the notation Pn ≡ b†n − bn.
In obtaining the second line we used the fact that∑
k s̃nkskmDn,bD

†
m,b = δnm since R ·R−1 = I.

The exact dynamical evolution of electronic degrees of
freedom is given by the formal solution of Eq. (27) in the
steady state limit,

d(t) = −i
√

2π

∫ t

−∞
dτR−1(t)e−ΛM (t−τ)

×e
∫ t
τ
Ṙ(τ ′)R−1(τ ′)dτ ′R(τ)d̃in(τ). (29)

The term resulting from the initial condition, d(t0), is
dropped as it does not contribute to the ensemble average
in the steady state limit (for the terms involved in charge
current Eq. (21), this is evident by noting the causality
that d(t0) does not correlate with the input fields in the
future).

From the above formal solution we can find, for in-
stance, the evolution of the operator d1

d1(t) = −i
√

2π
∑
nm

∫ t

−∞
dτ
[
s1ns̃m1Knm(t, τ)dLin(τ)

+s1ns̃mNKnm(t, τ)dRin(τ)
]
, (30)
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where we have denoted by

Knm(t, τ) = e−Λn(t−τ)D1,b(t)D†n,b(t)

×
[

exp
(∫ t

τ

(ṘR−1)τ ′dτ
′
)]

nm
Dm,b(τ).

(31)

This term incorporates all the vibrational effects. Al-
together, beginning with the exact EOM of the GIOM,
Eq. (24), we obtain the formally-exact solution (29) for
electronic operators. Interestingly, by inserting Eq. (30)
into Eq. (21) one immediately reveals that the charge
current expression builds upon only two types of trans-
fer processes involving one and two electronic resonances,
which we will elaborate on later. Nevertheless, since nu-
clear coordinates appear in the combination (ṘR−1)τ ′ ,
which evolves in time according to the full Hamiltonian,
the problem is formidable and it requires making approx-
imations to become practical.

B. PoTER approximation

We now devise an approximation that allows us to
reach a highly efficient computational scheme for solv-
ing the GIOM equations, (24). This so-called PoTER
approximation includes two components. In this section,
we elaborate on the first, critical part of the PoTER ap-
proximation: polarons are transmitted between the met-
als through purely electronic resonances. In Section III C,
we perform the second part of the PoTER approxima-
tion: The vibrational degrees of freedom which form the
polaron time-evolve without the back-action of electrons.

Under the first part of the PoTER approximation,
we simplify the kernel in Eq. (31) and replace[

exp
( ∫ t

τ
(ṘR−1)τ ′dτ

′
)]

nm
with δnm. This approxima-

tion amounts to (i) neglecting nonlocal vibration effects
with n 6= m in the dynamical evolution of electronic de-
grees of freedom, and (ii) neglecting phonon corrections
to the electronic resonances. This reduces Eq. (29) to

d(t) ≈ − i
√

2π

∫ t

−∞
dτR−1(t)e−ΛM (t−τ)R(τ)d̃in(τ).

(32)
Specifically, Eq. (30) becomes

d1(t) ≈ −i
√

2π
∑
n

∫ t

−∞
dτ

[
s1ns̃n1K

PoTER
n (t, τ)dLin(τ)

+s1ns̃nNK
PoTER
n (t, τ)dRin(τ)

]
, (33)

with the PoTER kernel,

KPoTER
n (t, τ) = e−Λn(t−τ)D1,b(t)D†n,b(t)Dn,b(τ).(34)

For simplicity, in what follows we replace the approxi-
mate symbol by an equality, since we consistently work
the PoTER approximation.

Elaborating on this approximation: The term (ṘR−1)

in Eq. (29) involves time derivative of Dn,bD†m,b. It

is proportional to λnṖn − λmṖm, or approximately to
λnωb,n(b†n + bn) − λmωb,m(b†m + bm), once we consider
free vibrations, b†n(t) = b†n(0)eiωb,nt. Therefore, the first
part of the PoTER approximation amounts to assuming
that nuclear displacements are uniform across the lattice.
This assumption is expected to be reasonably valid for a
tight-binding model with identical (or similar) repeating
units and when the dissipation to secondary modes is
weak.

It is worth mentioning that: (i) The PoTER solution
is exact in the coherent limit ({λn} → 0) since then R is
strictly time-independent. (ii) In Appendix B we prove
that the PoTER scheme does not impact the total charge

conservation. (iii) The solution for d†1 is just the Hermi-
tian transpose of Eq. (33); the PoTER approximation
does not cripple this relation. We show that by writing

down the EOM for row vectors d† = (d†1, d
†
2, · · · , d

†
N ),

d̃†in = (dL,†in D
†
1,b, 0, · · · , 0, d

R,†
in D

†
N,b),

ḋ† = −d† ·M † + i
√

2πd̃†in. (35)

We diagonalize M † in term of M † · Q = Q ·
Λ∗M with Q = R† and find the PoTER solution

d†(t) = i
√

2π
∫ t
−∞ dτ d̃†in(τ)Q(τ)e−Λ∗M (t−τ)Q−1(t),

which is the Hermitian transpose of Eq. (32). Hence,

we can obtain d†1 directly from the Hermitian transpose
of Eq. (33).

When do we expect the GIOM-PoTER treatment to
be accurate? As mentioned above, the PoTER approxi-
mation does not affect the purely electronic problem, i.e.
it exactly recovers the Landauer form with the correct
transmission function. It is also expected to be accu-
rate in the low temperature regime when nuclear motion
is largely suppressed. Moreover, for the single impurity
problem with electron-vibration interaction Eq. (32) is
exact since M simply involves the electronic resonance
without vibrational corrections, which are fully delegated
to the input fields. Lastly, for short wires we expect cor-
rections to Eq. (32) due to nonlocal vibrational effects
and vibrational self energies to be minor. However, these
terms could become important in long wires, particularly
once energy dissipation is substantial.

So far, we discussed the first part of the PoTER ap-
proximation: polarons are transmitted through purely
electronic resonances. The second part of the approx-
imation is practiced in the next subsection, and it con-
cerns the time evolution of the vibrations forming the po-
laron: We propagate the displacement operators Dn,b(t)
while ignoring back-action from charge carriers. This ap-
proximation allows us to prepare and evaluate the time
correlation function of the polaron, a component in the
expression of the charge current.
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C. Charge current

In this section we derive a closed-form expression for
the steady state charge current. Our starting point is the
definition, Eq. (21), with the average performed with re-
spect to the initial total density matrix, which is assumed
to be in a factorized form, ρ(t = 0) = ρe ⊗ ρb. Here ρe
is the initial state for the electronic degrees of freedom,
factorized to the two baths and the molecular electronic
system, ρe = ρL ⊗ ρR ⊗ ρS . ρb is the initial state for
the bosonic modes. It is factorized between the N sites,
and between the the primary and secondary modes, the
latter are assumed to be in a thermal state.

Using the PoTER solution, Eq. (33), and the com-
mutation relations of input fields from appendix A, we
get

√
2πIm〈d̃†1dLin〉 =

∑
n

Re[ΦLnχ
L
n ]. (36)

Here “ Re” refers to the real part. We have denoted by
ΦLn = s1ns̃n1 and defined the transfer rate

χvn = 2Γv

∫
dε

2π
nvF (ε)

∫ ∞
0

dτeiετe−ΛnτBn(τ), (37)

with the vibrational correlation function Bn(t − τ) =

〈D†n,b(t)Dn,b(τ)〉; the index n recounts the electronic res-
onances. We refer to this rate as ‘first order’ since it
involves a single electronic resonance, Λn. Clearly, χvn
describes a transfer event assisted by a single electronic
resonance and dressed by local vibrational correlations.

The derivation of Eq. (37) is detailed in Appendix
C. Briefly, it involves the second part of the PoTER ap-
proximation: We ignore the back-action of electrons on
primary modes in the polaron frame and separately or-
ganize electronic and vibrational correlation functions.

We proceed and calculate the vibrational correlation
function using the decoupled EOMs for the primary
modes, Eq. (18), ḃn ≈ −(νn + iωb,n)bn − i

√
2πbnin. We

get

Bn(τ) = exp

[
− λ2

n

∫
dω
In(ω)

π

1

ν2
n + (ω − ωb,n)2

×
(

coth(βω/2)(1− cosωτ) + i sinωτ
)]
.(38)

Details can be found in Appendix D.
The second contribution to the charge current involves

the stationary charge occupation on the first site,

〈d†1d1〉 =
1

2

∑
nm,v

Ψv
nm

Γv
ηvnm. (39)

Here, we have denoted the coefficients ΨL
nm =

s∗1ns̃
∗
n1s1ms̃m1, ΨR

nm = s∗1ns̃
∗
nNs1ms̃mN and introduced

the transfer rate (see Appendix C),

ηvnm = 4Γ2
v

∫
dε

2π
nvF (ε)

(∫ ∞
0

dτeiετe−ΛnτBn(τ)
)∗

×
(∫ ∞

0

dτeiετe−ΛmτBm(τ)
)
. (40)

We refer to this rate as ‘second order’ since it involves two
resonances; diagonal terms are exceptions as they reduce
to first order rates, ηvnn = 2Γv

ReΛn
Re[χvn] after perform-

ing a time integration. To evaluate the auto-correlation
function of the polaron, we neglect the back-action of
electrons on the vibrational dynamics.

Inserting Eqs. (36) and (39) into Eq. (21) we build
the final expression for the charge current out of the left
lead,

JL = 2
∑
n

Re[ΦLnχ
L
n ]− ΓL

∑
nm,v

Ψv
nm

Γv
ηvnm. (41)

Similarly, the steady state charge current out of the right
lead, JR, can be expressed as JR = 2

∑
n Re[ΦRnχ

R
n ] −

ΓR
∑
nm,v

Ψ̃vnm
Γv

ηvnm with ΦRn = sNns̃nN , Ψ̃R
nm =

s∗Nns̃
∗
nNsNms̃mN and Ψ̃L

nm = s∗Nns̃
∗
n1sNms̃m1. These two

analytic charge current expressions represent one of main
results of this study. As the method maintains the charge
conservation, it should satisfy JL = −JR in the steady
state limit.

Notably, the charge current involves only two types of
rates as revealed by the GIOM, regardless of molecular
complexities. The PoTER approximation allows their
facile evaluation: The rates χn depend on individual
eigenvalues n. The rates ηnm involve charge transfer
jointly through two resonances.

D. GIOM-PoTER: Synopsis

We summarize and enumerate the assumptions and ap-
proximations underlying the GIOM-PoTER scheme, as
well as the technical advances.

The GIOM equations are derived under the following
three assumptions:

a1. The two types of environments, the metal elec-
trodes and the secondary phonon baths are treated in
the wide band limit. That is, the spectral density of
the metal reservoirs is assumed to be about constant at
the vicinity of molecular electronic levels. Similarly, the
spectral function of secondary phonon baths is assumed
flat around frequencies of the primary modes.

a2. The secondary phonon bath is coupled to the pri-
mary vibrational modes within a rotating-wave Hamilto-
nian.

a3. In the polaron-transformed Hamiltonian we ne-
glect the effective interaction between electronic degrees
of freedom and the secondary bath modes.

These assumptions are justified based on weak cou-
pling between primary and secondary modes. Altogether,
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we regard the polaronic Hamiltonian (7) as our starting
point, and therefore refer to the resulting GIOM EOM
as exact for this class of Hamiltonians.

The GIOM advances the quantum optical counter-
parts in four ways: (i) The GIOM relies on the defini-
tion of generalized input and output fields for the envi-
ronments, going beyond the state-independent coupling
approximation110,111,113 frequently used in the quantum
optical counterpart. This allows to faithfully model
the coupling of molecular operators to metal electrodes
and vibrational degrees of freedom. (ii) The derived
Langevin-type EOM Eq. (18) describes the coupling
of molecular operators to different degrees of freedom,
fermionic and bosonic, and there is no corresponding
Lindblad master equation for it. (iii) Electron-vibration
interactions are included nonperturbatively, and molec-
ular electronic degrees of freedom are treated exactly in
the wide band limit128. (iv) For tight-binding models the
GIOM equation has a compact-exact form (24) with the
formally-exact steady state solution (29).

To implement the GIOM efficiently, we furthermore
make the PoTER approximation:

A1. We disregard nonlocal phonon effects on charge
transport, as well as corrections to resonance energies due
to nuclear effects. As a result, the vibrationally-dressed
electrons cross the system through purely electronic res-
onances.

A2. We time-evolve vibrations forming the polarons
while ignoring back-action from the electronic degrees of
freedom.

Under the PoTER approximation A1, Equation (29)
is replaced by (32), which is amenable to numerical simu-
lations. With the assistance of A2, correlation functions
of primary vibrations are feasibly calculated. Specifically
we gain the following advantages: (i) The charge current
expression, which depends on two types of rates (even
for extended systems), is readily computed, with com-
putational efforts scaling quadratically with system size,
N2. (ii) Analytic expressions can be obtained for short
(N = 1, 2) junctions. (iii) The GIOM-PoTER solution
is exact in the coherent limit. Moreover, the first part
of the PoTER approximation, A1, is redundant for the
single-site case. For relatively uniform structures, the
approximation A1 is expected to be validated even in
extended systems.

IV. APPLICATIONS

The GIOM-PoTER treatment with the resulting
charge current expression, Eq. (41), is applicable to N -
site tight-binding models. Here, we focus on two central
models for MJs: the single-site and two-site MJs. Results
for longer chains are also described. A central advantage
of our technique is the feasibility of computations com-
pared to other transport methods. With existing bench-
mark results, we are able to fully elucidate the utility of
the GIOM. The list of physical parameters along with

TABLE I: Summary of parameters

ωe,n Molecular electronic energy on site n 0.1-2 eV

ω̃e,n Renormalized site energies, ωe,n − λ2
nωb,n

g intersite tunneling element 0.01-0.5 eV

ΓL,R Decay rate to the metals 0.01-1 eV

V bias voltage 0 -3 V

ωb,n Frequency of primary mode 0.2 eV

λ Electron-vibration coupling (dimensionless) 0-3

ν Broadening of primary modes 0.005-0.01 eV

T Temperature of metals and vibrational baths 300 K

ωc Cavity frequency ωe

ΩR Light-matter coupling energy 0-0.8ωc

κ Cavity loss rate 0.05 eV

N Number of repeating units 1-15

experimentally relevant values employed in this work are
given in Table 1.

A. single-site junction

We first consider a monomeric MJ comprising a sin-
gle electronic state. We recall that the PoTER approx-
imation is redundant in the single-site model, and the
only assumption involved is A2. The molecular elec-
tronic Hamiltonian is

H̃e = ω̃ed
†
1d1. (42)

The other terms in the Hamiltonian, describing the con-
tributions of primary and secondary vibrational modes,
as well as coupling of the molecule to metal electrodes
are given by Eqs. (2)-(4).

One immediately resolves the resonance energy, Λ1 =
Γ + iω̃e, with Γ = ΓL + ΓR and s11 = 1, s̃11 = 1. Hence,
the nonvanishing coefficients of Eq. (41) are ΦL1 = 1 and

ΨL,R
11 = 1, leading to the following simplified form of the

charge current,

JL = 2
ΓRRe[χL1 ]− ΓLRe[χR1 ]

Γ
. (43)

For convenience, we denote γv = Re[χv1] and introduce
the notations

γv = 2Re
[
Γv

∫
dε

2π
nvF (ε)

∫ ∞
0

dτei(ε−ω̃e)τe−ΓτB(τ)
]
,

γ̄v = 2Re
[
Γv

∫
dε

2π
(1− nvF (ε))

∫ ∞
0

dτe−i(ε−ω̃e)τe−ΓτB∗(τ)
]
,

(44)

satisfying γv + γ̄v = Γv. With that, one can recast Eq.
(43) into the form

JL = 2
γ̄RγL − γ̄LγR

γ̄L + γL + γ̄R + γR
. (45)
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This result was recently obtained using a generalized
QME method132 (noting the adopted definition of Γv is
half of theirs). Given the vast applications of the single-
site Anderson model, achieving a closed-form expression
for the current, Eq. (43), is a significant achievement.
Our derivation provides the foundation of this approxi-
mate yet powerful result.

As noted in Ref.132, the charge current expression Eq.
(43) is capable of bridging the coherent and incoherent
descriptions. In the coherent limit of λ = 0, we have

γv =

∫
dε

2π
nvF (ε)

2ΓvΓ

Γ2 + (ε− ωe)2
, (46)

and the current in Eq. (43) reduces to

JLBL =

∫
dε

2π

4ΓLΓR
Γ2 + (ε− ωe)2

[nLF (ε)− nRF (ε)]. (47)

This is precisely the Landauer-Büttiker (LB) expression
for a single noninteracting level133,134.

In contrast, in the high temperature limit of T � Γv,
one simplifies Eq. (43) by neglecting level broadening due
to molecule-lead couplings. Then, the rate γv turns out
to be the one obtained by the second order QME in the
polaron frame135, and the corresponding charge current
reads

JQME
L =

∫
dε

2π

4ΓLΓR
ΓL + ΓR

B̃(ε)[nLF (ε)− nRF (ε)], (48)

where we have defined B̃(ε) = Re[
∫∞

0
dτei(ε−ω̃e)τB(τ)].

In the high bias limit of V →∞, JQME
L = 2ΓLΓR/(ΓL+

ΓR) which is expected as the influence of electron-
vibration coupling is negligible in that limit.

Electron-vibration effects

In order to gain additional physical insight and eval-
uate the performance of the proposed GIOM-PoTER
framework between the two limits, coherent and incoher-
ent, we utilize Eq. (43) to study the current-voltage char-
acteristics while varying system parameters. For the sake
of simplicity, in simulations we set ΓL = ΓR = Γ/2. A

super-Ohmic spectrum I(ω) = ν ω3

ω3
b,cut

e−(ω−ωb,cut)/ωb,cut

with a cut-off frequency ωb,cut = 0.5 eV is adopted for
the thermal vibrational bath. We emphasize that the
GIOM is not limited to a specific form of spectral den-
sity, and other functions such as the Debye-Drude form
can be easily incorporated in the GIOM. However, the
basic features of the current-voltage characteristics re-
main unaltered.

A typical set of current-voltage curves is depicted in
Fig. 2. In panel (a), we vary the electron-vibration
coupling strength λ. For vanishing and small (λ = 0.1)
electron-vibration couplings, the charge current is dom-
inated by elastic processes. The step around V = 0.6
marks the onset of resonant tunneling regime, noting
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×10
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V
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(b)

Γ = 0.01 eV
Γ = 0.1 eV
Γ = 1 eV

FIG. 2: Current-voltage characteristics of a single-site
MJ for (a) different electron-vibration coupling
strengths λ with fixed Γ = 0.01 eV, (b) different

molecule-lead coupling strengths Γ at fixed λ = 0.6.
Model parameters are µL = −µR = V/2, ω̃e = 0.3 eV,
ωb = 0.2 eV, ν = 0.005 eV and T = 300 K. Hereafter,
“a.u.” denotes a short notation for “arbitrary units”.

that ω̃e = 0.3 eV in simulations. Increasing λ further,
inelastic processes begin to play a role and the charge
transfer is generally accompanied by excitation of molec-
ular vibrations, leading to Franck-Condon step structures
in the current-voltage curve. For high enough values of
λ, the equilibrium coordinates in adjacent charge states
are significantly shifted from each other, making diagonal
Franck-Condon transitions between low-lying vibrational
states exponentially suppressed. As a result, we observe
the FCB51–55 at low bias with strong electron-vibration
coupling, λ = 3.

In Fig. 2 (b), we further investigate the current-voltage
characteristics while varying the molecule-lead hybridiza-
tion Γ with a fixed, moderate electron-vibration coupling
λ = 0.6. In the high bias limit, all curves approach the
same value Γ/2136, therefore we plot the scaled charge
current JL/Γ in Fig. 2 (b). As can be seen, the step
structure only appears in the nonadiabatic transport
regime when Γ � ωb. For Γ = 0.1 eV, level broadening
smears out the fine step structure. When the molecule-
lead coupling is increased up to Γ = 1 eV, the metal leads
form Ohmic contacts (energy independent transmission
probability) to the molecule. As a result, the current ex-
hibits an Ohmic-like behavior, that is, an almost linearly
increasing trend as a function of voltage. Altogether, Fig.
2 clearly demonstrates that the GIOM-PoTER is able to
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qualitatively capture all the essential features of current-
voltage characteristics as revealed, for instance, by the
HEOM method96,97,137. We note that the HEOM calcu-
lations only include a primary vibrational mode, without
a secondary bath, therefore we do not attempt to perform
a direct comparison.

Cavity-induced suppression of charge current

As the GIOM builds upon the quantum optical input-
output method111, it naturally permits to include an
additional optical environment that consists modes of
an electromagnetic field, thereby uncover the effect of
nano-cavities on charge transfer138. A cavity-enhanced
charge transfer process has been revealed both experi-
mentally and theoretically in mesoscopic molecular-based
systems123–125. Here, we complement previous studies by
considering a cavity-coupled single-site MJ in the strong
light-matter coupling regime. Instead of an enhance-
ment, we observe a cavity-induced suppression of the
charge current.

The single-site junction is placed within a plasmonic
nanocavity supporting a single dispersionless electromag-
netic mode121,122. Consequently, the molecular part HM

in Eq. (1) is extended to comprise the cavity photon and
a light-matter interaction term,

HM+C = HM + ωca
†a+ ΩR(a† + a)d†1d1. (49)

Here, a cavity mode with frequency ωc is described by
the annihilation operator a. The cavity photon directly
couples to an electronic excited-state with the vacuum
Rabi frequency ΩR measuring the light-matter coupling
strength. We adopt this light-matter interaction form
by taking into account the facts that (i) no cavity effect
presents when there is no electron on the single-site MJ
and (ii) charge conservation should be preserved.

To mimic experimental conditions123, we restrict the
problem to cavity-vacuum effects and assume that the
cavity is prepared in the vacuum state. Loss processes
from the cavity are included by adding a far-field photon
bath to the environmental Hamiltonian,

HE+C = HE +
∑
l

ωlf
†
l fl. (50)

The associated interaction in Eq. (1) is therefore gener-
alized to

HI+C = HI + i
∑
l

ηl(a− a†)(f†l + fl). (51)

The far-field photon modes are described by frequencies
ωl and annihilation operators fl. This coupling is char-
acterized by the spectral density for the far-field photon
bath, F (ω) = π

∑
l η

2
l δ(ω−ωl). The form of light-matter

interaction indicates that one can diagonalize the molec-
ular part HM+C by applying the unitary transformation

G ≡ (DbDa)d
†
1d1 with Da = exp[ΩR(a† − a)/ωc] and Db

as defined in Eq. (5). By doing so, the GIOM incorpo-
rates nonperturbative (strong-coupling) effects of both
the electron-vibration coupling and light-matter inter-
action. The previously-introduced renormalized on-site
electronic energy is now modified into ω̃e = ωe − λ2ωb −
Ω2
R/ωc, and the vibrational-polariton operator becomes

d̃1 = D†bD†ad1.
By extending the GIOM, as described in Sec. II, to

include the optical field, we write down the Heisenberg
EOM for the far-field photon modes, ḟl = −iωlfl + ηla
within the rotation wave approximation. An input field
ain(t) ≡ 1√

2π

∑
l ηle

−iωl(t−t0)fl(t0) for the far-field pho-

ton bath can then be defined through the relation∑
l

ηlfl(t) =
√

2πain(t) + κa(t), (52)

where κ ≡ F (ωc) sets the bare cavity decay rate. For
plasmonic cavities, we take κ = 0.05 eV139. From the ini-
tial vacuum state we get the nonvanishing correlation of

the input field 〈ain(t)a†in(t′)〉 =
∫
dω F (ω)

2π2 e
−iω(t−t′). Tak-

ing into account the contribution from the cavity photon,
Eq. (18) is modified into

Ȯ = i[H̃M ,O]− − i
∑
v

Lv± − i
∑
n

Xn + Ca, (53)

where

Ca =
(
κa† +

√
2πa†in

)
[O, a]− − [O, a†]−

(
κa+

√
2πain

)
.

(54)

It is interesting to point out that the contribution from
the cavity and the associated photonic environment is al-
ways incorporated in an additive manner when consider-
ing dynamics at the level of operators, in direct contrast
to the emergent environmental nonadditivity in density
matrix formalism140.

Recall that the charge current of a single-site MJ (43)
is written in terms of the first order transfer rate χv1, as
defined in equation (37). Generalizing this rate to include
the effect of the cavity photon, we get

χv1 = 2Γv

∫
dε

2π
nvF (ε)

∫ ∞
0

dτei(ε−ω̃e)τe−ΓτB(τ)A(τ),

(55)
where the cavity photon correlation function A(t− t′) =
〈D†a(t)Da(t′)〉 takes the form (see appendix D for details),

A(τ) = exp

[
−Ω2

R

ω2
c

∫
dω
F (ω)

π

1− e−iωτ

κ2 + (ωc − ω)2

]
. (56)

The exponential form of A(τ) clearly indicates that the
charge current is largely suppressed in the strong cou-
pling regime of light-matter interaction.

To visualize such a cavity-induced suppression of
charge current in single-site junctions, we present a rep-
resentative set of numerical results based on Eqs. (43)
and (55) in Fig. 3. In calculations, we take ωc = ωe,
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i.e. the cavity mode is made resonant with the bare
electronic level, and we use a fixed renormalized on-
site energy ω̃e > 0; the bare value ωe,c can be in-
ferred from the relation ωe,c = (ω̃e + λ2ωb)/(1 − α2)
with the parameter α ≡ ΩR/ωc satisfying 0 ≤ α < 1
(noting that α can be larger than 1, which simply im-
plies that the renormalized electronic level sits below the
Fermi level, namely, ω̃e < 0). A super-Ohmic spectrum

F (ω) = κ ω3

ω3
c,cut

e−(ω−ωc,cut)/ωc,cut with a cut-off frequency

ωc,cut = 1 eV is adopted for the far-field photon bath139.
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FIG. 3: Current-voltage characteristics in
cavity-coupled single-site MJ, varying the light-matter

coupling strengths, ΩR/ωc for (a) λ = 0, and (b)
λ = 0.6. In (a), VL,U mark two estimated voltage

thresholds at which resonant tunneling through the
polariton states for ΩR/ωc = 0.8 begins. Other

parameters are µL = −µR = V/2, ω̃e = 0.3 eV, Γ = 0.01
eV, ωb = 0.2 eV, ν = 0.02 eV, κ = 0.05 eV and T = 300

K.

In Fig. 3 (a) we turn off electron-vibration cou-
pling and study the effect of the cavity mode on charge
transport. Subsequently, in panel (b) we study the
vibrationally-coupled polariton case. In both scenarios,
we observe a cavity-induced suppression of charge current
upon increasing the light-matter interaction.

More intriguingly, we notice that a well-resolved step
structure emerges when the system enters into the strong
coupling regime of light-matter interaction (see panel
(a)). To pinpoint the origin of these steps, we note that
strong light-matter interaction can give rise to hybrid
states, the so-called polariton states141,142. In analogy

with the case where a cavity mode couples to an excitonic
transition in molecules139,143,144, we expect that two hy-
brid states that correspond to the upper (U) and lower
(L) polariton will form. However, in contrast to the pic-
ture of Refs.139,143,144, here the cavity photon couples to
the electronic excited state in the molecule, rather than
to a transition, implying that the cavity photon actually
shifts the manifold of excited state. Hence, the energies
of the two polaritons (in the absence of heat baths and vi-
brations) should be ωL = ω̃e and ωU = ω̃e +ωc where ω̃e
incorporates the vacuum Rabi frequency in the polariton
frame.

Since we apply the bias voltage symmetrically, we
find the voltage thresholds VL = 2ω̃e = 0.6 and VU =
2(ω̃e + ωc) ≈ 2.27 for ΩR/ωc = 0.8. These values are
marked by vertical blue dashed-dotted lines in Fig. 3
(a). As can be seen, these two voltage values well de-
scribe the thresholds for the onset of resonant tunneling
with these two polariton states—if one further takes into
account level broadening induced by the couplings of the
polaritons to the different environments. Altogether, our
results demonstrate that current-voltage characteristics
in a cavity-coupled junction provide a valuable tool to
probe the formation of polariton states in nano-cavities.

We further allow nonzero electron-vibration coupling
in Fig. 3 (b). In this case, the charge current suppres-
sion occurs due to the combined effect of the primary
vibrational modes and the cavity photon, as can be in-
ferred from the modified transfer rate in Eq. (55). The
interplay between electron-vibration and light-matter in-
teractions generates polariton states as a threefold mix-
ture of photonic, electronic and phononic degrees of
freedom139,145–148, leading to the breakdown of the previ-
ous simple picture of two branches of polaritons. Hence,
we observe more sophisticated step structures in Fig. 3
(b) as compared with Fig. 3 (a). Nevertheless, our results
suggest that a cavity-coupled junction offers a powerful
platform for studying nonequilibrium polaritonics.

The suppression effect of the current due to the forma-
tion of polaritons as observed here is not at odds with
previous findings in extended systems123–125, where cur-
rent enhancement at strong light-matter coupling was
observed. Rather, this is a natural consequence of size
reduction of the conductor. In fact, consider a single cav-
ity mode that couples to a tight-binding system of N > 1

sites with the interaction term ΩR√
N

(a† + a)
∑N
n=1 d

†
ndn.

By performing the unitary displacement transformation,
as we did before, it can be shown that the cavity in-
duces an effective attractive electron-electron correla-
tion, −(Ω2

R/ωc)(
∑
n d
†
ndn)2 (different from a renormal-

ization −(Ω2
R/ωc)

∑
n d
†
ndn when N > 1). We argue that

this cavity-induced long-range interaction underlies the
cavity-enhanced charge transfer process observed in ex-
periments of extended systems123. This phenomenon will
be further investigated in future works.
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B. Two-site junction

Continuing our investigation with building blocks of
extended systems, we focus here on the two-site MJ.
Remarkably, our formalism allows us to derive (we be-
lieve for the first time) a closed-form expression for the
vibrationally-coupled charge current in the system [cf.
Eq. (61) below], which depends on the two types of rates,
Eqs. (37) and (40). The two-site MJ is described by

H̃e =
∑
n

ω̃e,nd
†
ndn + g(d̃†1d̃2 + d̃†2d̃1). (57)

For the sake of simplicity, we proceed with the analytic
treatment assuming a symmetric junction, ΓL = ΓR =
Γ/2. The corresponding drift matrix M takes a 2 × 2
form

M =

(
Γ/2 + iω̃e,1 igD1,bD†2,b
igD2,bD†1,b Γ/2 + iω̃e,2

)
. (58)

Diagonalizing this matrix yields two eigenvalues

Λ± =
Γ

2
+
i

2

[
ω̃e,1 + ω̃e,2 ±

√
(ω̃e,1 − ω̃e,2)2 + 4g2

]
,

(59)

which are the resonance states of the electronic system,
together with the following explicit forms for the matrices
R and R−1 (see Appendix E for more details),

R =

(
Λ+−Γ/2−iω̃e,2

i
√
Z

g√
Z
D1,bD†2,b

− g√
Z
D2,bD†1,b −

Λ−−Γ/2−iω̃e,1
i
√
Z

)
,

R−1 =

(
1

Λ−−Γ/2−iω̃e,2
ig D1,bD†2,b

Λ+−Γ/2−iω̃e,1
ig D2,bD†1,b 1

)
.

(60)

Here Z = (ω̃e,1− ω̃e,2)2 +4g2. Inserting these eigenvalues
and matrix elements into the general charge current ex-
pression, Eq. (41), we obtain a closed-form formula for
the charge current, describing the VCET in a two-site
MJ,

JL =
2g2

Z
Re[χL+ + χL− − χR+ − χR− + ηR+− − ηL+−]. (61)

Explicitly,

JL =
2g2Γ

Z

∫
dε

2π

[
nLF (ε)− nLF (ε)

] ∑
n=±

Re

∫ ∞
0

dτeiετe−ΛnτBn(τ)

− 2g2Γ2

Z
Re

∫
dε

2π

[
nLF (ε)− nRF (ε)

] ( ∫ ∞
0

dτeiετe−Λ+τB+(τ)
)∗(∫ ∞

0

dτeiετe−Λ−τB−(τ)
)
. (62)

This analytic result is one of the central results of our
work. We note that the specific matrix forms for R and
R−1 may vary due to certain equalities for eigenvalues
(see Eq. (E7)). However, we confirmed that the above
charge current form is independent of such a (normaliza-
tion) freedom. Appendix E describes the generalization
to the ΓL 6= ΓR case.

In the coherent limit of λ1,2 = 0, we get

Re[χv+ + χv− − ηv+−] =∫
dε

2π
nvF (ε)

Γ2Z/2

|(ε− ωe,1 + iΓ/2)(ε− ωe,2 + iΓ/2)− g2|2
.

(63)

Inserting it into Eq. (61) yields exactly the Landauer-
Büttiker expression for noninteracting double quantum
dot system149–151,

JLBL =

∫
dε

2π

Γ2g2[nLF (ε)− nRF (ε)]

|(ε− ωe,1 + iΓ/2)(ε− ωe,2 + iΓ/2)− g2|2
.

(64)
In the high bias limit in which Re[χL+ + χL− − ηL+−] =

Γ(2− Γ2/(Γ2 + Z)) and Re[χR+ + χR− − ηR+−] = 0, we get

(keeping the lowest order of Γ)

JQME,1
L =

4Γg2

Γ2 + (ωe,1 − ωe,2)2 + 4g2
, (65)

which is the quantum master equation result obtained
by136,152. Notably, if we neglect the contribution from
the second order (two-resonance) term determined by
ηL+−, we achieve instead another quantum master equa-
tion result153,

JQME,2
L =

2Γg2

(ωe,1 − ωe,2)2 + 4g2
. (66)

However, for degenerate on-site energies ωe,1 = ωe,2, this
latter charge current expression becomes independent on
the hopping rate g, implying nonzero current in the limit
of g → 0. This unphysical artifact highlights the impor-
tance of keeping second order terms, even in the weak
coupling regime.

We now explore different limits of the current, Eq.
(62), based on numerical simulations. Representative
numerical results are summarized in Figs. 4 and 5.
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FIG. 4: Current-voltage characteristics in two-site
junctions for (a) various hopping amplitude g with a

fixed electron-vibration coupling, λ = 0.1 and (b)
different electron-vibration coupling strengths λ at a

fixed g = 0.1 eV. In panel (a), V1,2 mark the values of
the onset voltages for resonant tunneling through the
two electronic states for the case g = 0.5 eV. Model

parameters are µL = −µR = V/2, Γ = 0.01 eV, ω̃e = 0.3
eV, ωb,1 = ωb,2 = 0.2 eV, ν1 = ν2 = 0.005 eV and

T = 300 K.

Without loss of generality, we study a dimer made of
identical building blocks with identical electron-vibration
coupling, λ1 = λ2 = λ, and equal (dressed) site en-
ergies ω̃e,1 = ω̃e,2 = ω̃e. A super-ohmic spectrum

In(ω) = νn
ω3

ω3
b,cut

e−(ω−ωb,cut)/ωb,cut with a cut-off fre-

quency ωb,cut = 0.5 eV is assumed for the secondary
vibrational baths. The asymmetric two-site case can re-
alize the Aviram-Ratner donor-acceptor charge rectifier2

and its recent extensions, e.g.154,155. This setup, a pri-
mary application of molecular transport junctions, is not
explored in this work.

Current-voltage characteristics

In Fig. 4 (a) and (b), we display the current-
voltage characteristics for various hopping amplitude g
and electron-vibration coupling λ, respectively. We first
focus on the effect of the hopping rate g in Fig. 4 (a).
Obviously, the charge current should vanish in the limit
of g → 0, and increasing g from zero should favor charge

transport. Indeed, we observe an enhancement of the
current when g is raised from 0.01 eV to 0.05 eV. How-
ever, for larger values of g, different trends are observed.
Particularly, at high voltage a two-step structure forms
before reaching saturation, and the current is no longer
monotonously growing in g.

Since the electron-vibration interaction and the
molecule-lead couplings are relatively weak in this ex-
ample, we analyze the observed behavior from the per-
spective of the closed electronic system. In this case, the
eigenfrequencies for the two eigenstates are ωe±g. When
g is small (relative to ωe − εF ), these two states are al-
most degenerate (given level broadening), and the onset
of resonant tunneling occurs just around V = 0.6 (not-
ing ωe = 0.3 eV) as confirmed by the result for g = 0.01
eV in Fig. 4 (a). However, once g is large enough such
that the two eigenstates are well separated, we observe
the two-step structure in current-voltage curve with the
corresponding voltage thresholds, V1,2 = 2|ωe ± g|; the
absolute value is a direct consequence of the symmetric
voltage drop applied. For instance, ωe and −ωe have the
same voltage thresholds for resonant transport.

In Fig. 4 (b), we vary the electron-vibration coupling
up to a moderate value, while fixing g. Similarly to the
single-site MJ described in Sec. IV A, we observe steps in
the current, corresponding to Franck-Condon transitions.
Meanwhile, the charge current is suppressed for large λ
due to the FCB.

FIG. 5: Contour map of charge current for a two-site
MJ as a function of electron-vibration couplings λ and
inverse temperature T−1. Representative curves with

fixed λ are depicted. Model parameters are
µL = −µR = V/2, g = 0.05 eV, V = 0.01, Γ = 0.2 eV,
ω̃e = 0.2 eV, ωb,1 = ωb,2 = 0.2 eV, and ν1 = ν2 = 0.005

eV.
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FIG. 6: Contour map of charge current as a function of electron-vibration coupling λ and metal-molecule
hybridization Γ for (a1)-(b1) N = 1-site junction at low and high voltage, and similarly for (a2)-(b2) N = 2-site

junction and (a3)-(b3) N = 3-site junction. Model parameters are µL = −µR = V/2, ω̃e=0.3 eV, ωb=0.2 eV,
ν=0.005 eV, T=300 K, and g = 0.1 eV for the multi-site cases.

Thermal effects

Thermal effects in molecular transport
junction may realize different transport
mechanisms20–25,30–32,66,156–161. Arrhenius-type be-
havior of the charge current with the ambient tem-
perature has been often considered as a guidepost for
the sequential hopping mechanism. Nevertheless, in
a metal-molecule-metal geometry charge current may
strongly depend on temperature even in the quantum
coherent limit given the broadening of the electron
occupation functions (Fermi distribution) at nonzero
temperature158. Thermal electrons contribute to the
current a resonant-ballistic component, which is often
difficult to separate from the contribution of incoherent
scattering effects.

Inspecting the transfer rates defined in Eqs. (37) and
(40), we note that temperature enters the charge cur-
rent through (i) the broadening of the Fermi distribution
of electrons at the leads and (ii) the impact on vibra-
tions, encoded in the vibrational correlation functions.
To gauge thermal effects, in Fig. 5 we study the be-
havior of the charge current as a function of tempera-
ture and electron-vibration coupling energy. To exclude
the effect of energy renormalization, induced by nonzero
electron-vibration couplings, we fix ω̃e and consider the
off-resonant transport regime setting ω̃e � V .

Based on the different curves in Fig. 5, we identify the
following trends: (i) At low temperature, the coherent,
deep tunneling (superexchange) mechanism dominates
the charge transfer process, showing up as a temperature-
independent charge current. (ii) As the temperature in-

creases, the Fermi distributions broaden. When the ex-
ponential tail of the Fermi distribution of the left lead
(source electrode) sufficiently overlaps with the molecu-
lar electronic states, the MJ enters into a thermally acti-
vated coherent resonant transport (ballistic) regime and
the charge current increases with temperature showing
an Arrhenius-like law. (iii) If one further increases the
temperature, the exponential tail of the Fermi function
at the right lead (drain electrode) starts to overlap with
the molecular electronic levels, the number of unoccu-
pied electronic states that are accessible in the right lead
(drain) decreases, and the charge current is suppressed24.
(iv) The charge current is a non-monotonic function of
λ over the whole range of temperatures, indicating on
a phonon-assisted transport behavior in the off-resonant
tunneling regime. This should be contrasted with the
monotonic tendency in the resonant tunneling regime re-
vealed in Fig. 4 (b), in which the current was systemat-
ically suppressed with an increasing λ.

Altogether, these results expose that the coupling of
electrons to local vibrations may lead to either an the
enhancement of the charge current or to its suppression
relative to the λ = 0, rigid-molecule case. We elaborate
on this effect in the discussion of Fig. 6.

Vibrational-enhancement and suppression of
charge current

The impact of vibrational effects on charge current is
expected to display distinct signatures in the resonant
and off-resonant transport regimes. In the off-resonant
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case, molecular electronic levels are well-separated from
the Fermi energy of the leads. Beginning from such a
scenario with ω̃e − εF > T , the resonant regime can be
approached by raising the bias voltage, increasing the
metal-molecule hybridization energy and increasing tem-
perature.

In Fig. 6, we study the behavior of the charge current
as a function of electron-vibration coupling λ and the
metal-molecule hybridization Γ at low (top panels) and
high (bottom panels) voltage. Furthermore, we depict re-
sults for single-site, two-site, and three-site MJs (the lat-
ter is simulated by combining a numerical diagonalization
of matrix M0 and Eq. (21)). These results highlight a
critical difference between single-site and multi-site junc-
tions. In the former case, a phonon-assisted transport
behavior is clearly absent across all parameters, at low
and high voltage, as can be seen from Fig. 6 (a1), (b1).
In contrast, the two-site and three-site models display
nonlinear behaviors with a crossover behavior of current
as a function Γ and λ.

We first focus on single-site MJs. In this case, the
charge current builds only upon first order transfer rates,
Eq. (44). The observed monotonic behavior as a function
of both parameters, Γ and λ, can be fully attributed to
the properties of the first order transfer rate: For a fixed
Γ, the rate is systematically suppressed by increasing λ
due to the exponential form of the vibrational correlation
function as given in Eq. (38). Fixing λ and increasing Γ
enhances the transfer rate. Particularly, large Γ hinders
the suppression effect of electron-vibration coupling, as
the exponential function in the integrand ei(ε−ω̃e)τe−Γτ

resembles the delta function δ(τ) in the large Γ limit.
Hence, charge transport is maximal for large Γ and van-
ishing λ. We also show that the bias voltage only change
the magnitude of the charge current, by comparing Fig.
6 (a1) with (b1).

In two-site junctions, charge transport is dictated by
the interplay between the first order transfer rates and
the second order counterparts, defined in Eq. (40). First
order rate have the Γ as a prefactor, along with a decay
function, which depends on λ. In contrast, the prefactor
in second order rates is quadratic in Γ, and the rate has a
more pronounced decay with λ. Combined with the fact
that second order rates negatively contribute to the cur-
rent [see the prefactor of nLF (ε)− nRF (ε) in Eq. (62)], the
current may go through an extremum point with respect
to λ and Γ, as opposed to the single-site case. This ob-
servation, rooted in the analytic structure of the current,
is one of the main results of this work.

Comparing Figs. 6 (a2) with (b2), we find that such
a crossover persists in both voltage regimes. However,
in the resonant tunneling regime (at high voltage) the
optimal transport region appears at weak Γ and vanish-
ing λ. At low voltage, Fig. 6 (a2), the charge current is
high at large Γ as the lower electronic eigenstate can be-
come a resonant channel for electrons. At high voltage,
Fig. 6 (b2), both states are already in resonance with
the left lead, even for small Γ. An interesting outcome

of Eq. (65), which is valid at high voltage and vanishing
electron-vibration coupling, is that the optimal charge
transport occurs at Γop = 2g = 0.2 eV. This value agrees
very well with the results shown in Fig. 6 (b2).

Three-site MJs involve more electronic resonances, as
well as additional combinations for second order trans-
fer rates, but, the qualitative picture resembles the two-
site MJs, as can be seen from by comparing Fig. 6 (a2)
and (a3) to Fig. 6 (b2) and (b3). This observation
further confirms that the competition between the two
types of rates underlies the nonlinear vibrational effects.
Therefore, we conclude that the observed enhancement-
suppression crossover of charge current as a function of λ
in two-site MJs (and possibly in more extended systems
based on the resemblance between results for N = 2 and
N = 3) is rooted in the competition between the two
kinds of transfer rates. More intriguingly, our results
indicate that charge transport in extended systems can
be optimized by coordinating the interaction of electrons
with different degrees of freedom, vibrational and elec-
tronic.

C. N-site junction

What are the signatures of electron-vibration coupling
on charge transfer mechanism at the nanoscale? In the
off-resonant case, when the voltage is small and molec-
ular electronic levels are placed outside the bias-voltage
window, transport is dominated by quantum tunneling.
In extended but ordered systems, transport is ballistic in
the quantum resonant limit. Inelastic scatterings of elec-
trons are responsible for the development of an ohmic-
like electrical conductance158. These transport mecha-
nisms, and the crossover behavior between them, have
been experimentally observed in, e.g., conjugated molec-
ular wires20–23,25–34.

We now ask the following basic question: What is the
expected length dependence of charge current in an ex-
tended tight-binding one-dimensional system with local
electron-vibration coupling? While many descriptions of
ohmic conduction are based on the phenomenological in-
troduction of dissipative dynamics for electrons, here we
ask this question with regards to a first-principle mod-
elling of electron-vibration coupling. In fact, methods
that have been used so far to address this question involve
major simplifications, such as QME66 or the phenomeno-
logical Büttiker’s probe method158. Aside from the exact
solution, what is the prediction of the GIOM-PoTER for
the current in extended systems?

We recall that the GIOM-PoTER scheme involves sev-
eral critical assumptions on the electron-vibration cou-
pling: the dynamics of electrons and vibrations (within
the polaron picture) are decoupled, vibrational correc-
tions to electronic resonances are disregarded, and non-
local vibrational correlations are ignored. The resulting
picture is of polarons moving coherently across the junc-
tion. To what extent then can the GIOM-PoTER scheme
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FIG. 7: Charge current in an N -site junction as a function of size at (a) low and (b) high bias voltage, illustrating
the crossover of the transport mechanism from off-resonant tunneling to resonant conduction. Model parameters are
µL = −µR = V/2, g = 0.05 eV, Γ = 0.2 eV, ω̃e = 0.4 eV, ωb = 0.2 eV, and ν = 0.01 eV, T = 300 K. We further

present in the small panels the current with respect to the electron-vibration coupling, displaying a turnover
behavior for N > 1.

capture different mechanisms (deep tunneling, ballistic
transport, ohmic behavior), and the crossover between
them?

To this end, we adopt Eq. (41) derived for tight-
binding models, and investigate the dependence of the
charge current on the number of electronic sites N . In
what follows, we consider molecular wires made of iden-
tical units, {gn} = g, {ωe,n} = ωe, {ωb,n} = ωb and
{νn} = ν. We also choose symmetric hybridization
ΓL = ΓR = Γ/2 in simulations. The complex c-numbers
snm and s̃nm are obtained by diagonalizing the matrix
M0, as illustrated in Sec. III A.

The length dependence of the current in the off-
resonant (low voltage) and resonant (high voltage) tun-
neling regimes are depicted in Fig. 7 (a) and (b), re-
spectively. The results with different electron-vibration
coupling strengths clearly illustrate the crossover of the
transport mechanism from deep tunneling for short junc-
tions to ballistic (distance independent) transport for
long chains. This latter mechanism corresponds to the
contribution of resonant electrons, arriving at the tail of
the Fermi functions, in resonance with molecular elec-
tronic levels. Nevertheless, given the PoTER approxi-
mations, the method does not capture the development
of ohmic (hopping) conduction for long chains.

We further display in Fig. 7 (insets) the behavior
of the current as a function of electron-vibration cou-
pling strength λ for N = 1, 6, complementing results in
Fig. 6. As we discussed above, for N = 1 the current

is monotonic—always suppressed—with increasing cou-
pling λ, regardless of the voltage value. In contrast, in
long chains we resolve a crossover behavior with λ, which
confirms our expectation that this crossover behavior is
a generic feature of extended systems.

Altogether, while the current for e.g. N = 6 sites
clearly displays the involvement of vibrations in the
charge transport process, an ohmic (dissipative) behav-
ior is not developed under the PoTER scheme. Junction
with 1-20 sites are extremely important for understand-
ing electronic conducting in nanoscale systems, yet there
is a lack of methods that could tackle this problem from
first principles. It is our hope that results presented in
this section will inspire and trigger developments of accu-
rate and feasible methods for treating VCET in extended
systems.

V. SUMMARY

A. Discussion

We presented an original framework for studying elec-
tronic current in vibrationally-coupled molecular junc-
tions, an alternative approach to standard (often costly)
nonequilibrium Green’s function and perturbative quan-
tum master equation methods. There are four main con-
tributions to this paper:

(i) The first achievement lies in the generalization of
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the quantum optical input-output method to treat molec-
ular electronic problems culminating with the formally-
exact equation of motion for electronic operators [cf. Eq.
(24)]. A central advantage of our generalized input-
output method (GIOM) lies in its transparency: The
formal steady state solution (at the level of operators),
Eq. (29), clearly displays the effect of electron-vibration
couplings on electron transport: This interaction leads to
the formation of polarons that are transported through
vibrationally-modified electronic resonances.

(ii) We devise an approximation scheme to the GIOM,
that is, the “polaron transport in electronic resonance”
(PoTER) solution, Eq. (32), which describes polaron
transport through purely-electronic resonances. Using
this approach, we avoid perturbation expansions of pa-
rameters, achieve computationally manageable closed-
form expressions for the charge current, and explore
challenging parameter regimes. Notably, in the GIOM
scheme, the charge current expression for a generic tight-
binding model involves only two types of transfer rates,
which are easily computed under the PoTER approxima-
tion.

(iii) The GIOM framework exposes that the single-site
vibrationally-coupled electron transfer model, though in-
volved and rich, is in fact deceptively simple relative to
the two-site model (and naturally beyond). This is be-
cause the single-site case does not necessitate the main
part of the PoTER approximation, which concerns cor-
recting electronic resonances by local and nonlocal vibra-
tional effects. To the most part, numerical methods de-
veloped to study VCET effects in MJs have been bench-
marked only on the single-site model. We argue that ap-
proximate methods that correctly reproduce vibrational
effects for the single site junction may be still defective,
missing fundamental VCET effects. Future development
efforts should therefore focus on both models.

(iv) Using the GIOM-PoTER framework we were able
to obtain improved results or new predictions regard-
ing VCET across MJs. Signatures of such effects were
distinctively observed in the current-voltage characteris-
tics as steps in the current, the Franck-Condon current
blockade at low voltage with strong electron-vibration
couplings, and current suppression or enhancement as a
function of the electron-vibration couplings. Specifically,
we showed that in multi-site (N > 1) chains there is a
crossover behavior of the current with electron-vibration
coupling and metal-molecule hybridization as opposed
to the single-site case. Furthermore, cooperative metal-
electron-vibration effects allow to optimize electronic per-
formance. The temperature and length dependence of
the charge current indicate on the role of thermal effects
in transport. Nevertheless, discerning the specific roles
of vibrational modes (as opposed to electronic thermal
effects) require further advancements.

B. Outlook

Realizing the tunneling-to-hopping crossover
in the electrical conductance of long molecular
wires12,13,26–29,31,33,34,162 based on a explicit micro-
scopic, first-principle treatment of VCET remains a
fundamental, difficult challenge. In fact, ohmic-like
conduction has not been conclusively realized in single-
molecule junctions (see e.g.30,163); typical conductance
measurements convincingly displaying this transition
have been performed on a self-assembled monolayer
(SAM) including over 100 parallel aligned conjugated
molecular wires26,29,162, with the resulting normalized
current reflecting an averaged behavior of the mono-
layer. It remains an open question as to whether such
an ensemble functions as a collection of independent
parallel wires, or whether cooperative effects between
chains determine charge transport through a SAM.
Indeed, experiments156,164 indicate that there may be
a significant difference in the conduction of isolated
individual molecules and the behavior of the SAM.
Furthermore, the role of electronic disorder on the de-
velopment of hopping conduction in MJs is still unclear.
In order to address these questions, the GIOM-PoTER
scheme needs to be further advanced in two ways: (i)
The Kernel (31) should accommodate local dissipation
effects by including the contribution of vibrations to
the electronic resonances. As a basic improvement, this
could be done at a mean-field level. More sophisticated
approaches would rely on self-consistently solving for the
electronic and nuclear degrees of freedom to improve the
PoTER Kernel. (ii) The method should be generalized
to treat more complex models, specifically to go beyond
the present one-dimensional tight-binding model.

Beyond the calculation of charge current, shot noise,
the second moment of the electron transport prob-
ability distribution in steady state, provides addi-
tional, fundamental information on the transport be-
havior. Signatures of vibrational effects show up in
careful measurements, see for example165,166, but there
is still discrepancy between experiments and theoreti-
cal predictions81,167–170. The GIOM-PoTER method,
which directly constructs electronic operators, could be
advanced to provide the frequency-dependent noise sig-
nal in MJs, and bring concrete predictions on signatures
of VCET in the current noise.

Finally, the GIOM framework is naturally fitting to
study electron transport in the context of molecular
polaritonics–molecules placed in optical cavities leading
to hybridized light-matter states. The cavity can culti-
vate effective attractive interactions between electrons,
thus realizing new transport behavior in MJs. Work in
this direction is in progress.
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Appendix A: Statistics of input fields and
input-output relations

From the definitions of the input fields we easily iden-
tify the following commutation/anticommutation rela-
tions

[bnin(t), bm,†in (t′)] = δnm

∫
dω
In(ω)

2π2
e−iω(t−t′), (A1a)

{dvin(t), dv
′,†
in (t′)} = δvv′Γv

∫
dε

2π2
e−iε(t−t

′), (A1b)

from which we obtain the following correlation functions
for input fields

〈bn,†in (t′)bmin(t)〉 = δnm

∫
dω
In(ω)

2π2
e−iω(t−t′)nB(ω),

〈bnin(t)bm,†in (t′)〉 = δnm

∫
dω
In(ω)

2π2
e−iω(t−t′) [1 + nB(ω)] ,

〈dv,†in (t′)dv
′

in(t)〉 = δvv′Γv

∫
dε

2π2
e−iε(t−t

′)nvF (ε),

〈dvin(t)dv
′,†
in (t′)〉 = δvv′Γv

∫
dε

2π2
e−iε(t−t

′) [1− nvF (ε)] .(A2)

Here nB(ω) = {exp[ω/T ] − 1}−1 and nvF (ε) = {exp[(ε −
µv)/T ]+1}−1 are the Bose-Einstein distribution and the
Dirac-Fermi distribution, respectively.

To define output fields, we express the formal solution
of Eqs. (9a) and (9b) in terms of the final conditions
rj(t1) and ckv(t1) at a later time t1 > t,

rn,j(t) = e−iωn,j(t−t1)rn,j(t1) + iγn,j

∫ t1

t

e−iωn,j(t−τ)bn(τ)dτ,

(A3a)

ckv(t) = e−iεkv(t−t1)ckv(t1) + itkv

∫ t1

t

e−iεkv(t−τ)d̃σ(τ)dτ.

(A3b)

Introducing output fields

bnout(t) ≡
1√
2π

∑
j

γn,je
−iωn,j(t−t1)rn,j(t1), (A4a)

dvout(t) ≡
1√
2π

∑
k

tkve
−iεkv(t−t1)ckv(t1), (A4b)

we obtain the input-output relations,

bnout(t)− bnin(t) = − i
√

2

π
νnbn(t), (A5a)

dvout(t)− dvin(t) = − i
√

2

π
Γvd̃σ(t). (A5b)

Appendix B: Charge conservation

The total charge should be conserved in the junction,
that is in the molecule + metals. Given the approximate
solution, Eq. (32), its validity in this respect requires a
careful examination. To this end, we focus on the time
derivative of the total number operator in the system,∑
n d
†
ndn, which is just ḋ†d+d†ḋ in a matrix form. From

Eq. (32), we find that

ḋ(t) = −i
√

2πR−1(t)[−ΛM

∫ t

−∞
dτe−ΛM (t−τ)R(τ)d̃in(τ)

+ R(t)d̃in(t)] = −M(t) · d(t)− i
√

2πd̃in(t), (B1)

by noting that M(t) = R−1(t) · ΛM · R(t). Hence, we
have

d

dt

∑
n

d†ndn = −d† · (M + M †) · d− i
√

2πd† · d̃in

+i
√

2πd̃†in · d. (B2)

The right-hand-side of the above equation is com-

pensated by d(
∑
kv c
†
kvckv)/dt =

∑
v(i
√

2πd̃†σd
v
in −

i
√

2πdv,†in d̃σ + 2Γvd
†
σdσ). Charge conservation therefore

implies that

−d† · (M + M †) · d + 2Γvd
†
σdσ = 0, (B3)

which is true regardless of the PoTER approximation.
We conclude that the approximate solution Eq. (32) con-
serves the total charge.

Appendix C: Charge current expression in the
GIOM

In this Appendix we derive the charge current expres-
sion under the GIOM, and show that it is given by two
types of rates. Performing the PoTER approximation,
we reach simple integral forms for these rates that allow
facile calculations. In fact, if we only make the second
PoTER approximation, that is we propagate the vibra-
tions without backaction of electrons, we reach a closed
form expression for the current, which allows extensions
beyond results presented in this work.

We begin with Equation (21), an exact form for the
charge current, and focus on
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C1(t) ≡ −
√

2πIm
〈
dL,†in (t)d̃1(t)

〉
= 2πRe

∑
nm

∫ t

−∞
dτs1ns̃m1

〈
dL,†in (t)D†1(t)Knm(t, τ)dLin(τ)

〉
+ 2πRe

∑
nm

∫ t

−∞
dτs1ns̃mN

〈
dL,†in (t)D†1(t)Knm(t, τ)dRin(τ)

〉
,

(C1)

with the kernel defined in Eq. (31) and the operator of the system given by Eq. (30). To proceed, we make the
second PoTER approximation, which allows us to separate the nuclear and electronic correlation functions. Mixed
correlation functions of the left and right lead electrons are zero, and we get

C1 = 2πRe
∑
nm

∫ t

−∞
dτs1ns̃m1

〈
dL,†in (t)dLin(τ)〉〈D†1(t)Knm(t, τ)

〉
. (C2)

We reorganize the result as

C1 = Re
∑
nm

s1ns̃m1χ
L
nm, (C3)

where

χvnm = 2Γv

∫
dε

2π
nvF (ε)

∫ ∞
0

dτeiετe−ΛnτBnm(τ), (C4)

with

Bnm(t− τ) =
〈
D†n,b(t)

[
exp

(∫ t

τ

(ṘR−1)τ ′dτ
′
)]

nm
Dm,b(τ)

〉
. (C5)

We identify χvnm as the first-order rate; it depends on a single electronic resonance. The correlation function Bnm
only involves vibrational degrees of freedom, and one should be able to simulate it under certain assumptions. Here,

we perform the PoTER and replace
[

exp
( ∫ t

τ
(ṘR−1)τ ′dτ

′
)]

nm
with δnm. This allows us to reach

C1 = Re
∑
n

s1ns̃n1χ
L
n , (C6)

with

χvn = 2Γv

∫
dε

2π
nvF (ε)

∫ ∞
0

dτeiετe−Λnτ 〈D†n,b(τ)Dn,b(0)〉. (C7)

Next, we analyze the second contribution in the charge current expression,

C2 ≡ 〈d†1d1〉. (C8)

We decouple the electronic and vibrational degrees of freedom and get

C2 = 2π
∑
nm

∑
n′m′

s∗1ns̃
∗
m1s1n′ s̃m′1

∫ t

−∞
dτ

∫ t

−∞
dτ ′
〈
dL,†in (τ)dLin(τ ′)〉〈K†nm(t, τ)Kn′m′(t, τ

′)
〉

+ 2π
∑
nm

∑
n′m′

s∗1ns̃
∗
mNs1n′ s̃m′N

∫ t

−∞
dτ

∫ t

−∞
dτ ′
〈
dR,†in (τ)dRin(τ ′)〉〈K†nm(t, τ)Kn′m′(t, τ

′)
〉
. (C9)

Using the PoTER kernel this simplifies to

C2 = 2π
∑
n

∑
n′

s∗1ns̃
∗
n1s1n′ s̃n′1

∫ t

−∞
dτ

∫ t

−∞
dτ ′
〈
dL,†in (τ)dLin(τ ′)

〉
e−Λ∗n(t−τ)e−Λn′ (t−τ

′)
〈
D†n,b(τ)Dn,b(t)D†n′,b(t)Dn′,b(τ

′)
〉

+ 2π
∑
n

∑
n′

s∗1ns̃
∗
nNs1n′ s̃n′N

∫ t

−∞
dτ

∫ t

−∞
dτ ′
〈
dR,†in (τ)dRin(τ ′)

〉
e−Λ∗n(t−τ)e−Λn′ (t−τ

′)
〈
D†n,b(τ)Dn,b(t)D†n′,b(t)Dn′,b(τ

′)
〉

(C10)

This expression comprises the so-called second-order rate, since two resonances act together to build the transfer rate.
Noting that the correlation functions on different sites are uncorrelated, we recover Eqs. (39)-(40) in the main text.

Appendix D: Evaluation of bath correlation
functions

In this Appendix we calculate the following two corre-
lation functions: The polaron correlation function,

Bn(t, t′) = 〈D†n,b(t)Dn,b(t
′)〉, (D1)

and the photon correlation function,

A(t, t′) = 〈D†a(t)Da(t′)〉. (D2)
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Recall that the primary vibrations are coupled to a sec-
ondary phonon bath, leading to level broadening νn.
Similarly, the cavity mode couples to far-field modes, re-
sulting in the decay rate κ.

We begin with the correlation function of displacement
operators. For the sake of simplicity, we omit the sub-
script n. Neglecting the back-action of electrons, the
GIOM EOM for the vibrations satisfy,

ḃ = − (ν + iωb)b− i
√

2πbin. (D3)

The formal solution of b, together with Eq. (A1a) lead
to the commutation relation

[b(t), b†(t′)] =

∫
dω
I(ω)

π

e−iω(t−t′)

ν2 + (ω − ωb)2
. (D4)

Considering a two-time correlation function B(t, t′) =

〈D†b(t)Db(t′)〉, we have

B(t, t′) = exp
[
− λ2

∫
dω
I(ω)

π

1− e−iω(t−t′)

ν2 + (ω − ωb)2

]
×〈e−λb

†(t)eλb
†(t′)eλb(t)e−λb(t

′)〉︸ ︷︷ ︸
C(t,t′)

. (D5)

The ensemble average of C(t, t′) is performed with re-
spect to the thermal equilibrium state of thermal bath.

Adopting the technique of Feynman disentangling of
operators171 and the formal definition of the input field
bin(t), we find

C(t, t′) = exp
[
−
∑
j

|µj(t, t′)|2

eβωj − 1

]
(D6)

with µj(t, t
′) = −iλγj e

iωj(t−t0)−eiωj(t
′−t0)

ν−iωb+iωj . Inserting

C(t, t′) into B(t, t′), we recover Eq. (38) in the main
text.

As for the cavity photon correlation function, we note
that the ensemble average is performed with respect to
an initial vacuum state for the cavity mode, as well as
for all far-field photon modes encompassed in the input
noise for the cavity. The GIOM EOM of the cavity mode
is (after neglecting back-action of electrons) ȧ = −(κ +

iωc)a −
√

2πain, and its solution leads to (t0 → −∞ is
taken)

[a(t), a†(t′)] =

∫
dω
F (ω)

π

e−iω(t−t′)

κ2 + (ωc − ω)2
. (D7)

The cavity correlation function A(t, t′) can be proceeded
as follows:

A(t, t′) = exp
[
− Ω2

R

ω2
c

∫
dω

F (ω)

π[κ2 + (ωc − ω)2]

]
×〈0|eΩRa(t)eΩRa

†(t′)|0〉

= exp

[
−Ω2

R

ω2
c

∫
dω
F (ω)

π

1− e−iω(t−t′)

κ2 + (ωc − ω)2

]
.(D8)

Appendix E: Determining matrix forms for
molecular dimer model

We discuss here the diagonalization of M for the two-
site model, Eq. (58). The left eigenvectors B± of the M
matrix are determined by the following equations

B±

(
Γ/2 + iω̃e,1 igD1,bD†2,b
igD2,bD†1,b Γ/2 + iω̃e,2

)
= Λ±B±. (E1)

We introduce the following ansatz for the eigenvectors

B+ =
(
s̃11 s̃12D1,bD†2,b

)
,B− =

(
s̃21D2,bD†1,b s̃22

)
.

(E2)

Here, s̃11,12,21,22 are complex c-numbers. Inserting the
above ansatz into Eq. (E1), we identify

B+ =
(

Λ+−Γ/2−iω̃e,2
i
√
Z

g√
Z
D1,bD†2,b

)
,

B− =
(
− g√

Z
D2,bD†1,b −

Λ−−Γ/2−iω̃e,1
i
√
Z

)
, (E3)

where Z = (ω̃e,1 − ω̃e,2)2 + 4g2. The matrix R can be
expressed as

R =

(
B+

B−

)
. (E4)

Its inverse matrix R−1 takes the form

R−1 =
(
A+ A−

)
(E5)

with

A+ =

(
1

Λ+−Γ/2−iω̃e,1
ig D2,bD†1,b

)
,

A− =

(
Λ−−Γ/2−iω̃e,2

ig D1,bD†2,b
1

)
. (E6)

One can easily check that R−1R = I and RR−1 = I by
noting the following identities for eigenvalues

(Λ+ − Γ/2− iω̃e,2)(Λ− − Γ/2− iω̃e,2) = g2,

(Λ+ − Γ/2− iω̃e,1)(Λ− − Γ/2− iω̃e,1) = g2,

(Λ+ − Γ/2− iω̃e,1)(Λ+ − Γ/2− iω̃e,2) = −g2,

(Λ− − Γ/2− iω̃e,1)(Λ− − Γ/2− iω̃e,2) = −g2. (E7)

If ΓL 6= ΓR, the eigenvalues of M become

Λ± =
1

2

[
ΓL + ΓR + i(ω̃1 + ω̃2)

±
√

[ΓL − ΓR + i(ω̃1 − ω̃2)]2 − 4g2
]
. (E8)

The corresponding matrices R and R−1 can be identified
as

R−1 =

(
1 Λ−−ΓR−iω̃2

ig D1,bD†2,b
Λ+−ΓL−iω̃1

ig D2,bD†1,b 1

)
,

R =

(
Λ+−ΓR−iω̃2√

Z

ig√
Z
D1,bD†2,b

− ig√
Z
D2,bD†1,b −

Λ−−ΓL−iω̃1√
Z

)
, (E9)
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where Z = [ΓL − ΓR + i(ω̃1 − ω̃2)]2 − 4g2. Equalities in
Eq. (E7) are replaced by more general ones

(Λ+ − ΓR − iω̃2)(Λ− − ΓR − iω̃2) = g2,

(Λ+ − ΓL − iω̃1)(Λ− − ΓL − iω̃1) = g2,

(Λ+ − ΓL − iω̃1)(Λ+ − ΓR − iω̃2) = −g2,

(Λ− − ΓL − iω̃1)(Λ− − ΓR − iω̃2) = −g2. (E10)
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32G. Sedghi, V. Garćıa-Suárez, L. J. Esdaile, H. L. An-
derson, C. J. Lambert, S. Mart́ın, D. Bethell, S. J.
Higgins, M. Elliott, N. Bennett, J. E. Macdonald, and
R. J. Nichols, Nat. Nanotech. 6, 517 (2011).

33Z. Li, T. Park, J. Rawson, M. J. Therien, and
E. Borguet, Nano Lett. 12, 2722 (2012).

34D. Taherinia, C. E. Smith, S. Ghosh, S. O. Odoh,
L. Balhorn, L. Gagliardi, C. J. Cramer, and C. D.
Frisbie, ACS Nano 10, 4372 (2016).

35J. O. Thomas, B. Limburg, J. K. Sowa, K. Willick,
J. Baugh, G. A. D. Briggs, E. M. Gauger, H. L. Ander-
son, and J. A. Mol, Nat. Commun. 10, 4628 (2019).

36G. C. Solomon, C. Herrmann, T. Hansen, V. Mujica,
and M. A. Ratner, Nat. Chem. 2, 223 (2010).
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48B. Göhler, V. Hamelbeck, T. Z. Markus, M. Kettner,

G. F. Hanne, Z. Vager, R. Naaman, and H. Zacharias,
Science 331, 894 (2011).

49R. Naaman and D. H. Waldeck, Ann. Rev. Phys.
Chem. 66, 263 (2015).

50R. Naaman, Y. Paltiel, and D. H. Waldeck, Nat. Rev.
Chem. 3, 250 (2019).

51J. Koch and F. von Oppen, Phys. Rev. Lett. 94,
206804 (2005).

52J. Koch, F. von Oppen, and A. V. Andreev, Phys.
Rev. B 74, 205438 (2006).

53R. Leturcq, C. Stampfer, K. Inderbitzin, L. Durrer,
C. Hierold, E. Mariani, M. G. Schultz, F. von Oppen,
and K. Ensslin, Nat. Phys. 5, 327 (2009).
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