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Abstract

Speech perception is inherently a multisensory process involving integration of auditory and visual 

cues. Multisensory integration in cochlear implant (CI) recipients is a unique circumstance in that 

the integration occurs following auditory deprivation and the provision of hearing via the CI. 

Despite the clear importance of multisensory cues for perception in general, and for speech 

intelligibility specifically, the topic of multisensory perceptual benefits in CI users has only 

recently begun to emerge as an area of inquiry. We review the research that has been conducted on 

multisensory integration in CI users to date, and suggest a number of areas needing further 

research. The overall pattern of results indicates that many CI recipients show at least some 

perceptual gain that can be attributable to multisensory integration. The extent of this gain, 

however, varies based on a number of factors, including age of implantation and specific task 

being assessed (e.g. stimulus detection, phoneme perception, word recognition). Whereas both 

children and adults with CIs obtain audiovisual benefits for phoneme, word, and sentence stimuli, 

neither group shows demonstrable gain for suprasegmental feature perception. Additionally, only 

early-implanted children and the highest performing adults obtain audiovisual integration benefits 

similar to individuals with normal hearing. Increasing age of implantation in children is associated 

with poorer gains resultant from audiovisual integration, suggesting a sensitive period in 

development for the brain networks that subserve these integrative functions, as well as length of 

auditory experience. This finding highlights the need for early detection of and intervention for 

hearing loss, not only in terms of auditory perception, but also in terms of the behavioral and 

perceptual benefits of audiovisual processing. Importantly, patterns of auditory, visual, and 

audiovisual responses suggest that underlying integrative processes may be fundamentally 
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different between CI users and typical-hearing listeners. Future research, particularly in low-level 

processing tasks such as signal detection, will help to further assess mechanisms of multisensory 

integration for individuals with hearing loss, both with and without CIs.

Introduction

Over the last two decades, modern cochlear implant (CI) technologies have significantly 

improved users’ auditory detection, speech perception, and quality of life (e.g. Bichey et al. 

2008; Bond et al. 2009; Gaylor et al. 2013; Summerfield 2002). CIs are by far the most 

successful treatment for providing auditory perception to individuals with severe-to-

profound hearing loss, and not surprisingly, the number of recipients worldwide has grown 

from over 12,000 in 1995 to latest estimates of over 324,000 (NIDCD 2014). The benefit of 

this success extends far beyond the simple provision of hearing, as some evidence suggests 

that auditory processing provides a scaffold upon which the typical neurodevelopment of a 

wide range of cognitive processes relies (Conway et al. 2011; Conway et al. 2009; Kral et al. 

2016).

Both CI candidacy and post-operative proficiency with a CI is primarily measured via 

auditory-only speech tests; however, natural speech processing is an audiovisual experience, 

with vision playing an integral role in shaping the intelligibility of speech signals. Thus, 

restricting testing for CI performance to auditory-only measures provides only a partial 

picture of both the benefits and limitations of these devices.

Degraded auditory input is common to all CI processors and, like hearing loss, prompts 

added emphasis on complementary sensory modalities. Speech processing is typically an 

audiovisual experience where coincident orofacial articulations can considerably boost 

intelligibility over unisensory auditory thresholds (Ross et al. 2011; Sumby et al. 1954). This 

is also true for typical listeners who can benefit from visual speech cues to communicate in 

otherwise poorly intelligible auditory signal-to-noise ratios (See Box 1 for an overview on 

audiovisual speech perception and integration in normal-hearing children and adults). Thus, 

when faced with impaired auditory inputs, either acoustically or electrically, the 

incorporation of visual cues is an effective compensatory strategy.

The body of literature describing behavioral studies of audiovisual integration by presenting 

audiovisual stimuli in both children and adults with CIs includes 42 published articles as of 

November 28th, 2016. Of these 42 articles, 26 include data from adult CI recipients and 16 

include data from pediatric CI recipients. Tables 1 and 2 summarize these studies in adults 

and children, respectively. This review is structured so as to move from the behavioral 

findings seen using low-level sensory processing tasks such as stimulus detection to more 

complex, integrative tasks such as those involving speech perception abilities, and ending 

with a discussion of neuronal responses to multisensory integration in CI users. Following 

these sections, we will examine the trends in the findings reported in the extant literature, 

identify gaps in our knowledge, and highlight areas of future research.
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Low-level, non-speech sensory processing with CIs

There is a paucity of studies reporting how CI users process low-level multisensory (i.e. 

audiovisual) stimuli. This lack of empirical work represents a large gap in the extant 

literature. Given that speech perception is inherently dependent on low-level sensory 

processing, changes at this level may have cascading impacts affecting speech perception.

Multisensory Stimulus Detection with CIs

Stimulus detection is a low-level sensory process known to benefit from multisensory 

information in the form of improved accuracy and speed of detection in normal-hearing 

(NH) individuals (Diederich et al. 2004; Hershenson 1962; Nelson et al. 1998). To our 

knowledge there has only been one study to date investigating non-speech audiovisual 

stimulus detection in CI users (Gilley et al. 2010). This study utilized a standard audiovisual 

detection paradigm in which individuals were presented an auditory target (1000 Hz tone), a 

visual target (flashed white disc), or both and asked to press a button as quickly as possible 

when a target was detected. Unsurprisingly, NH adults and children exhibited reaction times 

with audiovisual stimuli that were faster than those recorded with either of the unisensory 

stimuli. Children with CIs, however, had slower reaction times than NH children to all 

stimulus modalities. Moreover, multisensory facilitation differed depending on age of 

implantation. That is, only children who were implanted before the age of four exhibited 

multisensory facilitation, albeit to a lesser extent than NH children.

This study indicated that individuals with CIs can, in fact, integrate low-level sensory 

information in order to generate perceptual gains. Furthermore, they highlight the 

developmental window within which these facilitative multisensory interactions mature and 

provide compelling support that, in order for children with CIs to reap the benefits of 

audiovisual integration, early implantation may be a key requirement, though length of 

auditory experience may also contribute to these findings.

This and other studies discussed later in this review, note the influence of age-of-

implantation on the development of multisensory integration such that near-normal 

behavioral performance is possible with implantation between 2.5 and 4 years of age. This 

range is the typical period of expansive language acquisition that also corresponds with a 

peak in formation of cortical synapses (Huttenlocher et al. 1997). Experience-driven 

synaptic pruning is a critical component of shaping cortical circuits in early childhood and 

adolescence. Lacking sensory experience to shape this process may lead to broader 

processing deficits in the larger connectome (for review, see Kral et al. 2016). Early auditory 

intervention with a CI can ameliorate this issue, particularly if this takes place within the 

first 4 years of life. Indeed, the latency of the P1 wave–a measure of auditory synaptic 

maturation–is maximally plastic for approximately 3.5 years (Sharma et al. 2002). 

Accordingly, children implanted with CIs at or before 3.5 years old develop age-appropriate 

P1 latencies within 6 months of experience with their device. In summary, the impact of age-

of-implantation is a consistent theme in the literature, is related to critical periods in 

development, and will be touched upon throughout this review.
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In addition to audiovisual detection in CI users, one recent study also investigated audio-

tactile integration (Landry et al. 2013). Adult, pre- and postlingually deafened CI users were 

presented with auditory tones, vibrotactile stimuli, or both, and asked to report how many 

vibrotactile stimuli had been presented. Importantly, on a subset of trials, a single 

vibrotactile stimulus was presented with 0–4 auditory tones that, when integrated, produces 

the perception of multiple, illusory vibrotactile sensations1. Although NH individuals 

showed a substantial illusory effect on the multiple tone trials, the CI group was less 

influenced by the multiple tones. Unfortunately, without a direct comparison of the number 

of perceived stimuli in the congruent condition (e.g. two vibrotactile stimuli with two tones), 

it is not possible to conclude whether CI users showed significant signs of integration (Box 

2). Even so, these results suggest that hearing loss impacts multisensory integration of 

auditory, visual, and somatosensory inputs.

Multisensory Temporal Perception with CIs

Temporal coincidence is one of the most salient cues indicating that two sensory inputs 

originated from the same external event, and thus should be integrated (Meredith et al. 1987; 

Stevenson et al. 2013; Stevenson et al. 2012c; van Atteveldt et al. 2007; van Wassenhove et 

al. 2007). Given this, temporal processing across sensory modalities is vital for efficient and 

effective multisensory integration. Indeed, it is common for clinical populations that exhibit 

deficits in multisensory temporal processing to concurrently exhibit deficits in integration 

(Baum et al. 2015a, 2015b; Bebko et al. 2006; de Boer-Schellekens et al. 2013; Fister et al. 

2016; Hairston et al. 2005; Noel et al., In Press; Stevenson et al. In Press; Stevenson et al. 

2015; Stevenson et al. 2014b; Stevenson et al. 2014c; Wallace et al. 2014; Woynaroski et al. 

2013). Simultaneity judgment tasks are one of the most common paradigms for measuring 

multisensory temporal perception. In these tasks participants are presented auditory and 

visual stimuli with varying stimulus onset asynchronies (SOAs) and asked to indicate 

whether the two stimuli appeared synchronously or asynchronously. Using this paradigm, 

one can calculate an individual’s audiovisual temporal acuity (Figure 1). Indeed, it has been 

established that individuals with high temporal precision tend to show stronger integration 

across sensory modalities, as temporal synchrony is a reliable cue to bind (Stevenson et al. 

2012c). It should be noted, however, that all individuals are tolerant of some degree of 

temporal offset between sensory inputs, reflecting the statistics of the natural environment 

(in which light and sound travel at different speeds), and which has resulted in the concept of 

a multisensory temporal “binding” window – within which paired audiovisual stimuli have a 

high likelihood of being perceived as simultaneous. Indeed, this tendency for audiovisual 

temporal processing to be associated with strong multisensory integration has been reported 

in individuals with hearing loss: the narrower an individual’s temporal binding window (i.e. 

the more precise their temporal perception), the better their performance in an audiovisual 

speech-in-noise task (Baskent et al. 2011). Furthermore, recent evidence suggests that visual 
temporal acuity is predictive of auditory word and sentence recognition in CI users (Jahn et 

al. In Press).

1It should be noted that this illusory paradigm was originally developed in the audiovisual domain by Ladan Shams and colleagues, 
known as the sound-induced flash illusion (Shams et al. 2000).
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To date there has been a single study of audiovisual temporal perception in CI users (Hay-

McCutcheon et al. 2009), highlighting the need for more research in this area. This study 

investigated multisensory temporal perception in four groups: middle-aged adults with and 

without CIs (mean age = 47) and older adults with and without CIs (mean age = 73). The 

onset of hearing loss was post-lingual for all participants, and averages ranged from 41 years 

in the elderly group of CI users to 17 years in the middle-aged group. All participants were 

presented with audiovisual, single-word presentations (Lachs et al. 1998), and SOAs ranged 

from the auditory stimulus leading the visual stimulus by 300 ms to the visual stimulus 

leading by 500 ms. Somewhat surprisingly, this study showed no difference between NH 

individuals and CI users in either age group, perhaps suggesting that temporal perception 

remained intact both with age and with hearing loss. However, an important consideration 

for interpreting these results is the fact that all CI participants’ hearing loss began 

postlingually. This implies typical formative periods of early sensory experience and 

development in these individuals, which may account for similar temporal binding windows 

between groups. Given that other studies, including the stimulus detection results 

highlighted above, show that these low-level sensory processes are disproportionately 

dependent upon early sensory experience it is possible that this study reflects that this 

sample did have early multisensory experience (Polley et al. 2008; Wallace et al. 2007). 

Furthermore, as acknowledged by the authors, this study was only a preliminary 

investigation, and thus may have been underpowered with only 10–13 participants per 

group. Future research including groups of pre- and postlingually implanted CI users, as 

well as NH participants, could more conclusively determine if these outcomes were a result 

of study power or age at onset of deafness.

Speech Perception with CIs

Although there is a small body of published work focusing on low-level multisensory 

processing in CI users, there is substantially more focusing on multisensory speech 

perception in CI users. Here, we will explore these studies in a hierarchical manner based on 

linguistic content, starting with suprasegmental feature perception, then segmental or 

phonemic discrimination/perception, followed by word and sentence level perception.

Suprasegmental feature perception

Suprasegmental features of speech extend over multiple speech sounds, syllables, words and 

sometimes sentences. They are sometimes called prosodic features and communicate intent, 

emotion, or speech segmentation. A common example of a suprasegmental feature is the 

increase or decrease in pitch or intonation at the end of a phrase to indicate a question or 

statement, respectively. Although generally discussed in terms of their auditory features, 

suprasegmental features can also be communicated through purely visual or audiovisual 

cues (Bernstein et al. 1989; Dohen et al. 2004; Scarborough et al. 2009; Swerts et al. 2005).

Agelfors (1996) was the first to examine suprasegmental feature perception in adults with 

CIs, and also included a group with hearing aids. The suprasegmental feature perception 

testing included: (1) number of syllables in a stimulus, (2) long versus short vowels, (3) tone 

or place of accent/emphasis in a word, and (4) word emphasis in a sentence. All variables 
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were combined to create a single suprasegmental feature perception accuracy score. Results 

showed no significant audiovisual benefit relative to auditory-only performance for adults 

with CIs or hearing aids. It should be noted, however, that the CI group in this study used 

single-channel CIs as well as signal-processing strategies that are now outdated. As a result, 

these findings may not generalize to CI recipients using current technology. Unfortunately, 

no direct comparisons to adults with normal hearing (NH) can be made for this study, as no 

control group was included.

Another aspect of suprasegmental feature perception that has been well studied from a 

multisensory perspective is affective, or emotional content. Prosodic emotion content 

conveys affective content, but it is typically associated with a similarly informative facial 

expression. In NH listeners, the perception of emotion in voice and face is integrated, 

resulting in improved recognition (Busso et al. 2004a; Collignon et al. 2008; Ethofer et al. 

2006; Kreifelts et al. 2007; Müller et al. 2012). To date, a single study has investigated 

audiovisual emotion perception in CI users (Most et al. 2009). Unlike the previously 

described study by Agelfors (1996), this study examined only emotion perception as a 

suprasegmental feature. The participants, ranging in age from 10–17, were separated into 

four groups: NH, early-implanted CIs (<6 years), late-implanted CIs (> 6 years), and those 

wearing hearing aids. The participants listened to a single talker producing the same 

sentence repeatedly with one of six emotions and were asked to identify the emotion. 

Results indicated that the four groups identified the correct emotion better in the visual only 

and audiovisual modalities than in the auditory modality. Not surprisingly the children with 

NH performed significantly better in the auditory modality. Furthermore, there was no 

difference in performance between the groups of children with hearing loss, yet the children 

with NH were the only group that obtained demonstrable audiovisual benefits. These results 

indicate that unlike children with NH, children with hearing loss (both hearing aids and CIs) 

obtained no significant benefit from the information in the auditory stimulus when combined 

with the visual stimulus on this emotion identification task. Additionally, there was no 

difference between children who were early and late implanted in this study.

In summary, neither study of suprasegmental feature perception in individuals with CIs 

showed evidence of audiovisual benefit, a finding in stark contrast to that for individuals 

with NH. Limiting the analysis of multisensory interactions to the comparison between 

audiovisual and auditory-only performance presents a potential constraint in the 

interpretation of these studies. That is, the inclusion of a visual only condition would allow 

for additional analyses like audiovisual gain (See Box 2). Because enhanced speech reading 

ability is maintained after cochlear implantation (Rouger et al. 2007), visual only speech 

performance is likely to differ between CI users and NH controls. Future work examining 

suprasegmental processing using models derived from additive factors logic as well as from 

more predictive models such as the fuzzy logic model of perception (FLMP) would be 

particularly useful (See Box 2).

Phonemic perception

Our search returned five studies to date that have tested audiovisual integration at the 

phoneme level in adults with cochlear implants (Agelfors 1996; Desai et al. 2008; Leybaert 
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et al. 2010; Rouger et al. 2008; Strelnikov et al. 2009). Taken together, these studies have 

shown consistent improvement in phoneme perception (15- to 20-percentage points) under 

audiovisual conditions when compared with unimodal perception in quiet.

Two of these studies of phoneme perception included NH control groups, allowing the 

authors to directly compare audiovisual gains in NH and CI populations (Desai et al. 2008; 

Rouger et al. 2008). Rouger et al. (2008) showed no difference in the amount of audiovisual 

gain between groups, but suggest that this similarity may be the result of performance 

ceiling effects. Desai and colleagues (2008) attempt to circumvent this issue by including 

conditions of 4 and 8 channel CI simulations with the normal-hearing group to match 

auditory performance between the groups. Both groups showed audiovisual benefits relative 

to auditory only presentations, and the CI group showed benefits relative to visual 

performance. Notably, however, it is not stated whether any of these AV benefits were 

statistically significant. As a result, it is still an open question as to whether adults with CIs 

benefit to the same extent that NH listeners do from paired audiovisual speech.

Two additional studies have investigated audiovisual gain in prelingually-deafened children 

implanted before the age of eight. Interestingly, these studies suggest a similar level of 

audiovisual benefit for phoneme perception in children as seen in adults, from 15- to 20-

percentage points (Huyse et al. 2013; Tyler et al. 1997). In order to make comparisons of 

audiovisual benefit between children using CIs and NH children, Huyse and colleagues also 

used degraded auditory stimuli to simulate CIs. When children were matched for age and 

unisensory visual performance, there was no difference in audiovisual benefit between the 

groups. This work also examined the effect of visual stimulus degradation on audiovisual 

benefit in each group and found such degradation to impact audiovisual benefit equally in 

both groups. This also again evidences the need to include visual-only measurements in 

studies of speech integration (see Box 2).

Audiovisual phoneme perception has also been examined in infants with CIs (11–24 months 

old) with a preferential-looking paradigm (Barker et al. 2004). Infants were presented with 

an auditory vowel coupled with a congruent or incongruent visual vowel articulation. The 

infants looked towards the congruent audiovisual presentations more often than during 

incongruent presentations, implying a multisensory benefit, but only after nine months of CI 

listening experience. These results suggest that infants’ integrative abilities depend on an 

accumulation of CI listening experience. This is consistent with research showing that 

experience with co-varying stimuli across sensory modalities is important for multisensory 

integration (e.g. Altieri et al. 2015; Xu et al. 2014). The need for CI listening experience in 

infants is also consistent with speech perception data in children indicating enhanced 

integration with earlier implantation (Bergeson et al. 2010; Bergeson et al. 2005; Gilley et al. 

2010).

In summary, both adults and children with CIs obtain audiovisual benefit for congruent 

phoneme perception. Furthermore, when unisensory performance is matched or controlled 

for between groups, children with CIs have similar audiovisual gains to individuals with NH. 

This is in stark contrast to measures of audiovisual benefit in suprasegmental aspects of 

speech perception, where individuals with CIs did not show equivalent multisensory gains. 
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Lastly, this work has suggested that, although experienced CI users do show typical 

audiovisual benefits, these benefits are not instantaneous, but require a length of listening CI 

experience before they emerge.

Although all of the aforementioned studies measured phoneme perception per se, one unique 

study measured the impact of multisensory perceptual learning on phoneme perception 

(Bernstein et al. 2014). This study compared perceptual learning using audiovisual training 

relative to auditory-only training, and how such training influenced phoneme perception in 

CI users and normal-hearing adults. Training phases consisted of learning novel 

pseudowords with or without the pairing of a novel object, and testing consisted of 

consonant recognition for audio-only pseudowords. Thus, in this experimental design, 

multisensory stimuli were only present in the training phase, not in the test phase. When NH 

adults were trained using vocoded speech to mimic CIs, audiovisual performance was as 

good as or better than with audio-only training. On the contrary, the gains CI users exhibited 

with audiovisual training were less than that seen with audio-only training, suggesting that 

the inclusion of visual stimuli impeded the impact of perceptual learning. Although 

performance was, in fact, higher within the training phase for audiovisual conditions 

compared to auditory-only conditions, there was no detectable benefit of multisensory 

training that translated to auditory-only performance. This is perhaps unsurprising 

considering: 1) the visual stimuli were objects and not visual speech cues, and 2) training 

paradigms using multiple different modalities are more likely to induce training effects in 

the trained modality as opposed to in a different modality. This final point makes it less 

surprising that auditory training improved auditory testing (same modality), but that 

multisensory training failed to improve auditory-only performance (different pairing of 

modalities).

Clinically, this study questions whether visual cues help new CI users gain proficiency in 

speech perception. This study seems to suggest that in certain circumstances visual stimuli 

may impede proficiency with auditory only stimuli. It is noteworthy, however, that these 

visual stimuli were not articulations of the auditory speech signal itself but were visual 

representations of the novel objects that the participants were learning to name. Also in 

question is whether auditory-only or audiovisual proficiency is the primary goal, as 

audiovisual speech is a more ecologically valid. These questions are not answered by the 

findings of this study, but both should be considered when designing future tests of CI users’ 

speech proficiency and clinical speech rehabilitation programs.

Phoneme perception: The McGurk Effect

A special case of multisensory phonemic perception is the McGurk Effect (McGurk et al. 

1976), and this illusion has been used as a powerful tool to assess audiovisual function in 

both typical and clinical populations (e.g. Baum et al. 2015a; Bebko et al. 2014; de Gelder et 

al. 1991; Irwin et al. 2011; Mongillo et al. 2008; Pearl et al. 2009; Stevenson et al. 2014c; 

Williams et al. 2004). The McGurk effect is a perceptual phenomenon in which incongruent 

visual and auditory syllables are presented, most commonly a visual “ga” presented with an 

auditory “ba.” What the listener often perceives is neither the visual or auditory tokens, but 

rather a novel token (frequently a “da”) representing a synthesis or “binding” of the two 
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channels. Thus, when an individual perceives the illusory “da” it can be interpreted as 

evidence of audiovisual integration, but when an individual perceives a “ga” or “ba,” it can 

be interpreted as a failure to integrate. It should be noted here that the neural mechanisms 

underlying integration of incongruent stimuli presented to induce the McGurk effect may 

only partially overlap with those underlying real-world, congruent speech. Evidence from 

ERPs suggest that early, more sensory-based integrative mechanisms (such as interactions in 

the N1) do not differ between congruent and incongruent audiovisual stimulus presentations, 

but that later interactions thought to reflect associative or semantic processing do differ 

(Stekelenburg et al. 2007).

In general, participants are thought to weigh the reliability of the stimulus in each modality 

based on intrinsic and extrinsic factors (Schwartz 2010). This weighing of modalities can be 

driven by the specific task (e.g. clear v. degraded visual stimuli) or on sensory experience 

such as hearing impairment. Thus, with a degraded auditory input, individuals with CIs 

might place more weight on the visual modality.

Multiple studies have shown evidence that both adults and children with CIs perceive the 

McGurk effect less frequently than their normal-hearing peers, putting more weight on the 

visual modality than normal-hearing listeners (Desai et al. 2008; Huyse et al. 2013; Rouger 

et al. 2008; Schorr et al. 2005; Stropahl et al. 2015b; Tremblay et al. 2010). That is, they are 

more likely to perceive the incongruent presentation as a “ga,” reflecting an over-reliance on 

the visual cue. Additionally, studies in both adults and children have found that when you 

degrade the auditory stimulus with vocoder or by adding background noise, individuals with 

NH respond more similarly to individuals with CIs (Desai et al. 2008; Huyse et al. 2013).

In contrast, a recent study (Tona et al. 2015) investigated perception of the McGurk effect 

for a Japanese group of 24 prelingually deafened pediatric CI users, aged 4–10 years, as well 

as an age-matched group of children with NH using a standard McGurk experiment 

presented with and without white noise at a +5 dB signal-to-noise ratio (SNR). In this study, 

children with CI were more likely to perceive the illusion in the presence of incongruent 

audiovisual stimulation than the children with NH. Additionally, an age effect was observed 

where older children with CI (≥ 6 years) were more likely to perceive the illusion than 

younger children with CI. Thus, older children with CI with longer durations of audiovisual 

experience were more likely to integrate. The authors theorized that the simplicity of the 

Japanese language likely influences the trend for greater proportion of McGurk perceivers in 

the CI group relative to other similar studies with English speakers. They also suggested that 

children with CIs may be more likely to develop audiovisual integration via longer-term 

exposure to audiovisual stimulation.

Further evidence regarding the effects of auditory stimulus clarity can be seen by separating 

individuals with CIs into above-average and below-average groups based on auditory-only 

performance for speech understanding (70–75% accuracy used as a cut-off). When split in 

this manner, below-average CI performers (both children and adults) report more visually 

biased responses (Champoux et al. 2009; Tremblay et al. 2010), whereas the above-average 

group reported more fused responses. Furthermore, Schorr et al. (2005) noted that children 

implanted earlier in life demonstrate greater audiovisual integration with fewer visually-
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dominated responses than children implanted after 30 months. Again, this finding highlights 

that early and consistent exposure to audiovisual stimuli is extremely important to the 

development of multisensory systems.

In summary, both adults and children with CIs show multisensory gains when integrating 

audiovisual information in the context of incongruent phoneme perception (i.e. the McGurk 

effect), though generally less than their NH peers (Desai et al. 2008; Huyse et al. 2013; 

Rouger et al. 2008; Schorr et al. 2005; Stropahl et al. 2015b; Tremblay et al. 2010; but see 

Tona et al. 2015). When compared to individuals with NH, CI users place more weight on 

the visual modality, likely due to the degraded auditory input. This over-reliance on visual 

signals, however, appears to be lessened in individuals who are implanted prior to 30 months 

of age, providing converging evidence that an earlier age of implantation leads to more 

naturalistic audiovisual speech processing – again identifying age of implantation as one of 

the driving variables influencing multisensory integration in CI users.

Word recognition and sentence perception

The majority of the research examining audiovisual integration in individuals with CIs has 

focused on word and sentence intelligibility. Studies in both adults and children with CIs 

have found audiovisual gain in most, if not all participants (Agelfors 1996; Bergeson et al. 

2005; Bergeson et al. 2003; Geers et al. 1994; Hay-McCutcheon et al. 2005; Holt et al. 2011; 

Kirk et al. 2007; Lachs et al. 2001; Rabinowitz et al. 1992; Rouger et al. 2007; Sheffield et 

al. 2015; Strelnikov et al. 2009; van Dijk et al. 1999; van Hoesel 2015). These studies 

suggest that, although the presence of a benefit is consistently seen, the degree of benefit 

appears to vary dramatically from individual-to-individual with broad categories of 

audiovisual integration including individuals who exhibit: 1) no audiovisual increase relative 

to unisensory performance, 2) additive audiovisual performance, and 3) superadditive 

audiovisual benefit (performance is greater than the sum of the two individual modalities.

Word recognition and sentence perception in adults with CIs

Multiple studies have found evidence of greater audiovisual benefit in adults with CIs 

compared to adults with NH in word and sentence level perception. Of greatest interest here 

are those including audio-only, visual-only, and audiovisual conditions, as all three are 

required to calculate the most meaningful measures of audiovisual benefit (See Box 2) (Goh 

et al. 2001; Kaiser et al. 2003; Rouger et al. 2007). Figure 2 shows a comparison of the 

audiovisual speech perception benefit between adults with CIs and adults with NH in the 

three studies with these necessary conditions, all of which demonstrate a pattern of greater 

audiovisual benefit for CI users relative to NH controls.

There are a number of reasonable explanations for this consistent finding. First, a 

phenomenon known as “inverse effectiveness” is observed at low levels of sensory 

processing when stimuli are presented near an individual’s perceptual threshold. In short, 

inverse effectiveness refers to findings that multisensory gain tends to increase as responses 

to unisensory stimuli decrease (Stevenson et al. 2014a). This finding has been robustly found 

in many areas of inquiry, from behavior (Sumby and Pollack 1954) to measures of neural 

populations (James et al. 2012b; Senkowski et al. 2011; Stevenson et al. 2012a; Stevenson et 
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al. 2009a), and even in single neuron activity (Carriere et al. 2008; Krueger et al. 2009; 

Meredith et al. 1986b; Royal et al. 2009). In terms of speech perception, inverse 

effectiveness is seen when the likelihood of unisensory perception declines, thus affording 

the opportunity for greater gains with coincident auditory and visual speech signals. This is 

directly applicable to CI users in that what is typically the most reliable signal in speech (i.e. 

the auditory signal) is impoverished compared to NH. Thus, inverse effectiveness predicts 

that decreased auditory performance increases the likelihood of multisensory benefit, as 

visual speech is generally already much less reliable than auditory speech.

An alternative possibility is that the increased visual lip reading abilities of CI users may 

lead to increased audiovisual gains. In all three studies referenced above, visual-only 

performance was greater for adults with CIs than adults with NH. This superior visual-only 

speech perception performance in adults with CIs compared to adults with NH is present 

before and after implantation (Goh et al. 2001; Kaiser et al. 2003; Rouger et al. 2007). The 

better visual word and sentence recognition differs from the results for phoneme perception 

where either no differences were found or adults with CIs had poorer visual performance. In 

a review of their studies, Strelnikov et al. (2009) noted that the better visual performance for 

speech reading in individuals with hearing loss may be because these word and sentence 

stimuli contain more lexical context than phonemes. They also noted that visual performance 

does not change significantly after implantation and that better visual speech reading 

performance might drive the difference in audiovisual benefit between adults with CIs and 

adults with NH.

Regardless of whether inverse effectiveness and/or lip-reading abilities are driving the 

significant increase in audiovisual gain seen in CI users, there are a number of additional 

factors that may influence this integrative ability. One of these is the age of the individual. 

Compared to younger adults, older adults with equivalent auditory only performance exhibit 

poorer speech reading performance yet still show significant gains under audiovisual 

conditions (Hay-McCutcheon et al. 2005). In this study, visual and auditory performance 

were negatively correlated in younger adults but positively correlated in older adults. A 

second set of factors that may impact integrative abilities includes the duration of severe-to-

profound hearing loss—commonly referred to as duration of deafness—before implantation 

and age of hearing loss onset. In the same study, some of the younger adults had onsets of 

deafness during childhood (> six years of age) with long durations of hearing loss. Hay-

McCutcheon and colleagues noted that these factors might have required the younger adults 

to improve their speech reading skills to become adequate oral communicators, unlike older 

adults who have shorter durations of deafness. Though older and younger adults with CIs 

exhibit similar audiovisual speech recognition benefit, the mechanism of audiovisual 

integration might differ between the groups. One factor that does not seem to impact 

audiovisual benefit is experience with CIs beyond the first year following activation (note 

that the infant study above did show experience effects under one year (Barker and Tomblin 

2004). When adjusting for auditory-only performance (Rouger et al. 2007), no changes were 

seen in audiovisual benefit between the first year and beyond, which extended to eight years 

of CI experience.
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In addition to age at testing, age of onset of deafness, and duration of deafness, an additional 

variable that may impact audiovisual abilities is whether individuals experienced severe to 

profound hearing loss either pre- or postlingually. All of the previously described studies of 

speech recognition in adults have included only postlingually-deafened adults, and only one 

study has examined audiovisual benefit in prelingually-deafened adults (Moody-Antonio et 

al. 2005). They found that 88% of prelingually-deafened adults have audiovisual speech 

recognition benefits and 38% of these individuals exhibit superadditive gains. Here again, 

inverse effectiveness may contribute to behavioral performance, as these prelingually-

deafened adults showed relatively low auditory-only (mean = 5.2%) and visual-only (mean = 

25.9%) performance. It is also important to note that some of these adults do acquire 

audiovisual gain despite having limited to no auditory experience during development.

This research provides evidence that postlingually-deafened adults with at least a year of CI 

experience obtain significant benefits through audiovisual word and sentence recognition. 

The magnitude of this benefit often eclipses that of normal-hearing listeners and is stable 

over time to at least eight years post implantation. Additionally, differences in age, visual 

recognition, duration of deafness and other factors may influence the magnitude of 

audiovisual integration. Lastly, prelingually-deafened adults also exhibit gains in audiovisual 

speech recognition despite having poor single modality performance and limited auditory 

experience during development.

Word recognition and sentence perception in children with CIs

Although most studies of word and sentence recognition in children using CIs report 

significant audiovisual benefit, there is also substantial variability (Bergeson et al. 2005; 

Bergeson et al. 2003; Geers and Brenner 1994; Houston et al. 2012; Lachs et al. 2001). 

Unlike adult studies, most children with CIs have congenital, prelingual deafness. Thus, 

there is an inherent difference in developmental experience between typical clinical 

populations of adult and child CI users. It is during this developmental period for children 

that the most noticeable difference between the groups can be found. In adults, after a single 

year of CI experience, no changes in audiovisual benefit have been found (Rouger et al. 

2007). This is not the case with children. Instead, children require up to one year of 

experience with an implant before they exhibit significant audiovisual benefit in word and 

sentence recognition. Furthermore, the magnitude of that benefit continues to increase up to 

at least five years post implantation (Bergeson et al. 2005; Bergeson et al. 2003; Geers and 

Brenner 1994; Houston et al. 2012). Although these results differ drastically from what is 

seen with adults, it should be noted that this discrepancy may not be strictly related to CI 

usage, as maturation of audiovisual processing extends into late adolescence for typical 

listeners as well (Hillock-Dunn et al. 2012; Hillock et al. 2011; Ross et al. 2011).

Age of implantation is, as mentioned previously, another important aspect of CI usage, 

particularly with congenital deafness. On average, children that are implanted earlier show 

substantially better outcomes and more normative speech perception abilities, including 

increased audiovisual binding (Schorr et al. 2005). Bergeson et al. (2005) tested the 

development of audiovisual benefit longitudinally, starting preoperatively and repeated every 

six months from 1–3 years after implantation. Testing included the Pediatric Speech 
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Intelligibility test, which measures both word recognition and sentence comprehension 

(Jerger et al. 1980). This study distinguished between children implanted before 53 months 

old and after 53 months old, although these groups were not matched for age at the time of 

evaluation. Surprisingly, this study found that children implanted later tended to perform 

better across conditions, a stark contrast to the extant literature. However, as the authors 

note, this surprising result was likely driven by two other factors rather than the age of 

implantation. First, children implanted later were also an average of three years older. 

Second, and perhaps most importantly, the children implanted later tended to have better 

preoperative hearing and thus did have some early acoustic auditory experience unlike the 

earlier implanted group. It should also be noted that a cutoff of 53 months (i.e. 4 years and 5 

months) old was based on a median split of participants, as opposed to a more standard 

division (e.g. pre-lingual children less than 2 years of age).

One new factor that this study investigated was the developmental environment in which 

children were raised. Specifically, Bergeson and colleagues dissociate between auditory/oral 

communication backgrounds (auditory/oral communication only) and so-called “total” 

communication backgrounds (auditory/oral communication in addition to manual 

communication). Children raised with auditory-oral communication generally outperformed 

those raised in total communication environments. Children raised in auditory/oral 

environments performed better in auditory-only conditions across all three years post-

implantation. Children in total communication environments did improve, yet at a slower 

rate. Furthermore, children in auditory/oral communication environments showed overall 

increases in visual-only and audiovisual performance, but these differences were mitigated 

by the second year after implantation. Speculatively, the authors suggested that this decrease 

in performance in the total communication group relative to the auditory/oral group may be 

due to the need to divide visual attention between a speaker’s mouth and hands. This would, 

in effect, reduce the environmental exposure to congruous facial articulations with auditory 

speech. Further research is needed to address this issue.

Another study measuring audiovisual benefit in children with CIs was carried out by Lachs 

and colleagues (2001). This study also showed that, on average, children with CIs (aged 2–5 

years) benefit from having concurrent access to both auditory and visual speech signals. 

Also of note, participants with high levels of auditory-only performance were most likely to 

show strong multisensory gain, contrary to what would be expected in terms of inverse 

effectiveness. Novel to this study, the intelligibility of participants’ speech production was 

also measured. Interestingly, participants who showed both the highest audio-only 

performance and multisensory benefit also exhibited higher speech intelligibility. This 

finding underscores the close link between speech perception and production, and 

demonstrates that this link carries through to CI users.

Lastly, audiovisual benefit was also measured in children with CIs between the ages of 4–10 

years old. Results again confirmed that children using CIs showed multisensory gain with 

audiovisual presentations relative to both auditory- and visual-only stimuli (Lachs et al. 

2001). This effect was confirmed both for lexically difficult and easy words. Unfortunately, 

the level of benefit for easy and difficult words was not directly compared.
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In summary, children with CIs benefit from audiovisual presentation of words and sentences 

and that benefit increases for at least three to five years post implantation. Children with CIs 

can perceive words and sentences better in the visual modality than children with NH. 

Unlike adults with CIs, however, prelingually-deafened children appear to exhibit the same 

degree of audiovisual benefit as children with NH in the perception of words and sentences.

Neural Responses to Multisensory Stimuli in CI Users

Although extensive research has been dedicated to the study of neural plasticity following 

sensory loss in deaf individuals (Lee et al. 2007; MacSweeney et al. 2002; Nishimura et al. 

1999; Petersen et al. 2013; Petitto et al. 2000), much less has been devoted to neural 

plasticity of multisensory processing after cochlear implantation. This is partially due to 

technical limitations imposed by the magnetic and electrical components of the implant that 

cause significant artifacts in common noninvasive neuroimaging techniques (e.g. fMRI, 

EEG, and MEG). To circumvent these limitations, several recent studies have utilized 

positron emission tomography (PET) to investigate neural responses to audiovisual speech 

(Barone et al. 2013; Song et al. 2015; Strelnikov et al. 2013; Strelnikov et al. 2015b).

These studies primarily highlight two regions of interest; pSTS and IFG, which includes 

Broca’s area. Myriad studies have shown pSTS is involved in bottom-up audiovisual 

integration (Beauchamp 2005; Beauchamp et al. 2004a; Beauchamp et al. 2004b; 

Beauchamp et al. 2008; Bishop et al. 2009; Calvert et al. 2000; Calvert et al. 2001; James et 

al. 2009; James et al. 2012a; James et al. 2012b; James et al. 2011; Miller et al. 2005; 

Powers et al. 2012; Song et al. 2015; Stevenson et al. 2010; Stevenson et al. 2007; Stevenson 

and James 2009a; Stevenson et al. 2009b; Stevenson et al. 2011; Werner et al. 2009) whereas 

frontal regions including IFG and Broca’s area may be associated with top-down control of 

speech integration (Davis et al. 2007; Rodd et al. 2005; Song et al. 2015; Zekveld et al. 

2006). Bilateral STS has also been shown to respond to auditory-only voice stimuli in 

proficient, but not non-proficient CI users, highlighting its relevance here (Coez et al. 2008).

The first PET study investigating audiovisual processing in CI users presented audio-only, 

congruent audiovisual, and incongruent audiovisual (mismatched auditory and visual) 

stimuli to adults with and without CIs (Song et al. 2015). Relative to their activity in 

response to auditory-only presentations, normal-hearing participants showed increased 

activity in pSTS when presented with congruent audiovisual speech. CI participants, on the 

other hand, showed little increase in activation of pSTS, suggesting that the underlying 

neural mechanisms for audiovisual integration in CI users may differ from those in normal-

hearing populations.

A different activation pattern was seen in response to incongruent audiovisual presentations 

relative to auditory-only presentations. As is typically seen, normal-hearing participants did 

not show as great of a response relative to the congruent presentation in pSTS. In contrast, 

CI users showed a greater increase in neural activity than did their matched controls in 

pSTS, IFG, and pre-motor cortex. The authors hypothesize that pSTS and Broca’s area 

modulate cortical plasticity in deaf individuals following CI implantation based on the extent 
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to which each region has been co-opted by visual processing during deafness (Song et al. 

2015).

In this same study, the researchers also investigated activity within early visual areas, with 

the hypothesis being that CI users may rely more heavily on visual processing. In short, CI 

users who showed more activity in early visual areas to either congruent or incongruent 

audiovisual speech also exhibited lower levels of behavioral speech comprehension, as 

measured outside of the scanner by a word perception test one year after implantation. That 

is, the stronger the response in visual areas, the less proficient the CI user. Two possible 

explanations for this are that CI users with poorer speech performance may still heavily rely 

on visual information, or that learned over-reliance on visual aspects of speech actively 

inhibits an individual’s ability to later become a successful CI user. Further work is needed 

in order to dissociate between these two hypotheses.

A second PET study presenting audiovisual and visual word stimuli found corroborating 

results (Strelnikov et al. 2013). Relative to their NH peers, CI users showed an increase in 

top-down modulation from IFG and bottom-up integration. CI users also showed an increase 

in activity in visual cortices, and in CI users, the amount of activity in visual cortices was 

negatively correlated with speech comprehension scores, again suggesting that reliance on 

visual cortices in CI users may be negatively predictive of speech outcomes.

A third study using PET to investigate the neural correlates of audiovisual integration 

extended these findings to longitudinally map neuroplastic changes following implantation 

(Strelnikov et al. 2015b). In a cohort of adult CI users experimenters scanned individuals 

directly following implantation and again once after they had achieved normative auditory 

speech recognition scores several months after implantation (Rouger et al. 2007). Each 

individual was presented with both visual-only speech and audiovisual speech at both time 

points. After even these few months of audiovisual experience, CI users showed increased 

neural activation to audiovisual stimuli relative to their activation observed shortly following 

implantation. This activation was centered in the medial temporal lobe, extending into STS 

and inferior parietal cortex. Additionally, this study suggested that experience with a CI led 

to enhanced coupling of activation between lower-level visual regions and multisensory 

regions, specifically in STS and the surrounding areas.

Taken together, these PET studies suggest that there is extensive neuroplasticity involved in 

the acquisition of audiovisual integration following cochlear implantation. Although 

canonical multisensory regions, such as STS, may be recruited for such processing, reliance 

on early visual cortices remains a distinguishing feature relative to integration in normal-

hearing individuals. With that said, only two such studies have been published on the topic 

to date, and much work remains to be done to further clarify this picture.

A fourth neuroimaging study, using the emerging technology of functional Near-Infrared 

Spectroscopy (fNIRS), sought to test neural activations to visual and auditory words as well 

as auditory and audiovisual sentences (McKay et al. 2016). It should be noted at the outset 

that this was a preliminary report, testing only two CI users, one with high and one with low 

speech-perception performance. This study reported that the single CI user with good speech 
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understanding showed activation patterns to AV sentences similar to NH listeners, although 

the poor performer showed little activity outside of primary and association auditory regions. 

No direct comparison was made between audiovisual and unisensory responses. Although 

the sample size prohibits any definitive conclusions from being drawn, this study does show 

that fNIRS, as a non-invasive technique that is compatible with CIs, is a promising technique 

for future studies.

A fifth quite different study of multisensory integration in CI users investigated the 

integration of music in children using EEG (Maglione et al. 2015). In this study, participants 

were presented with visual stimuli of a four-minute clip from Disney’s Fantasia without 

sound (visual-only), with the original score (congruent audiovisual), and with the reversed 

score (incongruent). The experimenters were particularly interested in alpha waves 

originating in the frontal lobes, a biomarker of musical appreciation (one of the most 

common complaints reported by CI users). Normal-hearing controls showed significant 

differences in neural responses to all three classes of stimuli. In contrast, CI users did not 

show any differences between congruent and incongruent audiovisual presentations. 

Furthermore, only bilaterally-implanted users had a significant difference between either of 

the audiovisual conditions and the visual-only condition. This later finding suggests that 

bilateral implants may yield more naturalistic audiovisual integration of music. Due to the 

small number of participants (7 CI users and 6 controls), these data require further testing in 

a larger sample before strong conclusions can be made. Additionally, this is, to our 

knowledge, the only study of audiovisual integration of music in CI users, despite the 

ubiquity of complaints in reference to quality of music perception post-implantation, 

particularly in postlingually deafened individuals. This area of inquiry is in great need of 

attention.

Cross Modal Plasticity/Animal Models

Given that substantial reorganizational changes take place in brain networks following 

periods of sensory deprivation (Bavelier et al. 2001; Carriere et al. 2007; Neville et al. 1998; 

Sharma et al. 2009; Wallace et al. 2004), cross-modal plasticity likely contributes to the 

unique development of brain networks in CI users. More specifically, a growing body of 

literature is focused on defining the role of vision in speech recovery through behavioral and 

neuroanatomical markers of audiovisual fusion as well as unique visually-driven cortical 

activation in the auditory-deprived brain (Bavelier et al. 2006; Giraud et al. 2001; Kral et al. 

2012; Merabet et al. 2010). Converging work in this area has investigated cross-modal 

plasticity in both humans and animals. For example, a causal link between cross-modal 

plasticity in auditory cortex and specific visual improvements has been demonstrated in the 

congenitally deaf cat (Lomber et al. 2010). Visual enhancements in these cats are specific to 

movement and localization tasks that are respectively supported by the Dorsal Zone (DZ) 

and Posterior Auditory Field (PAF)–regions typically specialized for higher-order auditory 

processing. Later anatomical studies further confirmed underlying structural reorganization 

resulting in the formation of novel connections between non-auditory inputs and auditory 

fields that are likely to support the perceptual enhancements (Barone et al. 2013; Kok et al. 

2014). Together, these studies indicate both structural and functional reorganization in deaf 

cats, and auditory regions that are recruited for specific visual functions. The relationship 
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between these reorganized auditory areas and later auditory habilitation via a cochlear 

implant was further investigated in translational work, which showed that auditory areas 

responsive to visual cues still retain their responsiveness to native auditory inputs although 

they appear to lack bimodal interactions (Land et al. 2016). This, like other findings in 

humans, suggests that auditory processing can be successfully engaged while multisensory 

integrative abilities are altered or absent. Interestingly, recent behavioral and physiological 

experiments in early-deafened, bilaterally-implanted ferrets have demonstrated that 

intermodal training (i.e. using interleaved auditory and visual cues on separate trials) can 

improve auditory-alone localization abilities (Isaiah et al. 2014). This intermodal training 

paradigm was also seen to enhance neural sensitivity to sound localization cues within the 

auditory cortex. Thus, vision may facilitate the restoration of auditory function following 

cochlear implantation, likely through top-down modulations of responses within the auditory 

cortex (Isaiah et al. 2015; Isaiah et al. 2014). In summary, auditory cortical regions are 

capable of taking on new visual functions in deaf animals, while maintaining the ability of 

conveying electrical stimulation from auditory neuroprotheses.

Similar to work in animal models of deafness, human behavioral and neuroimaging 

experiments on deaf subjects have detailed visual reorganization at the structural and 

functional levels. These include reduced visual reaction times (Bottari et al. 2011; Bottari et 

al. 2010), greater visual discrimination accuracy in the periphery (Bottari et al. 2010), as 

well as improvements in motion detection and on selective attentional measures (Bavelier et 

al. 2006; Bottari et al. 2008). Neuroimaging studies of crossmodal plasticity following 

cochlear implantation have utilized fNIRS (Saliba et al. 2016), PET (Strelnikov et al. 

2015a), and EEG (Sharma et al. 2015) to investigate the neural correlates of these visual 

perceptual enhancements. Here, we will briefly discuss several representative studies from 

this substantial body of work (for a thorough review of the topic of crossmodal plasticity in 

CI users, see Anderson et al. 2016; Stropahl et al. 2016).

Pre-operative fMRI of CI candidates allows for high spatial resolution of functional 

measures that can be correlated to later behavioral assessments of auditory speech 

proficiency. Two studies have used this strategy to investigate neural activity patterns in CI 

candidates performing a visual word rhyming task (Lazard et al. 2010) or evoking auditory 

imagery of environmental sounds from memory (Lazard et al. 2013). Their findings indicate 

that more proficient CI users exhibit dorsal phonological processing compared to more 

ventral processing in poor performing CI users (Lazard et al. 2010). Although the distinction 

between dorsal and ventral processing streams has been well described in the visual domain 

since the 1980s (see Ungerleider & Haxby, 1994), a similar concept in the auditory system is 

relatively new (Hickok & Poeppel, 2007). In both modalities, the functional distinction is 

between the dorsal “where pathway” of object identification and the ventral “what pathway” 

of spatial processing. Interestingly, this dorsal-ventral processing distinction made by Lazard 

et al. (2010) also corroborates prior studies relating higher resting state ventro-temporal 

metabolism to lower CI proficiency (i.e. in contrast to higher outcomes with dorsolateral 

prefrontal activity) (Giraud et al. 2007). Despite these consistencies, it should be noted that 

there is not conclusive evidence to-date suggesting that ventral processing streams are more 

susceptible to reorganization than dorsal ones (Vachon et al. 2013).
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Higher CI outcomes post-implantation are seen when the typical left lateralization of 

phonological processing is preserved via a rhyming task comparing the endings of visually-

presented words (Lazard et al. 2010) as well as the typical right lateralization of 

environmental sound imagery (Lazard et al. 2013). These findings seem to align with studies 

in other imaging modalities that correlate broader cortical activation (including across both 

hemispheres) to both auditory (Olds et al. 2016) and visual stimuli (Doucet et al. 2006) with 

lower CI outcomes. Instead, more focal activity (either intramodal or crossmodal) may 

indicate more efficient, localized processing without the need for more expansive cortical 

recruitment. The aforementioned future CI users also exhibit an overall reduction in 

temporal lobe activation to auditory phonemic processing that further decreases with longer 

durations of auditory deprivation (Lazard et al. 2013). Taken together, these findings suggest 

that functional reorganization increases with longer periods of auditory deprivation, which 

negatively impacts auditory rehabilitation. Similarly, EEG source localization in 

postlingually deafened CI users has indicated so-called “maladaptive plasticity” whereby 

activation of right auditory cortex in response to visual, flashing checkerboards was 

inversely related to speech recognition (Sandmann et al. 2012). Indeed, the more 

hypometabolic or unrecruited the auditory cortex is during deafness, the more successful 

speech recognition appears to be following implantation (Lee et al. 2001). From these 

publications, it seems that more extensive reorganization of auditory cortex negatively 

predicts success with a cochlear implant.

When examining beyond auditory cortex, Strelnikov et al. make an important distinction that 

postlingual CI users appear to have high functional activity in visual cortex that is positively 

associated with speech outcomes (Strelnikov et al. 2015a). These findings are more in line 

with the notion that visual proficiency could serve a compensatory role, particularly in 

multisensory speech recovery. That is, higher functional connectivity between multisensory 

STS and visual cortex may better facilitate audiovisual integration to benefit comprehension 

(Strelnikov et al. 2013). Interestingly, a study using PET to study speech-induced activity 

also reported that CI users had altered functional specificity of the superior temporal cortex 

such that an increasing contribution of visual cortex to speech recognition was positively 

correlated with speech reading ability (Giraud et al. 2001). This suggests that CI users were 

actively using enhanced audiovisual integration to facilitate their learning of the novel and 

degraded speech sounds from a CI. In a recent dual EEG-fNIRS study, more efficient 

auditory processing in NH controls and more efficient visual processing in CI users was 

observed during a sensory adaptation task whereby percent signal change is measured during 

the repetition of an identical stimulus over several seconds (i.e. tones or visual 

checkerboards) (Chen et al. 2016). Future work is required to conclude whether such 

intramodal visual enhancements benefit speech outcomes more in postlingual than 

prelingually deafened CI users for whom multisensory integration may be underdeveloped. 

Recently, higher auditory cortex activation during a visual discrimination task was also 

positively related to face recognition abilities in postlingually deafened CI users (Stropahl et 

al. 2015a). Because this finding was specific to faces (and not images of houses), it also 

supports the idea that functionally-selective plasticity may preferentially stem from the 

processing of the highly ecologically-relevant stimuli needed for speech understanding 

(Heimler et al. 2014; Stropahl et al. 2015a).

Stevenson et al. Page 18

Ear Hear. Author manuscript; available in PMC 2018 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Finally, it should be noted that crossmodal plasticity is not specific to profound deafness but 

has also been identified even with partial hearing loss. Notably, changes in functional 

connectivity of individuals with only high frequency hearing loss have been reported 

(Puschmann et al. 2016). This study implemented an fMRI task of auditory stimulus 

categorization in which audible low frequency sounds were paired with matched or 

mismatched visual motion cues (i.e. ascending or descending in space and frequency). 

Interestingly, increased functional connectivity between auditory cortex and the right middle 

temporal visual area (MT) was found to be a function of the degree of hearing loss. 

Similarly, a recent study using EEG source localization (Campbell et al. 2014) reported 

more visually-evoked activity in the temporal cortex of older adults with mild-to-moderate 

hearing loss. Thus, crossmodal plasticity may begin during the earliest stages of hearing 

impairment, may expand as deafness progresses, and appears to persist following cochlear 

implantation.

In conclusion, a great deal of work has provided compelling evidence for the activation of 

auditory cortex by visual stimuli in the hearing impaired. These include responses to: visual 

speech (Stropahl et al. 2015a), motion (Finney et al. 2001), checkerboards (Sandmann et al. 

2012), and an apparent-motion illusion (Doucet et al. 2006). Careful distinctions should be 

made between pre and postlingual CI users when interpreting the influence of such 

reorganizational changes on ongoing or later auditory re/habilitation.

Audiovisual speech integration in other hearing-impaired populations

Although this review is primarily focused on CI users, we would be remiss to not touch on 

audiovisual integration in hearing-impaired (HI) individuals that use other forms of auditory 

prostheses, including hearing aids, or no prostheses. In a well-designed study of adults with 

acquired hearing loss, Tye-Murray and colleagues found that the audiovisual integrative 

processes underlying speech perception in noise was remarkably similar for NH and HI 

individuals when auditory-only performance was matched (Tye-Murray et al. 2007). These 

results held for individual consonants, words, and sentences. It should be noted here that 

such individuals with acquired hearing loss did have NH in their formative developmental 

years, and thus the typical integrative processes underlying audiovisual enhancement 

remained unaltered following hearing loss when auditory performance was matched – a 

finding that has been replicated (Bernstein et al. 2009; Walden et al. 2001). Like NH and CI 

users, however, there is a wide range of integrative abilities in HI listeners (Grant et al. 

1998). In addition to varying across HI listeners, the ability to benefit from the inclusion of 

visual speech is dependent upon the complementary information provided by the visual 

speech cues. Visual speech has widely been found to provide a great deal of information on 

place of articulation, whereas auditory speech more reliably provides voicing and manner-of 

articulation information. In a seminal study, Walden and colleagues showed that 

multisensory enhancement in HI listeners was greatest when auditory and visual information 

were complementary as opposed to redundant (Walden et al. 1974). Thus, the relative 

comparability of enhancement between NH and HI listeners may vary depending on which 

consonants are being presented (Busacco 1988; Grant et al. 1995; Grant et al. 1996; Walden 

et al. 2001). These findings of how the complementary (versus redundant) nature of auditory 
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and visual information drive multisensory enhancement in HI highlights the need for similar 

studies in CI users, an area that has been understudied.

HI listeners who use prostheses other than CIs, such as hearing aids, have also been the 

focus of a number of studies of audiovisual speech integration. HI listeners using hearing 

aids have been shown to benefit from being presented with both auditory and visual speech 

information (Moradi et al. 2016; Walden et al. 2001), and in some instances, even to show 

greater multisensory enhancement than their NH peers (Moradi et al. 2016). The use of 

hearing aids specifically provides a boost in audiovisual enhancement when the salience of 

manner of articulation and voicing are increased through amplification, providing auditory 

information that is more complementary to the visual speech cues (Walden et al. 2001). 

Though to our knowledge not previously studied with CI users, it seems logical that these 

findings could also be applied to CI device configuration – by configuring device settings to 

specifically amplify manner of articulation and voicing, it may be possible to increase the 

complementarity of auditory and visual information, leading to greater multisensory gains 

for the listener.

Areas of Future Inquiry

Throughout this review, we have pointed out areas in need of research. Here, we will 

highlight those that appear in most need, and which we believe will have the most significant 

impact. Clearly, as this review reveals, there is an extreme dearth of work on low-level 

multisensory sensory perception in CI users. Speech processing is an inherently 

multisensory process, and is very much dependent upon lower-level processing. Abilities in 

these low-level processes contribute to relative abilities in speech perception per se, and 

thus, this is an area that is extremely important in terms of knowledge of the mechanisms 

through which CIs improve speech perception. Studies comparing pre- and postlingually 

deafened CI users, as well as NH listeners, are needed and should be structured so as to 

investigate a wide variety of low-level multisensory tasks. Canonical redundant-target 

detection tasks would be an excellent place to begin. Furthermore, no studies to date have 

measured multisensory spatial perception and its influence on integration in CI users.

Also, as highlighted above, little research has been completed towards understanding how CI 

users perceive multisensory speech signals outside of phoneme/word recognition. Whether 

individuals with CIs gain audiovisual benefit for suprasegmental feature perception with 

current technology and in tasks that individuals with NH do gain audiovisual benefit is 

unknown. For example, most research showing audiovisual benefit with suprasegmental 

features in normal-hearing individuals is in language acquisition, both in infants and in 

second-language learning in adults (Busso et al. 2004b; Cunillera et al. 2010). Recently 

implanted individuals with CIs must adapt to a very different incoming auditory signal 

comprising envelope cues in current pulses and might be compared to adults learning a 

second language. Research using a wider variety of suprasegmental tasks with modern CI 

technology in new and experienced CI recipients needs to be conducted to determine if 

individuals with CIs have atypical audiovisual integration for suprasegmental feature 

perception.
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Another area that could benefit from a more multisensory approach would be in post-

implantation clinical models. One study to date has studied the efficacy of audiovisual 

training relative to auditory-only training. The typical auditory-only model assumes that by 

actively forcing CI recipients to use the auditory information only, it will be learned more 

quickly. With that said, it is possible that by presenting auditory and visual information 

together, CI recipients will be able to link their experience with speechreading to the 

statistical regularities of auditory speech, and improving their speech perception abilities. 

Only a single study has tested these options empirically, with mixed results (Bernstein et al. 

2014). Auditory-only testing, when following auditory-only training, showed greater 

improvements than when following audiovisual training. Audiovisual training produced 

higher levels of audiovisual speech perception (as measured during the training itself), 

begging the question as to which should in fact be the tested metric, audiovisual speech or 

auditory-only speech? Regardless, there is a great need for such studies, and the clinical 

impact of this work will be quite significant.

There are, of course many other areas in need of more research. How multisensory 

integration develops in children with CIs, the impact of pre-lingual implantation in children, 

the impact that pre-implant visual performance has on post-implant perception, and the 

impact that duration of deafness in postlingually deafened adults has on integration to name 

a few. In every case, however, there is a strong need for a rigorous definition of age of 

implantation (in terms of “early” or “late” implantation), consistent inclusion of audio-only, 

visual-only, and audiovisual conditions as opposed to only including a single unisensory 

baseline, and the ubiquitous inclusion of a well matched control group of normal-hearing 

listeners.

Furthermore, in the vast majority of the CI literature, CI users are treated as a homogenous 

group, whereas in reality, there is quite a diversity of hearing experience within the CI 

population. Although this has been mentioned throughout the manuscript, it is worth 

addressing here. Though studies have segregated cohorts into having received early or late 

implantations, or pre- and post-lingual implantations, even within these delineated groups 

there will inherently be a wide range of individual differences in hearing experience. For 

example, many children with congenital hearing loss retain some level of residual hearing. 

Likewise, individuals who received CIs later in life have varying levels and types of hearing 

loss, as well as various experience with other hearing-enhancing prostheses such as hearing 

aids. This oversimplification of either being a CI user of NH listener undoubtedly overlooks 

many important nuances in auditory, visual, and audiovisual speech perception abilities 

within individuals, and should be a focus of future research.

Conclusion

This review of audiovisual integration in CI users reveals a number of trends in the field. 

First of all, it is clear that CI users, regardless of listening history, are typically able to show 

at least some perceptual gain from multisensory integration. The extent of this gain, 

however, varied based on the age of implantation and varied between components of speech 

(phoneme-word-suprasegmental). A number of consistent findings were observed in adults 

who had received CIs:
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• High-performing adults with CIs are able to obtain multisensory integration 

benefits similar to or in excess of individuals with NH. However, this effect may 

be impacted by age and CI experience, and also does not extend to lower 

performing adult CI users.

• Though multisensory gains in adults with CIs are often similar to normal-hearing 

controls, the pattern of auditory, visual, and audiovisual responses suggests that 

the underlying integrative processes may differ between these two groups.

• Comparisons in multisensory gain between adults with and without CIs varied 

according to stimulus property – adults with CIs showed multisensory gain in 

word and phoneme recognition, but not in suprasegmental feature processing or 

low-level stimulus detection.

• High levels of visual speech reading proficiency prior to implantation may lead 

to a reduction in CI proficiency due to a decreased neuroplasticity in what are 

typically auditory brain networks reorganized to process visual inputs.

In children with CIs, there were also a number of consistent findings:

• Age of implantation was of paramount importance. Children who were 

implanted early showed multisensory benefits similar to NH listeners. This 

finding highlights the need for early detection of, and intervention for hearing 

loss, not only in terms of auditory perception per se, but also in terms of 

multisensory processing and the associated behavioral and perceptual benefits.

• CI experience is influential in children, where increases in CI experience are 

associated with increased audiovisual integration.

• Communication environment influences proficiency in children using CIs, with 

auditory/oral communication leading to better outcomes than total 

communication environments, both in terms of auditory-only and audiovisual 

speech comprehension.

• Increases in speech perception may be linked to improved speech production.

• Future research, particularly in low-level processing tasks such as signal 

detection, will help to further define a sensitive period of audiovisual integration 

and the mechanism for differences in audiovisual integration for individuals with 

and without CIs.
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Box 1

An overview of multisensory speech perception and integration

The vast majority of sensory experiences one has are not limited to a single sensory 

modality, but instead include sensory information from multiple modalities. Typically, 

however, this sensory information is integrated into a single, unified perception. This 

process is driven primarily by two (or more) sensory inputs’ temporal coincidence 

(Conrey et al. 2006; Conrey et al. 2004; Dixon et al. 1980; Meredith et al. 1987; Miller 

and D’Esposito 2005; Stevenson et al. 2010; Stevenson et al. 2014c; Stevenson et al. 

2011; Stevenson and Wallace 2013; Stevenson et al. 2012c; van Wassenhove et al. 2007), 

spatial congruence (Bertelson 1998; Meredith et al. 1986a, 1996; Stekelenburg et al. 

2004), and salience (Bishop and Miller 2009; James et al. 2009; James and Stevenson 

2012a; James et al. 2012b; Kim et al. 2010; Kim et al. 2012; Stein et al. 1993; Stein et al. 

1988; Stevenson et al. 2012a; Stevenson et al. 2007; Stevenson and James 2009a; 

Stevenson et al. 2009b; Sumby and Pollack 1954) – and the interactions of these factors 

(Fister et al. 2016; Macaluso et al. 2004; Nidiffer et al. 2016; Stevenson et al. 2012b; 

Stevenson et al. 2014d). Integration of information across the different senses conveys a 

host of behavioral and perceptual advantages. Improvements are exhibited in a wide 

range of paradigms, from low-level tasks such as stimulus detection (Diederich and 

Colonius 2004; Hershenson 1962; Nelson et al. 1998) to high-level tasks like speech 

perception (Lovelace et al. 2003; Sumby and Pollack 1954). For an overview of metrics 

used to quantify such multisensory facilitation, see Box 2, and for an in depth tutorial 

review, see Stevenson et al. 2014a. These behavioral and perceptual improvements 

generally increase over the course of development, suggesting a major role for sensory 

experience in sculpting the final pattern of interactions (Baum et al. 2015a; Carriere et al. 

2007; Hillock-Dunn and Wallace 2012; Hillock et al. 2011; Lewkowicz et al. 2009; Neil 

et al. 2006; Polley et al. 2008; Ross et al., 2011; Wallace et al. 2004; Wallace and Stein 

2007; Wallace and Stevenson 2014). For example, one of the most commonly-used 

paradigms to assess audiovisual speech integration, the McGurk effect (described in 

detail below), shows increases in audiovisual integration throughout childhood and into 

adolescence (Hockley et al. 1994; Massaro 1984; Massaro et al. 1986; McGurk and 

MacDonald 1976; Sekiyama et al. 2008; Wightman et al. 2006). Likewise, sensitivity to 

the drivers of multisensory integration also increase throughout childhood and into 

adolescence, such as sensitivity to the temporal relationship between auditory and visual 

information (Hillock-Dunn and Wallace 2012; Hillock et al. 2011).

The neural underpinnings of audiovisual speech perception in healthy adult populations 

are also well established (for reviews see Calvert et al. 2004; Campbell 2008). This 

network, in addition to unisensory processing regions, includes the posterior superior 

temporal sulcus (pSTS) and gyrus (pSTG), angular gyrus and supramarginal gyrus, and 

planum temporale and inferior frontal gyrus (including Wernicke’s and Broca’s areas, 

respectively), and ventral premotor cortex (Bernstein et al. 2008; Bishop and Miller 2009; 

Callan et al. 2003; Callan et al. 2004; Calvert et al. 2003; Calvert et al. 2000; Jones et al. 

2003; Miller and D’Esposito 2005; Ojanen et al. 2005; Pekkola et al. 2006; Sekiyama et 

al. 2003; Skipper et al. 2007; Skipper et al. 2005; Stevenson et al. 2010; Stevenson and 
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James 2009a; Stevenson et al. 2011; Wright et al. 2003). The neurodevelopment of these 

brain networks is substantially less studied. With that said, recent studies suggest that, 

although the nodes recruited for audiovisual speech perception do not vary, the functional 

connectivity within this networks changes dramatically with maturation (Dick et al. 

2010).
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Box 2

Defining audiovisual integration

Multisensory gain—the perceptual benefit observed when coincident sensory information 

is experienced in multiple modalities—can be quantified through several methods 

(Stevenson et al. 2014a). Here, we will touch on three commonly used measures. First, 

one can measure the difference in performance between audiovisual and the best 

unisensory modality (for CI studies the referent used is almost universally the auditory 

modality to the exclusion of the visual modality). Audiovisual gain calculated via this 

method, can be positive (i.e. a benefit) or negative (i.e. a decrement), and is typically 

calculated based on the formula:

The benefit of this measure is that it shows the amount of additional information 

conferred by cues available from a second modality. Again, this metric is particularly 

useful in the context of CIs, as it enables a direct comparison between audiovisual 

performance and performance solely with information provided by the implant.

A second commonly used measure to quantify multisensory function is based on both 

channels of available information. In this so-called additive model, multisensory gain is 

measured as the difference in response to the audiovisual stimulus when compared with 

the sum of the auditory and visual only responses, and assumes independence between 

the modalities. Use of the additive model (Stevenson et al. 2014a) allows audiovisual 

interactions to be categorized as superadditive,

additive,

or subadditive

A third measure of integration relies more on the construction of predictive models. In 

such models, independence of channels is no longer a constraint, and integration is said 

to occur only when the accuracy/detection is greater than the sum of the two individual 

modalities minus any interaction between the two, or:
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An example of a model for predicting audiovisual perception based on unisensory 

processing often used in speech perception is the fuzzy logic model of perception 

(FLMP) (Massaro 1987a, 1987b, 2004). The FLMP weights auditory and visual cues 

based on how well they represent or predict the correct stimulus over alternative stimuli 

to define predicted performance in the absence of integration. The FLMP can be used to 

determine the magnitude of multisensory integration for speech perception whether it is 

facilitative (superadditive) or detrimental (subadditive). However, the FLMP is limited to 

closed-set stimuli due to its predictive nature, restricting its use in speech perception 

analyses.
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Figure 1. 
Example of audiovisual temporal synchrony function. The vertical-dotted line represents 

presentation of the auditory and visual stimuli synchronously. Positive values on the x-axis 

representing the visual stimulus presented first and negative values representing the auditory 

stimulus presented first.
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Figure 2. 
Average audiovisual word and sentence recognition benefit of adults with CIs and adults 

with normal hearing in three separate studies on the x-axis. Error bars represent one standard 

error of the mean. There is no error bar for the CI bar of the Goh et al. (2001) study because 

it was a case study of one adult with a CI.
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