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Measuring Business Cycle Time 

James H. Stock 
Harvard University 

The business cycle analysis of Burns and Mitchell and the National 
Bureau of Economic Research presumed that aggregate economic 
variables evolve on a time scale defined by business cycle turning 
points rather than by months or quarters. Do macroeconomic vari- 
ables appear to evolve on an economic rather than a calendar time 
scale? Evidence presented here suggests that they do. However, the 
estimated economic time scales are only weakly related to business 
cycle time scales, providing evidence against the view underlying 
traditional business cycle analysis. 

Understanding business cycles has been and continues to be a major 
challenge of empirical macroeconomic research. Although the theo- 
retical perspectives of modern research programs that examine fluc- 
tuations in output, employment, investment, and prices differ greatly, 
these programs share the econometric assumption that macroeco- 
nomic variables evolve naturally on a fixed calendar time scale (e.g., 
monthly or quarterly). This modern view stands in sharp contrast to 
the traditional business cycle analysis of Burns and Mitchell (1946) 
and the National Bureau of Economic Research (NBER). In the latter 
approach, the individual business cycle is treated as a distinct unit of 
economic time: in aggregate, economic variables are viewed as related 
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in a regular fashion from one stage of the cycle to the next rather than 
from month to month. Because business cycles have different lengths, 
the appropriate time scale on which to analyze these cyclical comove- 
ments was seen to be based not on months, quarters, or some other 
unit of calendar time but on the business cycle itself. 

In their attempt to analyze macroeconomic relationships in busi- 
ness cycle rather than in calendar time, Burns and Mitchell averaged 
monthly data to estimate the value a variable would attain were it 
observed at regular intervals in business cycle time. Unfortunately, 
this "phase-averaging" technique provided an inadequate basis for 
formal statistical inference, so that classical statistical techniques could 
not help to resolve the historical debate over the use of calendar time, 
business cycle time, or, more generally, any data-based macroeco- 
nomic time scale.' But did Burns and Mitchell have an insight into 
important empirical regularities among macroeconomic variables 
over the course of the cycle that are masked when economic time 
series are examined on a monthly or quarterly basis? 

In this paper, I reexamine the possibility that macroeconomic vari- 
ables evolve on a cyclical time scale. Conventional macroeconometric 
analysis typically assumes time-series variables to be generated by a 
linear time-invariant discrete-time process, say a vector autoregres- 
sion. I adopt this starting point with two important modifications. 
First, latent economic variables are assumed to evolve according to a 
linear time-invariant process in economic rather than in calendar time. 
The relationship between economic and calendar time in turn de- 
pends on the economic history of the process (specifically, on either 
exogenous or predetermined variables), such as whether the economy 
has been in a cyclical expansion or contraction. Second, the linear 
process is defined in continuous economic time. This has two advan- 
tages over a discrete-time formulation: it permits an explicit treat- 
ment of the correlations induced by using data that have been tempo- 
rally aggregated, and it is logically necessary if the transformation 
between economic and calendar time is taken to be continuous. This 
"time deformation" model is presented in Section I. 

The idea that economic and calendar time might differ has ap- 
peared before in at least three other contexts. First, this proposition 
has been discussed in a number of studies of the hyperinflations of 
the 1920s. In examining Cagan's (1956) model of money demand, 
Allais (1966) proposed that money evolves on a time scale based on an 

' Calling the work of Burns and Mitchell (1946) "measurement without theory," 
Koopmans (1947) argued that this research program lacked both an economic theory 
on which to base the investigations and a statistical theory with which to evaluate the 
results. Despite this lack of associated statistical theory, phase averaging is still occasiOn1- 
ally employed as a research tool (e.g., Schultz 1981; Friedman and Schwartz 1982). 
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index of past total outlays. Barro (1970) derived a model of wage 
payments (and thus money demand by firms) in which the payment 
timing interval depended on the (smoothed) inflation rate, suggesting 
that the appropriate time scale for analyzing money demand depends 
on inflation. Flood and Garber (1980), also arguing that decisions 
concerning money balances will be made more often during periods 
of high inflation, examined the German hyperinflation by combining 
monthly data for the moderate inflation period before 1923 with 
weekly data for the later hyperinflationary period. 

A second motivation for searching for empirical evidence of time 
deformation in aggregate data is provided by Chetty and Heckman's 
(1986) pioneering analysis of nonlinearities in aggregate output sup- 
ply and factor demand equations. In their model, firms invest in, 
enter, or exit a competitive industry depending on product and factor 
prices and on production opportunities peculiar to each firm. Allow- 
ing for different vintages of capital and aggregating over firms, they 
derive lag structures in which the lag scheme depends not simply on 
the calendar time period separating the observations but on the inter- 
vening economic history. Their model constitutes an important foun- 
dation for this investigation of business cycle time since it provides 
both an empirical example of the potential importance of time scale 
nonlinearities and a theoretical explanation for Neftci's (1984) ob- 
served asymmetry between cyclical expansions and contractions in 
unemployment, an issue investigated in more detail below. 

In a third treatment of the time deformation concept, Clark (1973) 
suggested that the natural time scale for the evolution of commodity 
prices was one based on information flows rather than calendar time, 
which, he showed, could explain the heavy-tailed distribution of re- 
turns on cotton futures.2 The intent of this paper differs from these 
applications, however, focusing on the interpretation of the tradi- 
tional techniques of business cycle analysis. 

I study two classes of transformations from calendar to economic 
time. The first class, presented in Section II, addresses the issue of 
whether there is evidence in favor of business cycle time and includes 
three different specifications. Two of the specifications address the 
question of whether the asymmetry between the lengths of expan- 
sions and contractions identified by Neftpi (1984) is reflected in differ- 

2 Clark (1973) modeled price changes as a subordinated stochastic process, where the 
directing process (the random time scale increments) was lognormally distributed (see 
also Mandelbrot 1973). With the theory of a subordinated stochastic process, many 
continuous-time stochastic processes can be written as a Weiner process with random 
time substitution (Brieman 1969; Feller 1971). Similarly, time scale transformations can 
make certain nonhomogeneous point processes appear to be homogeneous Poisson 
(Cox and Lewis 1966; Lewis 1972). 
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ent rates of evolution of aggregate variables. The remaining member 
of this class is the time scale transformation implicit in phase averag- 
ing, where the time scale is determined by cyclical turning points. The 
second class of time scale transformations addresses the question of 
whether aggregate variables evolve on an economic time scale that 
differs both from calendar time and from business cycle time. The 
transformations of this class depend on predetermined variables. 

In Section III, I present some simple multivariate diagnostic tests 
for detecting time deformation. These tests look for evidence that 
these variables evolve at different rates during growth expansions 
than during growth recessions. When the tests are applied to Fried- 
man and Schwartz's (1982) annual data on income, money, inflation, 
and nominal interest rates from 1869 to 1975, the evidence is mixed: 
inflation, interest rates, and, to a lesser extent, money indicate strong 
nonlinear relationships to the expansion/contraction time scale, while 
real per capita gross national product (GNP) does not. 

Using a Kalman filtering algorithm developed in Stock (1983, 
1985), in Section IV, I estimate the parameters of a variety of time 
scale transformations jointly with the parameters describing the evo- 
lution of the latent process. The estimated time scales indicate only a 
limited relationship to the expansion/contraction switching variables 
or to the implicit NBER time scale. However, there is strong evidence 
that the aggregate variables evolve on an economic time scale other 
than business cycle or calendar times. The two key variables deter- 
mining these time scales are the rate of interest and the growth rate of 
GNP: when interest rates are high and GNP growth is strong, eco- 
nomic time appears to "speed up." The conclusions are summarized 
in Section V. 

I. Stochastic Processes in Economic Time 

The time deformation model provides an alternative approach to 
modeling economic time series in which latent variables evolve 
linearly in economic time but are observed on the nonlinear transfor- 
mation of that time scale known as calendar time. This model has two 
components that must be specified: the equations that the latent vari- 
ables obey in economic time and the relationship between calendar 
and economic time. Let g(s) be a vector of random variables defined 
on the economic time scale s and let calendar time (t) and economic 
time be related by s = g(t). The key assumption of the model is that a 
variable observed at a point in calendar time (i.e., a stock) can be 
represented as g(g(t)). When a variable is measured as a sum over an 
interval of time, it is modeled as the average of the instantaneous 
calendar time process from t - 1 to t. That is, depending on whether 
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the variable is a stock or a flow, the observable discrete calendar time 
variable YV is 

stocks: Yt = g(g(t)), (la) 

flows: Yt = m- 
> [g(t- 1 + ]T. (Ib) 

In the empirical work below, I assume that g(s) is an n-dimensional 
stochastic process that obeys an rth-order stable vector stochastic dif- 
ferential equation with a possible deterministic time trend. Then g(s) 
has the continuous (economic) time representation 

d[Dr-lI g(s)] = [AIDr-lg(s) + . . . + Art(S) (2) 

+ D + PI3s]ds + d4(s), 

where Al, . . ., Ar are n x n matrices of coefficients, l0 and 1 are 
n x 1 coefficient vectors, D is the mean square differential operator, 
and ((s) is an n-dimensional noise process with Gaussian increments, 
where E [d~ (s) d (s')'] = Ids, s = s', and zero otherwise.3 

The remaining feature of the time deformation model is the time 
transformation itself. Four general properties are desirable for the 
time transformation. First, to be econometrically tractable, Ag(t) must 
not depend on current or future values of Yt. Second, economic and 
calendar time should proceed in the same direction so that 0 < Ag(t) 
< oo for all t, where Ag(t) = g(t) - g(t - 1). Third, the unknown 
parameters of the time scale transformation should be identified. In 
particular, linear transformations of the time scale clearly will not be 
identified since this would simply entail relabeling the time scale 
from, for example, quarters to years. Thus I set g(O) = 0 and 
T- 1 X Ag(t) = 1 (where T refers to the number of observations) so 
that, on average, a unit of economic time corresponds to a unit of 
calendar time. Fourth, estimation is simplified substantially if the time 
scale transformation is continuous in its unknown parameters. The 
parameterization adopted in this paper has these four properties. 
Specifically, Ag(t) is given by 

A (t) exp(c'zt-1) (3) 
9 ~~T 

T-1 > exp(c'zri) 

r = 2 

where zt- 1 is an m-dimensional vector of variables observed by time t 
- 1 and c is an m-dimensional vector of unknown parameters. Note 

3 If g(t) is continuous, then the latent process must evolve continuously in economic 
time for the model to be well defined. For a complete discussion of (2), see Bergstrom 
(1976, 1983). 
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that if c = 0, then Ag(t) = 1 and there is no time deformation. In 
addition, using a Taylor series expansion of (3) in c around c = 0, one 
finds that 

Ag(t) - 1 + c' (Zt -I), (4) 

where z denotes the sample average of zt 1- For more pronounced 
time deformations, the exponential form restricts Ag(t) to be positive 
and finite.4 

II. Cyclical Time Scale Transformations 

This section presents three cyclical time scale transformations studied 
empirically below. The first is the one implicit in Burns and Mitchell's 
(1946) computations of phase averages. This transformation is a 
piecewise linear relationship between business cycle time and calen- 
dar time, where the slopes of the different linear segments depend on 
the length of the current recession or expansion. The other two trans- 
formations depend only on whether the economy is in an expansion 
or a contraction. 

The NBER Time Scale 

Burns and Mitchell's phase-averaging procedure involved breaking 
each expansion and contraction into four parts of roughly equal 
lengths in months. Accordingly, each business cycle was assigned nine 
"stages": the trough, the three periods leading to the fifth stage (the 
peak), and the three periods leading to the ninth stage, the subse- 
quent trough, which is also the first stage of the next cycle. The 
transformed or "phase-averaged" data are the average of the observa- 
tions over the months that fall into the relevant stage of the cycle. 
Underlying this transformation, then, is the assumption that the 
change in business cycle time (i.e., the length of the stages of the cycle) 
is proportional to the change in the calendar time scale with a propor- 

The discrete-time representation of YV for a first-order process satisfying (la) and 
(2) is given in the Appendix. In general, YV will exhibit two important departures from 
linear time-series models. First, the serial dependence in calendar time will differ from 
one period to the next, depending on the amount of economic time that has elapsed. 
Second, the observable process will be conditionally heteroscedastic. In this respect, the 
time deformation model is similar to Engle's (1982) Autoregressive Conditional 
Heteroscedasticity (ARCH) models. Indeed, empirical findings of conditional hetero- 
scedasticity such as Engle's (1982) or those concerning stock returns debated by Pin- 
dyck (1984) and Poterba and Summers (1986) are consistent with models in which 
economic and calendar time differ. See Stock (1985) for further discussion of the 
relationship between time deformation models and ARCH models and switching re- 
gression models. 
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Fi(;. 1.-Calendar and NBER-dated business cycle time scales 

tionality factor that changes from expansion to contraction and from 
cycle to cycle.5 

A segment of Burns and Mitchell's (1946, app. A) chronology for 
business cycles between 1919 and 1927 is portrayed in figure 1. The 
upper scale denotes cyclical time; the units are stages of the cycle. The 
origin has been set so that the trough of March 1919 is cycle 1, stage I. 
The heavy arrows denote the dates of the cyclical turning points over 
this period (March 1919 [trough], January 1920, July 1921, May 
1923, July 1924, October 1926, and November 1927). The dashed 
arrows denote the mapping g(t) for selected calendar time dates using 
Burns and Mitchell's reported chronology. For example, December 
1925 fell in the third stage of cycle 3. 

The relative "speeds" of business cycle and calendar times are de- 
termined by the amount of cycle time that has elapsed in a unit of' 
calendar time. Referring to figure 1, during 1925 a relatively short 
amount of business cycle time elapsed, so during this period economic 
processes would appear in calendar time to evolve relatively slowly. In 
contrast, the observable process would have evolved relatively quickly 
during 1919. In general, if Ag(t) is less (more) than its average over 
the sample, then the process is evolving more slowly (quickly) than 
average. 

When the transformation in figure 1 is formalized, the change in 
business cycle time during a unit of calendar time is four (stages) 
divided by the number of months in the current contraction or ex- 
pansion; let this ratio be rne for the expansion and ri. for the contrac- 
tion in the ith cycle. Letting It be one in an expansion and zero in a 
contraction, and lettingjit be one if month t falls in the ith of the M 
business cycles in the sample, the NBER time scale transformation is 

M 

Ag(t) = [rieIt + rl. (l - It)]Jjt- (5) 

The transformation (5) was computed for 1869-1975 using 
Moore's (1983) business cycle chronology and is plotted in figure 2 

5 Burns and Mitchell (1946, chap. 2, app. A) and Friedman and Schwartz (1982, 
chap. 3) provide extensive discussions of phase averaging. 
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FIG. 2.-NBER time scale transformation. Shaded areas along the axis denote 
NBER-dated recessions. 

after renormalization so that T- ' Ag(t) = 1. Large values of Ag(t) 
correspond to short expansions or contractions. For instance, the 
short expansion during 1919 in figure 1 appears in figure 2 as a tall 
spike. The sustained high value of Ag(t) during the final decade of the 
nineteenth century indicates the rapid succession of booms and pan- 
ics. In contrast, the Great Depression, the recovery during World War 
IL, and the prolonged growth during the 1960s are episodes of rela- 
tively long expansions or contractions and, thus, small values of Ag(t). 
Finally, the alternating high and low values of Ag(t) during the late 
1940s and 1950s reflect the postwar experience that expansions have 
tended to be longer than contractions. 

Although its simplicity makes the NBER time scale appealing, it 
depends on future turning points and thus violates the first of the 
four requirements for Ag(t) set out in Section I. Consequently, I will 
also consider two cyclical time scales that can be determined by ob- 
serving only past values of economic variables. 

Contraction/Expansion Time Scales 

The remaining two cyclical time scales address the possibility that 
economic time progresses faster during expansions than during con- 
tractions. The first is based on a variable that indicates whether the 
economy is expanding or contracting, as measured by the growth rate 
of real per capita GNP, Ly,: 

if Ayt ?O (6) I, {0 if Ayt < ?-(6 

On examining the switching variable (6) (defined using postwar U.S. 
unemployment rather than GNP), Neftpi (1984) concluded that busi- 
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ness cycles were asymmetric. However, when a series exhibiting con- 
sistent growth (such as GNP) is used as the basis for the switching 
variable, this asymmetry might arise simply because the series has 
been improperly detrended (see DeLong and Summers 1986; Falk 
1986). Consequently, I also consider a "growth cycle" switching vari- 
able indicating whether the economy is experiencing a growth expan- 
sion or contraction: 

IG, = ftiz~1& (7) 
1 ? If A~yt < Any. 7 

When the time scale transformation (3) depends on a single switch- 
ing variable, it has a particularly simple form. When (3) is used and 
Zt- I = IGt l, the transformation is given by 

ZAg(t) = exp (cIG, - ) 8 
1 + [exp (c) - II (8) 

where IG = T- 1E IG, ~. The time scale transformation corre- 
sponding to (6) also has the form (8), with It_ and I replacing IGt_ I 
and IG, respectively. 

III. Multivariate Tests for Business Cycle Time 

The Tests 

The estimation of time deformation models is computationally bur- 
densome. In this section, I therefore present and implement two 
easily executed regression-based diagnostic tests for time deforma- 
tion. The proposed tests are developed for time transformations with 
local linearizations of the form (4), where c and zt- I are scalars. The 
tests, developed in the Appendix, look for nonlinearities in the expec- 
tation of Yt conditional on lags of Yt and zt.6 

The first test entails estimating an unrestricted system of equations 
specified in the levels of the variables, including a time trend: 

Yt = Co + Clt + C2(L)Yt-I + C3(L)t-I 

t - 1 (9) 
+ C4(L)ft- lYt- 1 + C5tft- 1 + C6 i, Zr + Ut, 

r = I 

where C2(L), C3 (L), and C4(L) are matrix polynomials of order p in the 
lag operator L and Zt- I = Zt- 1 - Z. If c = 0, then the coefficient 

6 The tests generalize to multivariate systems the univariate tests for time deforma- 
tion proposed in Stock (1983). The price of the simplicity of these tests is that the 
orthogonality conditions tested have a much higher dimension than c. Thus they might 
detect nonlinear specifications other than time deformation, while their power against 
the time deformation alternative could be low. For related tests, see Neftqi (1986). 
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matrices C3(L), C4(L), C5, and C6 will not enter into the multivariate 
specification. Thus estimating (9) by least squares and testing whether 
these coefficients all equal zero provides a test for nonlinear condi- 
tional expectations of the type generated by the time deformation 
model. 

Since the variables might reasonably be modeled as having a sto- 
chastic rather than a deterministic trend, the second test is based on 
estimating a version of (9) specified in first differences of Y, rather 
than in levels: 

LYt = C0 + C1l Yt1 + C2(L)ft1 + C3(L)ft_ 1Yt_1 + ut. (10) 

The second test examines whether C2(L) and C3(L) differ from zero. 

The Data 

A long time series of economic data containing many business cycles 
was chosen to address the question of the existence of a cyclical time 
scale. The data are a subset of the Friedman-Schwartz (1982, table 
4.8) U.S. data set and consist of annual observations from 1869 to 
1975 on income, the money stock, population, the rate of inflation 
(based on the implicit price deflator), and the short-term commercial 
paper rate. Income and money were transformed to be the logs of 
these variables on a real, per capita basis. 

Test Results 

The tests are based on the time scale transformation (8), addressing 
the possibility that economic time depends on whether the economy is 
in a growth expansion or a growth contraction. Over the 1869-1975 
sample, 49 percent of the time this growth rate was greater than 
average, consistent with Falk's (1986) and DeLong and Summers's 
(1986) finding of little or no skewness in the growth rates of U.S. GNP 
and industrial production. The asymptotic marginal significance 
levels (p-values) for the likelihood ratio test applied to bivariate mod- 
els are reported in table 1. The first four columns are for the test 
statistics based on the exclusion restrictions in that equation alone, 
and the final column corresponds to the test statistic for the system as 
a whole. The results reported under the heading "Levels" are based 
on (9), using the nominal interest rate, inflation, and log real per 
capita income and money. The results reported under "Differences" 
are based on the formulation (10) and use the interest rate, inflation, 
and the growth rates of real per capita money and income. Five of the 
six systems considered reject the null hypothesis of no nonlinearities 
at the 5 percent level in both the levels and the differences formula- 
tions when p = 3. However, the primary sources of these rejections 



TABLE 1 

MARGINAL SIGNIFICANCE LEVELS FOR BIVARIATE TESTS FOR BUSINESS CYCLE TIME, 

1869-1975 

EQUATION 

MODEL y m rs infl SYSTEM 

1. y, m: 

Levels: 
p = 1 .4799 .3592 ... ... .6475 
p = 3 .3848 .2966 ... ... .3492 

Differences: 
p = 1 .6349 .4245 ... ... .6323 
p = 3 .8726 .1665 ... ... .5349 

2. y, rs: 
Levels: 

p = 1 .3037 ... .0002* ... .0004* 
p = 3 .3432 ... .0013* ... .0034* 

Differences: 
p = 1 .3036 ... .0002* ... .0002* 
p = 3 .3650 ... .0003* ... .0007* 

3. v, infl: 
Levels: 

p = 1 .2438 ... ... .6173 .3320 
p = 3 .1456 ... ... .0003* .0008* 

Differences: 
p = 1 .5748 ... ... .7840 .8037 
p = 3 .7622 ... ... .0028* .0353* 

4. m, rs: 
Levels: 

p = I ... .4937 .((00* ... .0001* 
p = 3 ... .3798 .0001* ... .0006* 

Differences: 
p = I ... .3817 .0001* ... .0006* 
p = 3 ... .0151* .0159* ... .0011* 

5. m, infl: 
Levels: 

p= I ... .3851 ... .5861 .4393 
p = 3 ... .0088* ... .0804' .0329* 

Differences: 
p = I ... .4374 ... .1250 .2065 
p = 3 ... .0066* ... .0270* .0178* 

6. rs, infl: 
Levels: 

p = I ... ... .000* .6219 .0002* 
p = 3 ... ... .(0(0* .0132* .0000* 

Differences: 
p = I ... ... .0000* .6522 .0002* 
p = 3 ... ... .(000* .0107* .000(* 

NOTE-Annual data, described in the text. Income (y) and money (m) are real per capita, in logarithims. Ihe 
interest rate (rs) is the nominal short-term rate on commercial paper, and the inHation rate (inR) is based on the 
implicit income deflator. [he values of p refer to the orders of the lag polynomials in eqq. (9) (levels) and (10) 
(differences). 

* Significant at the 5 percent level. 
Significant at the 10 percent level. 
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are the interest rate and inflation equations. The income equations 
exhibit little evidence of time scale nonlinearities, and the restrictions 
in the money equation are violated only when money appears with the 
short rate or with inflation. While the p-values vary somewhat, the 
conclusions from these tests are similar for the specifications of levels 
and differences.7 

Although these diagnostic tests indicate nonlinearities consistent 
with the time deformation hypothesis, the evidence is mixed. First, 
none of the tests indicate a role for the time scale transformation in 
the income equations. Second, the apparent strength of the effect of 
the time scale indicator variable differs from equation to equation 
within a system. While a system as a whole might nevertheless indicate 
rejection, this variation in the importance of the cyclical indicator 
across equations suggests the absence of a systemwide cyclical time 
scale. 

IV. Estimated Reduced-Form Models in Business 
Cycle Time 

The parameters of the time deformation model of Section I were 
estimated by asymptotic maximum likelihood for a variety of time 
scale transformations.8 Interest rates, GNP, and inflation were mod- 
eled as flows, and money was modeled as a stock.') A difficulty with the 

7Tests on trivariate systems present a picture similar to table 1. (These and other 
unreported results discussed in the text are available from the author on request.) In 
each of the four trivariate combinations of income, money, interest rate, and inflation, 
it is possible to reject at the 5 percent level the null of no time deformation in the system 
of equations when three lags are included. As in the bivariate systems, the primary 
variables indicating time scale sensitivity are the interest rate and inflation. In contrast, 
the time scale variables do not enter significantly (at the 5 percent level) any of the 
income equations. The results for the money equations fall between these two ex- 
tremes, yielding significant results except in the system with income and interest rates. 

8 Estimation was done using the Kalman filtering algorithm in Stock (1985), which 
generalizes to time deformation models the algorithm of Harvey and Stock (1985). All 
specifications are in levels with a linear time trend. Alternative frequency domain 
approaches to estimating higher-order systems are developed by Hansen and Sargent 
(1981) and Bergstrom (1983). Except in special cases, however, frequency domain 
algorithms do not generalize to irregularly spaced observations or time deformation 
models. To reduce the expense of repeated maximization, the estimates in tables 3-6 
were obtained using a two-step procedure. In the first step the latent process was 
estimated by maximum likelihood, subject to the constraint that Ag(t) = 1. The param- 
eters c were estimated in the second step by constraining the latent process to be that 
estimated in the first step and optimizing only over c. Thus the likelihood ratio statistics 
are a lower bound on the value that would obtain under full joint estimation. 

9 The choice of a stock or flow model requires some judgment. Since the logarithm of 
GNP is used, annual GNP is modeled as a geometric average of instantaneous GNP 
over the year. While treating GNP in levels rather than in logarithms would yield a 
truer model of GNP measurement, this would not address the exponential growth and 
heteroscedasticity in the series. The reported commercial paper rate is an annual aver- 
age of weekly or daily observations, depending on the sample period, so it was modeled 



1 252 JOURNAL OF POLITICAL ECONOMY 

TABLE 2 

IN-SAMPLE PERFORMANCE OF MODELS WITHOUT BUSINESS CYCLE TIME EFFECTS 

VARIABLE 

y m infl rs 
MSE MSE MSE MSE 

MODEL Q(10) Q(10) Q(10) Q(10) 

Discrete: 
1. Univariate AR(P) 3.79 2.02 2.17 .106 

17.39 6.66 5.81 3.56 
2. VAR(1) 3.25 1.88 2.11 .120 

(y, m, infl, rs) 18.57 7.64 5.51 15.69 
Continuous: 
3. Univariate AR(P) 3.38 2.85 2.12 .128 

12.18 10.03 4.02 13.99 
4. VAR(1) 3.64 3.06 2.14 .132 

(y, minfi, rs) 8.65 13.00 6.43 16.29 

NOTE.-Q(l0) refers to the Box-Pierce statistic with 10 degrees of freedom, and the MSE is X 10-3. All models 
include linear time trends. The autoregressive order p is 3 for m, infi, and rs, and is 1 for N. The models were 
estimated for the period 1872-1975, except the univariate AR(3) models with inflation and the interest rate, which 
were estimated for 1873-1975. Earlier observations were used for initial conditions as necessary. 

estimation of continuous-time models with equally spaced data is the 
"aliasing" problem, in which there can be multiple, equally tall peaks 
of the likelihood (see Priestley 1981; Hansen and Sargent 1983). As a 
result, the parameters of the continuous-time process with no time 
deformation will in general be locally but not globally identifiable. 
Since the potential multiple peaks under the null of no time defornma- 
tion have the same value of the likelihood function, however, likeli- 
hood ratio statistics testing for nonzero time deformation parameters 
will still be valid in the sense of providing an upper bound on the 
corresponding marginal significance levels.10 

As a benchmark, four sets of estimated models without time defor- 
mation are presented in table 2. Because the discrete and continuous- 

as a flow. The annual inflation rate represents the integral of the instantaneous infla- 
tion rate over the year, so it was also modeled as a flow. The proper model for money is 
less clear since the early observations represent averages of quarterly values, later 
becoming averages of monthly data. Accordingly, in the reported results the logarithm 
of real per capita money was treated as a stock. (For a related discussion, see Friedman 
[1983].) The models with money in tables 3-5 were also estimated treating money as a 
flow. Although the estimated parameters of the latent process in the stock and flow 
models differ, the time transformations were generally similar to those reported here. 
While lags of money were not as significant in the time transformations of the flows 
model, interest rates, GNP, and It- were more significant. 

'1 Under certain conditions, aliasing does not occur if the data are sampled at ran- 
domly spaced irregular intervals (e.g., Brillinger 1970; Masry 1980). While these results 
are for independently and identically distributed random sampling intervals and thus 
do not apply directly to the general time deformation model, they do suggest that the 
effectively irregular sampling in economic time induced by nonlinear time transforma- 
tions might mitigate the aliasing problem. 
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TABLE 3 

ESPIMATED TIME SCALE TRANSFORMATIONS: UNIVARIATE MODELS WITH BUSINESS 

CYCLE TIME VARIABLES 

Z LIKELIHOOD 
DEPENDENT - RATIO 

VARIABLE It- IG,-1 NBER, Q(10) MSE STATISTIC 

y -.001 ... ... 13.02 3.39 .17 
(.001) 
... .001 ... 11.67 3.36 .63 

(.001) 
... ... .004* 11.50 3.25 4.63* 

(.002) 
-.003 .003 .004t 11.94 3.20 6.69t 

(.002) (.002) (.002) 

m .000 ... ... 10.03 2.85 .06 
(.001) 
... .005 ... 9.92 2.83 .66 

(.006) 
... ... .001 10.09 2.85 .06 

(.005) 
-.000 .001 .000 10.73 2.82 1.09 

(.001) (.001) (.001) 

infl -.062 ... ... 4.15 2.10 .52 
(.083) 
... .036 ... 3.82 2.12 .20 

(.079) 
.157* 4.51 2.08 3.90* 

(.079) 
- .033 .019 .148* 4.45 2.06 8.69* 

(.022) (.033) (.073) 

rs .003t ... ... 14.82 .124 3.13t 
(.002) 
... .003* ... 14.14 .124 3.90* 

(.00 1) 
... ... .003 15.28 .126 2.46 

(.002) 
.001 .003* .001 14.24 .123 4.89 

(.002) (.001) (.001) 

NOTE.-Based on univariate continuous-time autoregressions of orders reported in table 2, subject to time 
deformation of the form (3). Standard errors are in parentheses. The likelihood ratio statistic tests the hypothesis 
that c - 0. 

* Coefficients are significantly different from zero at the 5 percent level. 
t Coefficients are significantly different from zero at the 10 percent level. 

time models impose different restrictions on the autocorrelation 
functions, these two types of models yield somewhat different results; 
for example, while the mean square error (MSE) for income is lower 
in the continuous than in the discrete-time univariate models, this is 
reversed for the VAR(1) models. 

Estimated univariate models with business cycle time scale variables 
are presented in table 3. The entries in the first three columns of the 
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table are the estimated coefficient vectors c in the time scale transfor- 
mation (3) for various choices of zt- 1, where NBERt is the Burns- 
Mitchell time scale (5). The indicator variables play an important role 
in determining the time scales of interest rates and, to a lesser extent, 
inflation. When all three business cycle variables are included in the 
time scale transformations, the results vary sharply across variables: 
the sole statistically significant contributor to the interest rate time 
scale is the growth cycle switching variable, while for inflation and 
income the important variable is the NBER time scale variable. Over- 
all, then, the results based on business cycle-related variables are 
mixed: no single cyclical time scale variable has significant time defor- 
mation effects in all univariate models. 

Tables 4 and 5 represent an attempt to discover whether the busi- 
ness cycle nonlinearities evident in tables 1 and 3 arise because other 
important variables have been omitted from the time scale transfor- 
mation. Looking across all the univariate models, one sees that each of 
the variables exhibits time scale nonlinearities. The time scale trans- 
formations differ, however, from one series to the next. No cyclical 
variable forms the sole basis for these estimated time scales, and the 
importance of the cyclical variables to the time scale transformation 
differs across models. Indeed, the interest rate plays a more impor- 
tant role across univariate time transformations than do any of the 
cyclical measures. 

Table 6 provides evidence against the importance of the business 
cycle variables to a common time scale transformation. This table 
contains the results of estimating first-order, four-dimensional sto- 
chastic differential equation systems for these mixed stock/flow vari- 
ables evolving on a common economic time scale. Although both IG 
and NBER (but not I) are statistically significant when considered 
alone, their coefficients are small. Furthermore, their effect vanishes 
statistically when lagged endogenous variables enter into the time 
transformation (models 5-7). As in the univariate results, interest 
rates continue to play an important role in generating these non- 
linearities; in addition, the growth rate of income also enters linearly 
rather than as a switching variable. Finally, the likelihood ratio statis- 
tics for models 5-7 indicate that the hypothesis that all the time scale 
coefficients are zero can be rejected at the 1 percent level. 

In summary, the support for a common time scale based solely on 
the expansion/contraction indicators is limited. The results of includ- 
ing the NBER variable in the time transformation are more difficult 
to interpret: while its time transformation coefficients can be highly 
significant in univariate models, this variable is determined by future 
turning points and thus would be expected to have predictive content. 
Whether a modified version of this transformation based on pre- 
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dicted turning points would be as important as the NBER variable is 
an open question. Finally, time scales based on lagged endogenous 
variables can have pronounced effects; the key variables in these time 
transformations are lags of the short-term interest rate and real GNP. 

V. Conclusions 

This paper has used classical statistical techniques to estimate non- 
linear time scale transformations of the general form (3), in which the 
time transformations depend on the history of the process. Any con- 
clusions from this investigation must therefore be tempered by the 
possibility that there are other, more appropriate specifications, in 
particular, transformations based on different functional forms or 
transformations that incorporate unobservable stochastic elements. 
Subject to this caveat, however, three conclusions can be drawn from 
these results. First, this data set provides little support for the proposi- 
tion that there is a common macroeconomic time scale based solely on 
business cycle-related variables. When considered alone, the cyclical 
measures can have an effect in determining the time scale transfor- 
mations for some macroeconomic variables. However, this effect di- 
minishes or disappears when more general time scale transformations 
are considered. 

Second, of the two contraction/expansion indicator variables, the 
growth cycle indicator exhibits stronger effects when included in the 
time scale transformations. However, the effects of both indicator 
variables are small. 

Third, when more general forms of time scale transformations 
based on lagged endogenous variables are considered, the effect of 
introducing these nonlinearities can be pronounced. Although the 
results differ across univariate and multivariate models, the key vari- 
ables determining these economic time scales are the short-term rate 
of interest and, to a lesser extent, lagged income growth, with both 
having an accelerating effect on economic time. It is premature to 
speculate about the existence of a single macroeconomic time scale. 
However, the evidence presented here suggests that, if there is such 
an economic time scale, it will be substantially more general than time 
scales based solely on the business cycle. 

Appendix 

Diagnostic Tests for Economic versus Calendar Time 

This Appendix motivates the diagnostic tests applied in Section III. It is 
assumed that Ag(t) has the approximation (4) (local to c = 0), with m = 1. 
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The calendar time representation for a first-order time deformation model 
when the observable process is a stock variable is obtained by solving (2) with 
r = 1. Letting A Al for s > s', the process satisfies 

a(s) = 8(s', s - s') + eA('-s') (sI) + { eA(s-' d(r), (Al) 

where the real parts of the roots of A are assumed to be negative so that the 
process is stable, where the matrix exponentials are defined by their Taylor 
series expansions, and where the function 8(s', s - s') depends on the param- 
eters A, 0, and 01 (see, e.g., Bergstrom 1983). Letting s = g(t), s' = g(t- 1), 
and substituting Yt = g(g(t)) into (Al), one obtains 

Yt = B[g(t - 1), Ag(t)] + eAzg(t)y, + Vt, (A2) 

where 

Vt= Jg ) A~g(t)-rld Vt e=]dgtr1 

so that 

Evtv' = Ft = |() eAlg(t) - IeAg(t) - r] dr 

g(t - 1 ) 

The first-order multivariate time deformation model (A2) has intercept, 
time trend, autoregressive coefficients, and error covariance matrix that are 
functions of the time scale transformation and thus of 2t- 1. The tests arise by 
considering the linearization of (A2) for small time deformations. When one 
expands the coefficients in c around c = 0 and collects terms, (A2) can be 
approximately written as 

t- I 

Yt 6o + C&1zt-I + 82t + C83jj Z. 

(A3) 
+ c64t1- + e AYt_ + cAe At lYt- 1 + vt, 

where 8i, i = 0. . . , 4, are constants. If the latent process does not include a 
time trend, then I1 = 0 and (A3) reduces to 

V1 -&80 + c5 l zt _ 1 + eAYtI + cAe AZt-iYti_ + vt. (A4) 

If c = 0, then the terms involving Zt_ I will not appear in (A3) or (A4), and 
Yt will have a (restricted) linear discrete time vector autoregressive represen- 
tation. Thus, when the latent process is first order and the variables are 
stocks, a simple test for time deformation obtains by estimating unrestricted 
versions of (A3) (or [A4], as appropriate) using ordinary least squares equa- 
tion by equation and testing whether the terms involving Zt-I enter 
significantly. 

A somewhat more formal motivation for the tests comes from considering 
the score test of the hypothesis that c = 0. Since v, is conditionally normal, the 
log likelihood is S = - '/2Y. tv'F - 'vt-/21tInIFt4, plus terms that are bounded 
in probability. The score test obtains by considering the derivative of X, 

F 
( 1ac )Ft Vt- 1/ E Va - 1 (lnIFtI) ___ _c_ \' (av >laT) 'L ac ,(A5) 
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where the terms depending on c are evaluated at c = 0. Since avt/acIC=O = 

-aE(YtIYt_1, zt1)/1aC|c=0, the first term in (A5) tests for the nonlinearities in 
the conditional expectation of Y1, local to c = 0. These terms are precisely 
those multiplied by c in (A3) and (A4). The remaining two terms in (A5) test 
for conditional heteroscedasticity induced by the time scale transformation. A 
test focusing solely on these latter terms would resemble Engle's (1982) score 
test for ARCH errors. Thus tests based on (A3) and (A4) can be interpreted 
as tests of restrictions that imply those involving the conditional expectations 
terms in the score test. 

In most applications, including those in Section III, it will be desirable to 
relax the assumption that the latent process is first-order. In addition, at least 
some of the variables in the process might be flows. Without time deforma- 
tion, when the system is generated by (2) and the variables are stocks, the 
discrete-time process will in general have a (vector) ARMA(r, r - 1) repre- 
sentation; when the system includes flows, it will have a discrete-time 
ARMA(r, r) representation. Since the objective here is to develop regression- 
based diagnostics, these vector autoregressive moving average models are 
approximated by vector autoregressions with deterministic terms. The re- 
gressions (9) and (10) thus generalize (A3) and (A4) by testing for ft- I enter- 
ing the vector autoregressions analogously to the first-order point-in-time 
model. 
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