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#### Abstract

Genome-wide association studies (GWAS) aim to assess relationships between single nucleotide polymorphisms (SNPs) and diseases. They are one of the most popular problems in genetics, and have some peculiarities given the large number of SNPs compared to the number of subjects in the study. Individuals might not be independent, especially in animal breeding studies or genetic diseases in isolated populations with highly inbred individuals. We propose a family-based GWAS model in a two-stage approach comprising a dimension reduction and a subsequent model selection. The first stage, in which the genetic relatedness between the subjects is taken into account, selects the promising SNPs. The second stage uses Bayes factors for comparison among all candidate models and a random search strategy for exploring the space of all the regression models in a fully Bayesian approach. A simulation study shows that our approach is superior to Bayesian lasso for model selection in this setting. We also illustrate its performance in a study on Beta-thalassemia disorder in an isolated population from Sardinia. Supplementary Material describing the implementation of the method proposed in this article is available online.
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## 1. Introduction

Genome-wide association studies (GWAS) collect data on single nucleotide polymorphisms (SNPs)—genetic markers-across the genome with the aim to identify causal variants related to diseases (Balding 2006; Wagner 2013). These relationships are statistically represented by regression models which usually incorporate a large number of SNPs. Additional issues arise when individuals from the observed cohort are linked by family ties, the framework in which we focus on.

The number of SNPs is generally much larger than the number of subjects studied ( $p \gg n$ ), which is known as an ill-posed problem. These problems originated in mathematical settings and are well known in the scientific literature. Once disseminated to the statistical world, they provided many different approaches and concepts (Wahba 1990; Girosi, Jones, and Poggio 1993; Nychka 2000) which generally aim to reconstruct a whole function from noisy observations. One of the most popular approaches to the subject is regularization (O'Sullivan 1986; Eilers and Marx 1996; Ruppert, Wand, and Carroll 2003) which relies on controlling overfitting through a roughness penalty. The lasso, introduced by Tibshirani (1996), is a widely used shrinkage method for linear regression models which minimizes the sum of squared errors with a smoothing parameter $\lambda>0$ on a penalty defined as the sum of absolute values of the regression coefficients. Lasso shrinks some coefficients but also sets others to zero, thus providing a subset of predictors that are the outcome of the lasso model selection procedure. There are other proposals to penalize the likelihood in these large $p$ prob-
lems such as ridge regression (Hoerl and Kennard 1988), bridge regression (Frank and Friedman 1993; Fu 1998), the elastic net regularization method (Zou and Hastie 2005), etc. Most of these methods have been implemented in well-used software as MERLIN (Abecasis et al. 2002), glmnet (Friedman, Hastie, and Tibshirani 2010), and many others cited in applied and review studies in genetics that are not focused on the fundamentals of the statistical methods developed herein. Some examples of these can be found in Benyamin, Visscher, and McRae (2009), Ott, Kamatani, and Lathrop (2011), and Herold et al. (2016).

Bayesian reasoning accounts for penalization through the prior distribution for the parameters of the model. Several articles discuss and analyze the Bayesian version of the regularization methods mentioned above, as the Bayesian lasso introduced in Park and Casella (2008) or the Bayesian elastic net in Li et al. (2010). Other Bayesian solutions to this problem propose a different type of sparse priors, for example, the spike and slab prior (George and McCulloch 1993; Ishwaran and Rao 2005) or the general class of sparse priors proposed in Castillo, Schmidt-Hieber, and van der Vaart (2015), and references therein. However, Castillo, Schmidt-Hieber, and van der Vaart (2015) also pointed out that the lasso regularization is essentially non-Bayesian in the sense that the corresponding full posterior distribution is useless for uncertainty quantification. For this reason, we have avoided this technique and propose, in this article, a fully Bayesian second stage after a first stage of dimension reduction.

GWAS can be viewed as a model selection problem. The procedure for model comparison within the Bayesian reasoning is the Bayes Factor (BF) (Kass and Raftery 1995). As a part of the framework of linear regression models, results using BF are very sensitive to the specified prior distribution over model parameters, especially to those parameters that are not common to all the models, such as the regression coefficients. This property was studied by Kass and Raftery (1995) and Berger and Pericchi (2001), showing that the above-mentioned sensitivity does not vanish as the sample size grows. Furthermore, improper prior distributions, frequently used in estimation theory, are invalidated for BF and the use of "arbitrary" proper vague priors is not advisable for model selection (see sec. 1.5 in Berger and Pericchi 2001). Bayarri et al. (2012) explored this question and proposed a desideratum of properties that prior distributions over parameters must verify for model comparison. In addition, they also propose the robust prior distribution that verifies these properties for model comparison in the linear regression model. Besides, when considering a large number of explanatory variables, multiplicity issues can be accounted for by choosing an adequate prior over the model space, like the hierarchical prior, proposed by Scott and Berger (2010). Moreover, in GWAS, enumerating all possible models becomes cumbersome due to the size of the model space. García-Donato and Martínez-Beneito (2013) reviewed some of the strategies proposed in the literature, showing that the empirical search strategy based on Gibbs sampling (George and McCulloch 1997) produces the best results.

Yazdani and Dunson (2015) proposed a multi-stage design to manage the intractability of variable selection in GWAS, by accounting, at the same time, for family relationships in the sample. Family-based GWAS deal with studies where individuals are linked by kinship ties. A clear example of this occurs in animal breeding studies or genetic diseases in isolated populations with highly inbred individuals. As the usual linear regression model assumes independence between subjects, random effects can be added to the model to connect the related individuals and assess the relevance of the latent elements in the variability of the data. The most commonly used measure of relatedness between two individuals is the kinship coefficient, which is defined as the probability that two genes sampled at random from each individual are identical (Malecot 1948).

We propose a family-based two-stage GWAS. In the first stage, the genetic relatedness between individuals is taken into account to reduce the dimension of the problem by selecting promising SNPs through individual regression analyses. This selection procedure is based on credible intervals and not BF because the inferential processes are based on improper objective prior distributions. We refine the SNP selection in the second stage. We propose a fully Bayesian regression model and BF for model selection with a random search strategy for exploring the space of all models. Our reasons for working with a fully Bayesian alternative to lasso in the second stage are two-fold. On the one hand, the lasso is essentially non-Bayesian as mentioned above. On the other hand, the fact that the lasso uses an identical penalization on each regression coefficient can produce bias in the resulting estimates (Lee et al. 2012).

This article is organized as follows. Section 2 contains the proposed statistical model and details about its inferential
process. Section 3 discusses the two-stage model on a study about the beta-thalassemia-an inherited blood disorder-a toy example to better illustrate the two-stage proposal, and a simulation study. This section also includes a comparison of our approach with the Bayesian lasso and GEMMA software (Zhou, Carbonetto, and Stephens 2013), and an evaluation of the inclusion of a family effect. Conclusions are presented in Section 4.

## 2. The Statistical Model

Let $\boldsymbol{y}=\left(y_{1}, \ldots, y_{n}\right)^{\prime}$ be the vector of values of the response variable representing the amount of disease for a sample of $n$ individuals. A GWAS for $n$ related individuals can be expressed as a linear mixed model that describes $y$ as a function of $p$ SNPs and some measurement on the familiar dependencies among the sampled individuals in the form

$$
\begin{equation*}
\boldsymbol{y}=\mathbf{1} \beta_{0}+\tilde{\boldsymbol{X}} \boldsymbol{\beta}+W+\boldsymbol{\epsilon} \tag{1}
\end{equation*}
$$

where $\tilde{\boldsymbol{X}}$ is the $(n \times p)$ matrix containing the information in the $p$ SNPs for all subjects, $\boldsymbol{\beta}$ is the vector of the unknown regression coefficients associated with the SNPs, $\boldsymbol{W}$ is an $(n \times 1)$ random effect vector which describes the family relations among the individuals in the sample, and $\epsilon$ is a normally distributed vector of measurement error. Information provided by the three possible values for each SNP, $\{a a, a A, A A\}$, is encoded in $\tilde{\boldsymbol{X}}$ as the number of $A$ 's. The dimension of the typical GWAS makes it impossible to estimate this full model. So we proceed in two stages.

### 2.1. First Stage: Dimension Reduction

We will study the association of the disease with each SNP separately taking into account the family relationship of the individuals in the sample. Thus, for the $j$ th SNP, we consider the regression model

$$
\begin{equation*}
y=1 \beta_{0}^{(j)}+\tilde{\boldsymbol{X}}^{(j)} \beta^{(j)}+\boldsymbol{W}^{(j)}+\boldsymbol{\epsilon}^{(j)} \tag{2}
\end{equation*}
$$

where $\tilde{\boldsymbol{X}}^{(j)}$ is now the vector that only includes information about the value of the $j$ th SNP for each individual in the sample (i.e., the $j$ th column of the $\tilde{\boldsymbol{X}}$ matrix in (1)) with unknown regression coefficient parameter $\beta^{(j)}$ and $\boldsymbol{\epsilon}^{(j)} \sim \mathcal{N}\left(\mathbf{0}, \sigma_{j}^{2} \boldsymbol{I}\right)$ is an $(n \times 1)$ vector of random errors. Here vector $\boldsymbol{W}^{(j)}$ is also a random effects vector for modeling the family relations of the individuals in the sample. We chose it as a Gaussian Markov random field with mean 0 and covariance matrix $\sigma_{w j}^{2} K$ which contains a general element variance, $\sigma_{w j}^{2}$, and a matrix $K$ accounting for the kinship coefficient between all the pairs of individuals in the sample.

The kinship coefficient is the simplest measure of the relationship between two relatives. It varies between 0 and $1 / 2$. The kinship coefficient is 0 for unrelated individuals, $1 / 2$ for individuals with themselves, $1 / 4$ between parent and child, $1 / 8$ between aunt/uncle and nephew/niece and grandparents and grandchildren, etc. Figure 1 represents the kinship matrix for individuals in the toy example, in which the family structure is depicted in Figure 3. The kinship matrix defines a neighborhood structure in the population studied that can be naturally incorporated into the model. In fact, with this variance-covariance


Figure 1. Kinship matrix corresponding to individuals in the toy example depicted in Figure 3. In this example, the main pattern is a two block structure, that individuals fall into two kinship groups.
matrix we can assume that the variability of the random effects associated with related individuals is greater than unrelated individuals, hoping to reduce the possible confounding effect on the response and accounting for the dependence between the subjects in the sample.

We elicit a prior distribution for the parameters and hyperparameters of the model to complete the Bayesian model. We assume a prior independence default scenario with marginal objective prior distributions

$$
\begin{align*}
\pi\left(\beta^{(j)}\right) & \propto 1 \\
\pi\left(\sigma_{j}^{2}\right) & \propto \frac{1}{\sigma_{j}^{2}} \\
\pi\left(\sigma_{w j}^{2}\right) & \propto \frac{1}{\sigma_{w j}^{2}}, j=1, \ldots, p \tag{3}
\end{align*}
$$

The improper condition of these prior distributions makes BF not adequate for SNP selection in this case (see sec. 1.5 in Berger and Pericchi 2001). We use INLA (Rue, Martino, and Chopin 2009) -the R-INLA package (www.r-inla.org) -to make inference about the unknown quantities of the model. The $95 \%$ credible intervals for the regression coefficients corresponding to each SNP are used to select the promising SNPs. Only SNPs whose interval does not contain the 0 will be included in the second stage.

### 2.2. Second Stage: Model Selection

We approach model selection considering all possible regression models constructed through all the $2^{p_{s}}$ subsets of the set of $p_{s}$
selected SNPs in the first stage. We define a latent random vector of binary variables $\boldsymbol{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{p_{s}}\right)^{\prime}$, where $\gamma_{j}=1$ indicates that SNP $j, j=1, \ldots, p_{s}$, is present in model $M_{\gamma}$, and $\gamma_{j}=0$ otherwise. For each $\boldsymbol{\gamma}$, we consider $k_{\gamma}=\sum \gamma_{j}$ as the number of SNPs in model $M_{\gamma}$, and $\boldsymbol{X}_{\boldsymbol{\gamma}}$ as the design matrix corresponding to model $M_{\gamma}$, which is more precisely defined as

$$
\begin{equation*}
M_{\gamma}: \boldsymbol{y}=\mathbf{1} \beta_{0}+\boldsymbol{X}_{\gamma} \boldsymbol{\beta}_{\gamma}+\boldsymbol{\epsilon}, \boldsymbol{\gamma} \in\{0,1\}^{p_{s}} \tag{4}
\end{equation*}
$$

with $\boldsymbol{\epsilon} \sim \mathcal{N}\left(\mathbf{0}, \sigma^{2} \boldsymbol{I}\right)$. In addition, we define the null model, $M_{0}$, as $\boldsymbol{y}=\mathbf{1} \beta_{0}+\boldsymbol{\epsilon}$. Parameters $\left(\beta_{0}, \sigma\right)$ are common to all models, while $\boldsymbol{\beta}_{\boldsymbol{\gamma}}$ are model specific.

Under model $M_{0}$ the prior distribution for $\left(\beta_{0}, \sigma\right)^{\prime}$ is $\pi\left(\beta_{0}, \sigma\right)$. We express the prior distribution for $\left(\beta_{0}, \boldsymbol{\beta}_{\boldsymbol{\gamma}}, \sigma\right)^{\prime}$ under model $M_{\gamma}$ as

$$
\pi_{\boldsymbol{\gamma}}\left(\beta_{0}, \boldsymbol{\beta}_{\boldsymbol{\gamma}}, \sigma\right)=\pi_{\boldsymbol{\gamma}}\left(\boldsymbol{\beta}_{\boldsymbol{\gamma}} \mid \beta_{0}, \sigma\right) \pi\left(\beta_{0}, \sigma\right)
$$

We use the "robust prior distribution" proposed in Bayarri et al. (2012) based on the group invariance criterion and predictive matching criterion. It specifies improper priors over the common intercept and standard deviation, $\pi\left(\beta_{0}, \sigma\right)=1 / \sigma$, and robust priors for the conditional prior distribution $\pi_{\boldsymbol{\gamma}}\left(\boldsymbol{\beta}_{\boldsymbol{\gamma}} \mid \beta_{0}, \sigma\right)$ that cannot be improper or vague to obtain appropriate BF (Berger and Pericchi 2001). Especially

$$
\begin{equation*}
\pi_{\boldsymbol{\gamma}}\left(\boldsymbol{\beta}_{\boldsymbol{\gamma}} \mid \beta_{0}, \sigma\right)=\int_{0}^{\infty} \mathcal{N}\left(\boldsymbol{\beta}_{\boldsymbol{\gamma}} \mid 0, g \Sigma_{\boldsymbol{\gamma}}\right) f_{\boldsymbol{\gamma}}(g) d g \tag{5}
\end{equation*}
$$

where $\quad \Sigma_{\boldsymbol{\gamma}}=\operatorname{cov}\left(\hat{\boldsymbol{\beta}}_{\boldsymbol{\gamma}}\right)=\sigma^{2}\left(\boldsymbol{X}_{\boldsymbol{\gamma}}^{t}\left(\boldsymbol{I}-n^{-1} \mathbf{1 1}^{t}\right) \boldsymbol{X}_{\boldsymbol{\gamma}}\right)^{-1} \quad$ is the variance-covariance matrix of the maximum likelihood estimator of $\boldsymbol{\beta}_{\boldsymbol{\gamma}}$, and

$$
f_{\gamma}(g)=\frac{1}{2}\left(\frac{n+1}{k_{\gamma}+1}\right)^{1 / 2}(g+1)^{-3 / 2} 1_{\left\{g>\frac{n+1}{k_{\gamma}+1}-1\right\}}
$$

The posterior probability for each model $M_{\gamma}$, can be expressed as

$$
\begin{equation*}
P\left(M_{\boldsymbol{\gamma}} \mid \mathcal{D}\right)=\frac{B_{\gamma^{0} 0}}{1+\sum_{\gamma^{\prime}} B_{\gamma^{\prime} 0} P_{\gamma^{\prime} 0}} \tag{6}
\end{equation*}
$$

where $\mathcal{D}$ represent the data, $P_{\gamma_{0}}$ is the prior odds $P_{\gamma 0}=P\left(M_{\gamma}\right) / P\left(M_{0}\right)$, and $B_{\gamma 0}$ is the Bayes factor of model $M_{\gamma}$ to $M_{0}$. We adopt the proposal by Scott and Berger (2010),

$$
P_{\gamma 0}=\binom{p_{s}}{k_{y}}^{-1}
$$

for the selection of these prior odds. One of the advantages of the election of the "robust prior" is that it provides closed-form expressions for BFs, which is suitable for the analysis of a large number of models. In particular, the BF of $M_{\gamma}$ to $M_{0}$ is

$$
\begin{equation*}
B_{\gamma 0}=\frac{1}{k_{\gamma}+1}\left(\frac{n+1}{k_{\gamma}+k_{0}}\right)^{-k_{\gamma} / 2} Q_{\gamma_{0}}^{-\left(n-k_{0}\right) / 2} \mathrm{SH}_{\gamma} \tag{7}
\end{equation*}
$$

where $Q_{\gamma_{0}}=\mathrm{SSE}_{\gamma} / \mathrm{SSE}_{0}$ is the ratio of the sum of squared errors of models $M_{\gamma}$ and $M_{0}$, and $S H_{\gamma}$ is the standard hypergeometric function (Gradshteyn and Ryzhi 1965)
$\mathrm{SH}_{\gamma}={ }_{2} F_{1}\left(\frac{k_{\gamma}+1}{2} ; \frac{n-k_{0}}{2} ; \frac{k_{\gamma}+3}{2} ; \frac{\left(1-Q_{\gamma_{0}}^{-1}\right)\left(k_{\gamma}+k_{0}\right)}{n+1}\right)$.

Even after the dimension reduction stage, if the number of possible models when exploring $p_{s}$ SNPs is very large ( $2^{p_{s}}$ ), it will be practically impossible to enumerate all possible models and compute all the relevant BFs. For this reason, we adopt an empirical search strategy for exploring the model space that avoids the problem of computing the posterior probability associated with each of the $2^{p_{s}}$ models (George and McCulloch 1997). This procedure uses the Gibbs sampler to generate a sample from the posterior distribution $\pi(\gamma \mid \mathcal{D})$. In particular, we consider the sampling scheme proposed by García-Donato and Martínez-Beneito (2013), which takes advantage of the expression of the BF in (7) to obtain a sample of models which converges to $P\left(M_{\gamma} \mid \mathcal{D}\right)$. This method has been implemented using the R library BayesVarSel" (Garcia-Donato and Forte 2017). Throughout the article we will refer to it as Bayesian Variable Selection (BVS) method.

The vector $\boldsymbol{\gamma}$ that maximizes $P\left(M_{\gamma} \mid \mathcal{D}\right)$ leads to the highest posterior probability model, that is, the most probable according to data. There are other quantities of interest than can provide not only a complementary vision of the problem but they could also play a major role in the final SNP selection. Such are the cases of the inclusion probabilities and the median probability model. For a given explanatory variable, the inclusion probability is defined as the $\sum P\left(M_{\gamma} \mid \mathcal{D}\right)$ for all the models that contain that covariate. This is a very useful probability when the number of models is large and the posterior probability associated with the different models is very small. The median probability model is the model having covariates with inclusion probability greater than 0.5 (Barbieri and Berger 2004). (See the supplementary material for a comprehensive description of the method's implementation.)

The method proposed here assumes that $p_{s}<n$ after the dimension reduction stage, as it is not defined when the final number of selected SNPs is greater than the number of individuals in the sample. In this case, we recommend using a different prior distribution on the odds for each model that in a certain way prevents the Gibbs sampler from visiting models, $M_{\gamma}$, where $k_{\gamma}>n$. For example, Shin, Bhattacharya, and Johnson (2018) studied the performance of nonlocal priors for variable selection in $p \gg n$ settings by reducing the search space to those models with $k_{\gamma}$ covariates, where $k_{\gamma}<n$.

## 3. Results

### 3.1. Beta-Thalassemia Data

Beta-thalassemia is a genetic disorder caused by a mutation inside the beta-hemoglobin gene (Trecartin et al. 1981). Only homozygous individuals for the mutation manifest the clinical traits of the disease. Carriers are completely healthy but show a reduced mean cell volume (MCV) of red blood cells (Rosatelli et al. 1992), which is the variable usually used to identify them.

Beta-thalassemia is prevalent in Mediterranean countries, the Middle East, Central Asia, India, Southern China, and the Far East as well as countries along the north coast of Africa and in South America. The highest carrier frequency is reported in Cyprus, Sardinia, and Southeast Asia (Galanello and Origa 2010). In Sardinia, beta-thalassemia carriers make up about $15 \%$ of the population and a single mutation accounts for $95 \%$


Figure 2. Dendrogram representing family tree (on the left) and kinship matrix (on the right) of all individuals in the beta-thalassemia dataset. Shading in the kinship matrix indicates the degree of relatedness between two individuals, where the darker the color the stronger the relationship between individuals. The kinship matrix defines a neighborhood structure in the population studied that can be naturally incorporated into the model.
of the beta-thalassemia mutations (Rosatelli et al. 1992; Cao et al. 2008).

The dataset studied here comes from Talana, a town in the province of Ogliastra, Sardinia, Italy. It is an isolated population characterized by a great deal of homogeneity in lifestyle and eating habits as well as a high endogamy and consanguinity. We had data on MCV, in logarithmic scale, of 306 related individuals originating from two common ancestors and from 6097 SNPs (more details on the dataset can be found in Cabras et al. 2011). The kinship matrix and the family tree in the sample are depicted in Figure 2.

We applied our two-stage procedure for GWAS for these data. We selected 129 SNPs in the first stage thus reducing the original dimension of the problem from 6097 to 129 SNPs. To assess the influence of the random effects in the SNP selection, we also estimated the regression model without the kinship data on the individuals in the sample. In this case, the number of selected SNPs was far greater, 271, showing that the inclusion of that kinship information into the model is relevant with regard to the efficiency of the model selection procedure. In the second stage, we used the selected 129 SNPs in the first stage and ran the random search algorithm 100 times, using 10,000 iterations for the Gibbs sampling in each run and starting from a different random initial model.

We also used a Bayesian lasso (BL) approach for model in Equation (4) and GEMMA software approach (Zhou, Carbonetto, and Stephens 2013) for comparison purposes. The parameters for the BL approach were estimated using the Gibbs sampling proposed in Park and Casella (2008) based on 5000 iterations. The penalty parameter was estimated using an empirical Bayes marginal maximum likelihood implemented in each Gibbs step using 500 simulations for each fixed parameter vector. Finally, a given SNP was selected by BL if the subsequent $95 \%$ credible interval did not contain the zero. GEMMA is the software implementing the Genome-wide Efficient Mixed Model Association algorithm (Zhou and Stephens 2012) and specifically, we used the Bayesian sparse linear mixed model that implements a spike and slab prior on regression coefficients

Table 1. Most frequently selected SNPs in the beta-thalassemia dataset, first, third quartile and median of the posterior distribution of the probability of inclusion; the last column is 1 or 0 whether the SNP is selected or not with BL.

| SNP | $N$. times selected | $P_{0.25}^{\text {incl }}$ | $P_{0.5}^{\text {incl }}$ | $P_{0.75}^{\text {incl }}$ | BL |
| :---: | :---: | :---: | :---: | :---: | :---: |
| rs10837540 | 99 | 1.00 | 1.00 | 1.00 | 1 |
| rs11036238 | 98 | 1.00 | 1.00 | 1.00 | 1 |
| rs4945957 | 97 | 1.00 | 1.00 | 1.00 | 1 |
| rs4851857 | 97 | 0.99 | 1.00 | 1.00 | 1 |
| rs10017809 | 94 | 0.98 | 1.00 | 1.00 | 1 |
| rs9405550 | 94 | 0.96 | 0.99 | 1.00 | 1 |
| rs13399239 | 90 | 0.96 | 0.99 | 1.00 | 1 |
| rs544395 | 94 | 0.95 | 0.99 | 1.00 | 1 |
| rs6822640 | 87 | 0.94 | 0.99 | 1.00 | 1 |
| rs2173576 | 91 | 0.94 | 0.98 | 1.00 | 1 |
| rs2055902 | 89 | 0.94 | 0.98 | 1.00 | 1 |
| rs4553529 | 87 | 0.93 | 0.99 | 1.00 | 1 |
| rs11047765 | 86 | 0.93 | 0.98 | 1.00 | 1 |
| rs3112495 | 86 | 0.92 | 0.98 | 1.00 | 1 |
| rs357116 | 87 | 0.92 | 0.98 | 1.00 | 1 |
| rs9641113 | 86 | 0.91 | 0.98 | 1.00 | 1 |
| rs3129877 | 88 | 0.91 | 0.99 | 1.00 | 1 |
| rs1552484 | 90 | 0.90 | 0.97 | 1.00 | 0 |
| rs12613635 | 87 | 0.88 | 0.97 | 1.00 | 0 |
| rs6945778 | 84 | 0.87 | 0.98 | 1.00 | 1 |
| rs17113771 | 84 | 0.87 | 0.98 | 1.00 | 1 |
| rs181623 | 82 | 0.84 | 0.99 | 1.00 | 1 |
| rs194528 | 81 | 0.82 | 0.98 | 1.00 | 1 |
| rs6994583 | 84 | 0.82 | 0.96 | 1.00 | 0 |
| rs6789065 | 83 | 0.81 | 0.96 | 1.00 | 1 |
| rs9356011 | 83 | 0.79 | 0.97 | 1.00 | 1 |
| rs2541389 | 82 | 0.77 | 0.98 | 1.00 | 1 |
| rs4411225 | 79 | 0.76 | 0.95 | 1.00 | 1 |
| rs699539 | 83 | 0.75 | 0.94 | 0.99 | 1 |
| rs470014 | 81 | 0.73 | 0.95 | 1.00 | 1 |
| rs17321742 | 83 | 0.69 | 0.96 | 1.00 | 1 |
| rs1430620 | 78 | 0.68 | 0.95 | 1.00 | 1 |
| rs17770069 | 79 | 0.68 | 0.98 | 1.00 | 1 |
| rs4740004 | 78 | 0.65 | 0.97 | 1.00 | 1 |
| rs6830552 | 77 | 0.64 | 0.95 | 0.99 | 1 |
| rs6989470 | 76 | 0.61 | 0.93 | 0.99 | 0 |
| rs8069352 | 79 | 0.58 | 0.92 | 1.00 | 0 |
| rs2518110 | 76 | 0.56 | 0.96 | 1.00 | 0 |
| rs6056536 | 76 | 0.54 | 0.91 | 0.98 | 0 |
| rs7792551 | 75 | 0.52 | 0.91 | 0.99 | 1 |
| rs1483460 | 75 | 0.52 | 0.90 | 0.99 | 0 |
| rs7091802 | 75 | 0.52 | 0.97 | 1.00 | 1 |
| rs1011969 | 75 | 0.51 | 0.94 | 0.99 | 0 |

NOTE: The highlighted SNPs are known to be related to the disease.
(George and McCulloch 1993; Ishwaran and Rao 2005) which also incorporates the kinship matrix for individual random effects (Zhou, Carbonetto, and Stephens 2013). The default setup and priors specified in Zhou, Carbonetto, and Stephens (2013) were used.

Code was implemented in R (R Core Team 2017) and the following libraries were also required: BayesVarSel (GarciaDonato and Forte 2017), kinship2 (Therneau and Sinnwell 2015), INLA (Rue, Martino, and Chopin 2009), LearnBayes (Albert 2014), MCMCpack (Martin, Quinn, and Park 2011), plyr (Wickham 2011), and statmod (Giner and Smyth 2016).

Table 1 summarizes the results of this second stage through the number of times (from the total of the 100 simulations) that each SNP is selected, the first, median and third quartile of the posterior distribution of the subsequent probability of inclusion described above, and the results of the BL selection. The table shows only those SNPs for which that first quartile is greater than 0.5 . Remarkably, the two SNPs with highest probabilities
are already known to be related to similar diseases: rs10837540 is mentioned in a specific GWAS beta-thalassemia study (Uda et al. 2008), while rs11036238 is located near the HBB gene which is directly related with hemoglobin and beta-thalassemia, and it has also been found to be related to malaria (Jallow et al. 2009). Results of the BL selection in the last column indicates whether the subsequent SNP was selected (value 1) or not (value 0). They indicate that 36 SNPs are related to the MCV variable, 34 of them are in Table 1. There is a great concordance between our results and those obtained from BL selection, mainly in the first 35 SNPs with higher values in the first quartile of the inclusion probabilities where there were only three discrepancies. The first 43 SNPs reported by GEMMA do not match with those reported by our approach or by BL, except for one SNP, rs8069352, which does not appear to be related to thalassemia. This could be due to the small sample available here ( 306 individuals) with respect to the 6097 SNPs analyzed, which again calls for a two-step procedure as proposed here.

### 3.2. A Toy Example

We discuss a toy example to exemplify the modeling features behind the two-stage method proposed and how it performs with respect to GEMMA and BL, focusing on the explanation of relevant scientific questions in easy terms.

Consider a simple genealogy tree with $n=10$ individuals from two different families, as in Figure 3. A quantitative trait, $y$, for each individual was observed, as well as the number of dominant alleles in $p=3$ SNPs. Figure 3 represents the structure of both families, parents, and children (three in both cases). The numerical information associated with each individual includes an identification number, his/her SNP information (a vector of dimension $p=3$ ), and the value of the response variable, $y$. The gender of each individual is represented by a rectangle (male) or a circle (female).

Note that values of $y$ for the family on the left are higher than the ones for the family on the right. The first SNP is strongly associated with the trait: 0 for all relatives in the first family and 2 for all members in the second. A similar situation occurs for the second SNP, always 0 in the second family, and 1 or 2 in the first one. SNP3 does not seem to be clearly related with the trait. In this example, we expect that the probability of association with the trait is higher in the case of SNPs 1 and 2 and lower for SNP3.

Table 2 shows the posterior inclusion probability for each SNP in each stage of our proposal as well as for the GEMMA software with the kinship information and all SNPs, and for the Bayesian lasso regression model with the two SNPs selected in

Table 2. Posterior probability of inclusion for SNP1, SNP2, and SNP3 from the first and second stage of our proposal, GEMMA software, and Bayesian lasso (BL) regression.

| Model | SNP1 | SNP2 | SNP3 |
| :--- | :---: | :---: | :---: |
| First stage | 0.92 | 1.00 | 0.61 |
| GEMMA | 0.83 | 0.81 | 0.47 |
| Second stage | 0.78 | 0.49 |  |
| BL | 0.96 | 0.91 |  |

NOTE: Although all methods are able to select the related SNPs (1 and 2), our proposal provides a discrimination of the degree of that relationship (SNP1 more clearly related than SNP2).


Figure 3. Family trees of the individuals in the toy example. The gender is represented by rectangles (male) and circles (female). The value of the three SNPs, $x$, and of the response variable, $y$, for each individual are indicated below each identification number. The family on the left is clearly affected by the disease whereas the family on the right is not. Only SNP1 and SNP2 are related to the disease.
our first stage. Our proposal, in the first stage, considered three independent regression models for explaining the trait. Each of the models includes the family tree information and the corresponding SNP information. Posterior 95\% credible intervals discarded SNP3 for the second stage. Consequently, only SNP1 and SNP2 were included in the objective Bayes model selection process of the second stage, which considers jointly SNP1 and SNP2. It should be pointed out that, in the first stage, the posterior inclusion probability for SNP2 (1.00) is higher than the one corresponding to SNP1 as a result of the higher relevance of the kinship information in the presence of SNP1 than SNP2. Results from the second stage provided posterior inclusion probabilities 0.78 and 0.49 for SNP1 and SNP2, respectively, as expected. These are very conservative probabilities due to the small sample size which finally avoid large false discovery rates.

Results from GEMMA are similar to the ones obtained with the first stage in the sense that focus is on SNP1 and SPN2-the main relationships with the trait-but do not discriminate between them. Outcomes are not conclusive with regard to SNP3, showing a result close to 0.5 . BL only applies to SNPs in the second stage and yields results in the same direction that ours with higher inclusion probabilities but without a clear distinction between them.

### 3.3. Comparing Approaches With a Simulation Study

We used some of the information from the beta-thalassemia dataset to conduct a simulation study to compare the Bayesian variable selection procedure (BVS) described in the second stage of our proposal with the Bayesian lasso (BL), with and without kinship information, and GEMMA software approaches. The Bayesian model implemented in GEMMA software always includes a kinship matrix (either provided or estimated) and thus a family effect. Therefore, the improvement in including the family effect is only assessed for BVS and BL. The objective of this design was twofold: to assess the effect of the family relationship in the first stage and the performance of our approach
in the second stage with regard to Bayesian lasso regression and the GEMMA software.

Simulated data consisted of 100 replications of a regression dataset with a design matrix, a vector of regression coefficients, and a vector of 306 values of the response variable. In each replica, $r$, the design matrix $\boldsymbol{X}^{(r)}$ was defined from $p=1000$ SNPs randomly selected from the original set of 6097 SNPs, the vector of regression coefficients $\boldsymbol{\beta}^{(r)}$ are all zero except for 10 SNPs randomly selected from the 1000 above whose coefficient values were randomly assigned from the set $\{-5,-2,2,5\}$, and the vector of response variable values generated from a normal distribution with vector of means $\boldsymbol{X}^{(r)} \boldsymbol{\beta}^{(r)}$ and variancecovariance matrix equal to the identity matrix.

The results of those analyses are presented in Table 3 through the sample mean and standard error of the empirical false discovery rate (FDR) and the false nonrejection rate (FNR) in 100 replications.

The modeling procedure which includes the family relationship among individuals in the sample has a shrinkage effect, improving the performance of the first stage. There are no differences among the methods with respect to the FNR, surely due to the large dimension of $p$. This is not the case for the FDR between BL and BVS: with and without familiar effects, differences in mean are lower for the BVS procedure. GEMMA

Table 3. Mean and standard error (in parenthesis) of the false discovery rate (FDR) and of the false nonrejection rate (FNR) produced by our proposal which includes the results of the two-stage procedure (first stage and second stage BVS in the table) with and without family information in the first stage, GEMMA software with family information, and Bayesian lasso (BL) regression which only uses the selected SNPs from the first stage, with and without family information.

| Model | FDR | FNR |
| :--- | :---: | :---: |
| Family effect |  |  |
| First stage | $0.016\left(8 \times 10^{-4}\right)$ | $0.002\left(1 \times 10^{-4}\right)$ |
| GEMMA | $0.001\left(1 \times 10^{-3}\right)$ | $0.024\left(5 \times 10^{-3}\right)$ |
| Second stage BVS | $0.001\left(2 \times 10^{-4}\right)$ | $0.002\left(1 \times 10^{-4}\right)$ |
| BL | $0.003\left(2 \times 10^{-4}\right)$ | $0.002\left(1 \times 10^{-4}\right)$ |
| No family effect |  |  |
| First stage | $0.058\left(20 \times 10^{-4}\right)$ | $0.003\left(1 \times 10^{-4}\right)$ |
| Second stage BVS | $0.007\left(2 \times 10^{-4}\right)$ | $0.003\left(1 \times 10^{-4}\right)$ |
| BL | $0.009\left(5 \times 10^{-4}\right)$ | $0.003\left(1 \times 10^{-4}\right)$ |

provides similar values of FDR and FNR, albeit with a larger variability, which may justify the differences obtained in the beta-thalassemia dataset.

## 4. Conclusions

We propose a two-stage approach for GWAS in which the family relationships between individuals are known. In the first stage, this information is included as a random effect in the regression model defining the relation between the response and each SNP. The promising SNPs selected in this stage are only considered in the second stage, which compares all possible models with the null model via BF to select the best model. As the space of all possible models is too large, a random search strategy is used for estimating the inclusion probabilities for each SNP.

The inclusion of the family relationship in the data by a random effect modeled with a Gaussian Markov random field has a shrinkage effect, as it is shown in the results of a simulation study. The lower FDR indicates that it facilitates a greater dimension reduction and a finer SNP selection. Additionally, in light of the results shown, our approach seems to be more effective in model selection than the Bayesian lasso.

We only use kinship information in the first stage but it could also be incorporated into the second one (as in Yazdani and Dunson 2015). It surely depends on the particular study analyzed: our benchmark study dealt with human populations and despite the fact that the family information was relevant it was not very strong thus producing identifiability problems. This is not the case in the article by Yazdani and Dunson (2015) within the framework of animal breeding, with a strong pedigree structure. Additionally, although the relatively moderate number of SNPs is shown in the example, the model proposed is valid for higher dimension problems.

A line of future work, for this kind of data, would be to use the familiar effect coupled with sparse priors as spike and slab (Ročková and George 2015) and/or nonlocal priors (Shin, Bhattacharya, and Johnson 2018) to approach the $p \gg n$ problem in a one-step analysis.

## Supplementary Material

Appendix: Details on the implementation to enable readers to apply the article's proposed method to their own data. (supplem.pdf)
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