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Although asymmetric yielding in bone is widely shown in experimental studies, previous case-specific non-linear finite
element (FE) studies have mainly adopted material behaviour using the Von Mises yield criterion (VMYC), assuming equal
bone strength in tension and compression. In this study, it was verified that asymmetric yielding in FE models can be
captured using the Drucker–Prager yield criterion (DPYC), and can provide better results than simulations using the
VMYC. A sensitivity analysis on parameters defining the DPYC (i.e. the degree of yield asymmetry and the yield stress
settings) was performed, focusing on the effect on bone failure. In this study, the implementation of a larger degree of yield
asymmetry improved the prediction of the fracture location; variations in the yield stress mainly affected the predicted
failure force. We conclude that the implementation of asymmetric yielding in case-specific FE models improves the
prediction of femoral bone strength.

Keywords: bone strength; prediction; finite element modelling; yield asymmetry; metastatic bone disease

Introduction

The pathological fracture risk is one of the most impeding

complications for patients suffering from metastatic bone

disease in weight-bearing long bones (Van der Linden et al.

2003). The metastatic lesion weakens the bone locally, and

has often a dominant effect on the risk of fracture. Lesions

with an expected low-fracture risk are treated conservatively

with radiotherapy for pain (Hoskin 2003), or, if widespread

disease is present, with systemic chemotherapy (Harvey

1997), hormonal therapy (Harvey 1997) and/or bispho-

sphonates (Body 2003; Hoskin 2003), whereas high-risk

lesions are treated surgically in order to stabilise the bone

surrounding the lesion. In the case of femoral metastases, the

surgical procedures can have a significant impact on the

quality of life of cancer patients, since they are associated

with high morbidity and mortality rates and an intensive

period of rehabilitation. Therefore, surgeons are critical in

their judgement towards the risk of fracture and the health of

the patient before they choose to operate on the patient. In the

event that it is decided not to operate on a patient with a high-

risk lesion, a pathological fracture may occur spontaneously

which dramatically reduces the quality of life of the patient.

Thus, the reliable prediction of the femoral fracture risk is

important for the treatment of cancer patients with bone

metastases. The currently available clinical methods to

determine the femoral fracture risk have shown to be unable

to clearly discern the two risk categories. These methods are

mainly based on lesion characteristics derived from

conventional X-rays, and poorly estimate the fracture risk

of low risk lesions. In addition, they greatly over-predict

the number of high-risk lesions, resulting in large numbers

of surgical overtreatment (Mirels 1989; Hipp et al. 1995;

Body 2003; Van der Linden et al. 2004). Therefore, there is

an urgent need for a better predictor of the femoral fracture

risk in cancer patients suffering from bone metastases.

Case-specific non-linear finite element (FE) models

have shown to be promising in the prediction of the

individual fracture risk both in intact and in affected

femora (Keyak 2001; Keyak, Kaneko, Rossi, et al. 2005;

Keyak, Kaneko, Tehranzadeh, et al. 2005; Keyak et al.

2007; Bessho et al. 2007; Lenaerts and van Lenthe 2009;

Orwoll et al. 2009; Tanck et al. 2009). In contrast to the

currently available clinical methods, these models account

for the individual bone strength and allow for the

application of specific loading patterns, which has

considerably improved the accuracy of the femoral

fracture risk prediction as compared with predictions by

clinical experts (Tanck et al. 2009).

Previous non-linear FE models adopted post-yield

material behaviour, using the Von Mises yield criterion

(VMYC; Keyak 2001; Keyak, Kaneko, Tehranzadeh, et al.

2005; Tanck et al. 2009). This yield criterion assumes that

the ultimate bone strength under tension equals the

ultimate strength under compression. However, it is
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commonly known from the studies on bone material that

compressive yield strength (sy;c) is higher than the tensile

yield strength (sy;t; Keaveny et al. 1994; Kopperdahl and

Keaveny 1998; Morgan and Keaveny 2001; Kaneko et al.

2003; Bayraktar, Morgan, et al. 2004). Asymmetric

yielding can be captured by using the pressure-dependent

Drucker–Prager yield criterion (DPYC), which was

already utilised in bone specimens on the micro-scale

level (Mullins et al. 2009).

To our knowledge, asymmetric yielding using the

DPYC has been applied in a few macro-scale femur FE

studies before (Bessho et al. 2007, 2009), in which the

parameters defining the DPYC were based on limited

experimental data. For example, an ultimate yield stress

ratio of 80% was implemented, as found in one study on

trabecular bone (Keaveny et al. 1994) and another on

cortical bone (Kaneko et al. 2003). However, the literature

shows variable data in terms of the degree of yield

asymmetry. Ratios of tensile to compressive yield stress

range from 54% (Kaneko et al. 2003) to 91% (Kopperdahl

and Keaveny 1998). Hence, implementing yield asym-

metry to predict the fracture risk of metastatic bones

requires a sensitivity analysis of the FE predictions to

these variable degrees of asymmetrical failure.

Therefore, the aim of the study presented in this paper

was twofold. First, it was verified that asymmetric yielding

in bone could be captured by the DPYC and can provide

better results than the commonly used VMYC. Second, a

sensitivity analysis was performed, in which we focused

on variations in the parameters defining asymmetric

yielding, based on the ranges reported in the literature, and

the subsequent effect on bone failure, in terms of failure

force and failure location. On the basis of these results, we

defined the best parameter settings for using the DPYC in

the prediction of the femoral bone strength by case-

specific non-linear FE models.

Methods

Mechanical experiments

Two pairs and two single fresh-frozen cadaveric human

femora (age 63–81; 2 women, 2 men; institutional

approval obtained) were cleaned from soft tissue. The two

single femora were kept intact. In the paired femora, one

was kept intact, whereas in the other femur artificial

metastatic lesions were created by drilling holes through

the cortex of the femora. The location and size of these

lesions were discussed with experienced physicians in

order to resemble clinical appearance of bone metastases

in cancer patients. In one bone, we created a 40-mm lesion

in the medial shaft of the femur, whereas in the other femur

we drilled two 30-mm holes in the anterior shaft, located at

the level of the lesser trochanter, and in the distal shaft of

the femur, respectively.

All femora were mechanically loaded to failure. For a

detailed description of the setup of the mechanical

experiments, the reader is referred to Tanck et al. (2009).

All femora were embedded in polymethylmethacrylate

(PMMA) bone cement for adequate fixation in the

experimental setup. The FE models were exactly aligned

with the experimental setup, in order to identically apply

the load in the two setups. For that purpose, a Roentgen

stereophotogrammetric analysis (RSA) was performed.

All femora were equipped with 24 tantalum RSA pellets.

Subsequently, imaging data were collected. First, quanti-

tative CT (QCT) images were acquired (ACQSim, Philips,

Eindhoven, The Netherlands). The following settings were

used: 120 kVp, 220 mAs, slice thickness 3 mm, pitch 1.5,

spiral and standard reconstruction, in-plane resolution

0.9375. As the ultimate goal of this study is to enable true

case-specific bone strength predictions in patients suffer-

ing from bone metastases, we used a rather coarse

resolution for the QCT-scans, common to current clinical

practice in radiotherapeutic departments. The specimens

were scanned in a water basin, which was positioned atop a

solid calibration phantom containing tubes with 0, 50, 100,

and 200 mg/calcium hydroxyapatite (Image Analysis,

Columbia, KY, USA). Hounsfield units (HUs) found in

the tubes of the calibration phantom were related to their

known calcium equivalent values (rQCT). On the basis of

these relations, grey values in the CT scans were converted

to calcium equivalent densities. Second, for the purpose of

RSA analysis, a stereo X-ray was taken from the femora

while positioned in their experimental setup (Figure 1(A)).

Movement of the femora was restricted to rotation around

the dorsoventral axis by using a distal-bearing ball and a

sliding hinge. A single-limb stance-type loading pattern

was applied by means of a hydraulic MTS machine, using

a plastic cup (Ø 30 mm, polyoxymethylene, Delrinw). The

femora were loaded from 0 N until failure, with a load rate

of 10 N/s. During the experiments, failure forces and

displacements were recorded.

FE model

The QCT images served as a basis for the geometrical and

mechanical properties of the FE model. By segmenting the

CT images (Mimics 11.0, Materialise, Leuven, Belgium)

we retrieved the 3D surface geometry of the model, which

in turn was converted into a solid mesh (Patran 2005 r2,

MSC Software Corporation, Santa Ana, CA, USA) using

four-noded tetrahedral elements (mean edge length

,2 mm). Using the phantom’s calibration data, HUs in

the CT scan were automatically converted to rQCT values

using the Dicom Toolkit software package, developed in-

house. Subsequently, these element-specific rQCT values

were converted into ash densities (rash) and bone material

properties, respectively (Keyak, Kaneko, Tehranzadeh,

L.C. Derikx et al.184
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et al. 2005). Next, a non-linear isotropic post-yield

material behaviour was adopted, according to Keyak,

Kaneko, Tehranzadeh, et al. (2005).

The orientation of the model was based on the RSA

analysis. The RSA pellet positions in the FE model,

retrieved from the CT scans, were projected onto the

positions of the RSA pellets in the X-rays. The resulting

transformation matrix was applied to the FE model. In this

way, the FE model was oriented exactly in the experimental

position. The distal PMMA fixation and the distal ball

bearing in the experiments were simulated by means of two

bundles of high stiffness springs, only allowing rotation

around the dorsoventral axis. Application of the single-

limb stance-type loading pattern mimicked the experimen-

tal setup; a displacement-driven load (0.1 mm per

increment) was applied via a cup (Ø 30 mm) on the head

of the femur (Figure 1(B)). Post-yield material behaviour

was not implemented in the surface elements underneath

this cup in order to prevent distortion artefacts as a result of

the load application. FE simulations were performed using

MSC software (MSC.MARC2007 r1, MSC Software

Corporation, Santa Ana, CA, USA). The total reaction

force in the loading direction was calculated; the maximum

value of this force defined failure of the FE model.

Displacements were calculated in a reference node on the

femoral head, underneath the centre of the loading cup.

The fracture location and fracture surface in the FE models

were determined by elements that had undergone plasticity,

i.e. elements that had passed the softening phase in the

post-yield material behaviour.

Sensitivity analysis on the parameters defining the DPYC

In previous FE studies that were related to the prediction

of the femoral bone strength, the VMYC was applied

(Keyak 2001; Keyak, Kaneko, Tehranzadeh, et al. 2005;

Tanck et al. 2009), assuming equal bone strength under

tension and compression (Figure 2, left section). In this

study, we first implemented the post-yield material

behaviour using the VMYC and used these predictions

as a reference. Second, we adopted asymmetric yield

behaviour using the DPYC (Figure 2, right sections) and

performed a sensitivity analysis on the parameters defining

the DPYC. In Figure 2 (middle section), a 2D graphical

representation of the DP yield envelope is presented.

The horizontal axis represents the hydrostatic pressure

Figure 1. The methodological setup in this study. (A) In the
mechanical experiments, the femora were placed in a hydraulic
MTS machine and loaded until failure. Movement of the femur
was restricted to rotation around the dorsoventral axis by means
of a distal bearing ball and a sliding hinge. (B) The FE model
exactly mimicked the boundary conditions of the experimental
setup.

0
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Figure 2. Schematic overview of post-yield material behaviour. Left Panel: The VMYC, using post-yield material behaviour according
to Keyak, Kaneko, Tehranzadeh et al. (2005). This criterion assumes equal bone strength under tension and compression. Middle Panel: A
2D representation of the Drucker–Prager yield envelope. The intersection points of the yield envelope and the dashed line indicate the
yield points in uni-axial tension (upper right) and uni-axial compression (lower left). The yield points in this figure correspond to the yield
points in the right panel. Right Panel: The DPYC, which accounts for yield asymmetry, i.e. the absolute value of the tensile yield stress is
smaller than that of the compressive yield stress.
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axis, for which it holds:

p ¼
1

3
ðs1 þ s2 þ s3Þ; ð1Þ

where p is the pressure and s1, s2 and s3 are the stresses in

principal direction. Under uni-axial stress in the s1

direction at yielding, this formula reduces to

p ¼
1

3
syield: ð2Þ

The vertical axis represents the shear stress axis, for

which the following applies:

tmax ¼
1

2
syield; ð3Þ

where tmax is the maximum shear stress. By combining the

relationships as defined in Equations (2) and (3), we can

derive the following relationship between p and t:

p ¼
2

3
t: ð4Þ

This relationship is depicted by the dashed line in

Figure 2 (middle panel). The two points of intersection of

the DP yield surface with the dashed line correspond to the

yield points in compressive and tensile direction in the 1D

stress–strain curve (Figure 2, right panel), when the

specimen is loaded in one of the principal directions. Thus,

the shape of the DP yield surface directly relates to the

degree of asymmetry and is defined by the friction angle w

and the cohesion factor c (Figure 2, middle section):

sin ðwÞ ¼
3a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 2 3a2Þ

p ; ð5Þ

c ¼
s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð1 2 12a2Þ

p ; ð6Þ

where s is the tensile yield stress and a is the degree of

asymmetry in tensile and compressive yield strength:

a ¼ sy;c 2 sy;t

� �
=½ sy;c þ sy;t

� �
£

ffiffiffi
3

p
�; ð7Þ

where sy;c is the compressive yield stress and sy;t is the

tensile yield stress. From these equations and Figure 2,

it should be clear that the position of the cone along the

hydrostatic pressure axis depends on both a and the yield

stress (s), whereas the width of the cone is only

determined by a. A larger difference in tensile and

compressive bone strength results in a larger value of a,

which in turn leads to an increase in c and w, and thus in a

wider yield envelope.

In this study, the sensitivity analysis on a was based on

results from experiments and experimentally calibrated

FE modelling as reported in the literature (Table 1).

The specimens used in these studies were rather diverse in

terms of the species and the anatomic site they originated

from. In order to diminish an eventual effect of these

inconsistencies, we used data from experiments with

human trabecular bone only. From these data, a minimum,

an average and a maximum value of a were calculated,

i.e. a ¼ 0.027, 0.082 and 0.135. The stress–strain curves

for the three different values of a are given in Figure 3

(bottom section). Note that for these cases the choice was

made to keep the compressive yield stress equal in all the

three graphs.

Previously, the VMYC was used to describe the

post-yield material behaviour of bone (Keyak, Kaneko,

Tehranzadeh, et al. 2005). On the basis of the compressive

yield stress found in experiments, the VM yield stress

(VMsy) was calculated per element using

sy ¼ 102 £ r1:8
ash: ð8Þ

We based the sensitivity analysis on yield stress on

these fitted VM results. For the implementation of this

post-yield material behaviour with the DPYC, we first let

the MARC-FE package calculate the yield stresses in

tension and compression with its default settings, resulting

in a more negative compressive yield stress (DP sy;c) and a

less positive tensile yield stress (DP sy;t) as compared with

the VM simulations and experimental results. This case

was defined as DEFAULT (Figure 3, upper section). Next,

the DP sy;c was equated to the VM sy; resulting in a less

positive DP sy;t as compared with the VM sy. This case

was defined as the compression-equated case (COMP_EQ;

Figure 3). Although the VM sy was validated against

compressive experiments, the calculated yield stress was

applied in both tension and compression, because the

VMYC assumes symmetric yielding. Hence, in the second

Table 1. Literature overview of yield asymmetries.

Bayraktar Morgan
et al. (2004)

Keaveny
et al. (1994)

Kopperdahl and
Keaveny (1998)

Morgan and
Keaveny (2001)

Kaneko
et al. (2003)

Type of bone Trabecular Trabecular Trabecular Trabecular Cortical
Origin of specimens Human Bovine Human Human Human
Anatomic site Femur Tibia Vertebrae Femur Femur
Tensile yield stress (MPa) 82.80 15.60 1.75 10.93 83.90
Compressive yield stress (MPa) 133.60 21.30 1.92 17.45 153.00
Degree of asymmetry (a) 0.135 0.089 0.027 0.133 0.168

L.C. Derikx et al.186
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variation, DP sy;t was fitted to VM sy; resulting in a more

negative DP sy;c as compared with the VM simulations.

We defined these conditions as the tension-equated case

(TENS_EQ; Figure 3).

Data analyses

The effects of implementing variable yield asymmetries

on bone failure were evaluated in terms of fracture

location and failure forces. The fracture locations

predicted by the FE model at the moment of failure were

qualitatively compared with the fracture locations in the

experiments.

The accuracy of the FE strength predictions was

evaluated by determining the correlation and the linear

regression equations between the actual experimental bone

strength and the bone strength predicted by the FE model.

More specifically, using SPSS (SPSS 16.02, SPSS Inc.,

Chicago, IL, USA), the coefficient of determination (R 2),

the regression coefficient and intercept were calculated.

In addition, we compared the mean, minimum and

maximum relative differences between the experimental

failure force and the failure forces predicted by the FE

models for every parameter setting. The FE model

adopting the VMYC served as a reference. The results of

the sensitivity analysis of the two DP parameters were

compared to this VM simulation in a descriptive manner.

Results

Fracture location

In the four bones without artificial metastases, the

prediction of the fracture location improved by the

implementation of the DPYC. For example, in Figure 4,

the fracture location in one of the experiments, the VM

simulation and the DP simulation (with a maximal a and

the yield stress equated in compression, COMP_EQ) are

shown. For two of the intact bones, a considerable

improvement in the prediction of the fracture line was

seen, whereas in the remaining two bones a more subtle

effect of the use of yield asymmetry was found. In the

experiments, intertrochanteric and transcortical fractures

were seen. This pattern was reasonably reproduced when

the DPYC was used but was not reproduced in the VM

simulations. More specifically, the VM simulations mainly

predicted subcapital fractures, whereas the implemen-

tation of the DPYC resulted in a fracture that was located

more towards the greater and lesser trochanter. It was

0

0

Minimal degree
of yield asymmetry

αmin = 0.027

0

0

Average degree
of yield asymmetry

αav = 0.082

0

σ

σ

α

σ σ

0ε ε ε

0

0

0

0

0

σ σ σ

0ε ε ε

Maximal degree
of yield asymmetry

αmax = 0.135

DEFAULT

σy,DP = σy

COMP_EQ

σy,DP = σy*(1 – √3 α)

TENS_EQ

σy,DP = σy*(1 + √3 α)

Sensitivity
analysis

Figure 3. Overview of the different parameter settings in the sensitivity analysis on post-yield material behaviour, implemented using
the DPYC. For the variations in fitting the yield stress (upper panels), the DP yield stress was not equated to the VM yield stress
(DEFAULT), equated to the VM yield stress in compression (COMP_EQ), or in tension (TENS_EQ). For the variations in the degree of
yield asymmetry (lower panels), the minimal and maximal values of a were based on yield asymmetry data reported in the literature
(Kopperdahl and Keaveny 1998; Bayraktar, Morgan et al. 2004), and the average value was calculated as the mean of these two values.
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found that a larger degree of yield asymmetry, i.e. higher

values of a, better predicted the fracture line. Variations in

the yield stress did not have an effect on the location of the

fracture line.

In the bones with artificial metastases, the VM

simulations correctly predicted the fracture locations

through the lesions. The same fracture location was found

when using the DP yield criterion.

Failure force

The implementation of the DPYC improved the prediction

of the ultimate bone strength. Due to the small number of

specimens in this study, no significant differences were

found between the different parameter settings in this study.

However, we found a number of interesting trends in this

study. The predictions by the FE models using the VMYC

were already fairly good (R 2 ¼ 0.91, slope ¼ 0.92,

intercept ¼ 2629), but the correlations between the actual

and predicted failure forces in the DPYC simulations were

higher (R 2 values ranged from 0.91 to 0.94; Figure 5(A)).

The variations in the yield stress had a large effect on the

predicted failure force. The DEFAULT simulations best

approached the actual failure forces with high correlations

(0.91 , R 2 , 0.94) and slopes that were close to 1

(0.93 , slope , 1.01; Figure 5). Equating the DP com-

pressive yield stress to the VM yield stress (COMP_EQ)

resulted in high correlations as well (R 2 ¼ 0.94 in all the

three setting ofa) and slopes ranging between 0.77 and 0.86

(Figure 5). In the same vein, fitting the DP tensile yield

stress to the VM yield stress (TENS_EQ) showed R 2 in

between 0.91 and 0.94, whereas the slopes ranged between

0.95 and 1.25 (Figure 5). The intercepts of the regression

equations ranged from 2459 to 2116, but were never

significantly different from zero.

The mean, minimum and maximum absolute differ-

ences (in %) between the predicted and experimental

failure forces are depicted in Figure 6. The simulations

with a DEFAULT yield stress condition showed the lowest

absolute differences compared with the experiments.

From these results, and the finding that a larger degree of

yield asymmetry improves the prediction of fracture

locations, the best settings to implement asymmetric

yielding in the FE prediction of the femoral bone strength

were defined as a maximal degree of asymmetry and a

default yield stress (i.e. no fit to the VM yield stresses

under either compression or tension).

Furthermore, the combined variations in botha and yield

stress had a synergetic effect on the failure forces. For

example, the effect of variations in the yield stresses was

larger when implemented with a larger degree of asymmetry

(Figure 7).

In addition, we found that the effect of the sensitivity

analysis was dependent on the ultimate strength of the bone

(Figure 8). In the weakest bone, the range of predicted failure

forces was 1000 N, whereas in the strongest bone this range

increased to almost 5000 N, which in both cases approxi-

mated 50% of the failure force.

Discussion

The aim of this study was to verify that asymmetric

yielding in bone can be captured by the DPYC and

can provide better results than the commonly used VMYC.

In addition, we performed a sensitivity analysis on the

parameters defining asymmetric yielding. We studied the

subsequent effect on bone failure, in terms of failure force

and failure location, and defined the best possible settings

for using the DPYC in the prediction of the femoral bone

strength by case-specific non-linear FE models.

Although the highest correlations between predicted

and actual failure forces were found when using the

DPYC, all FE models in this study were able to adequately

predict the femoral bone strength. FE predictions of the

failure force were related to the experimental failure force

with coefficients of determination ranging between 0.91

and 0.94. These results are in line with previously reported

work (R 2 values ranging between 0.83 (Keyak, Kaneko,

Tehranzadeh, et al. 2005) and 0.96 (Bessho et al. 2009)).

The variation in the degree of yield asymmetry mainly

affected the fracture location, whereas variations in yield

Experiment FE Von Mises FE Drucker-Prager

Figure 4. Location of fracture in the experiment, FE simulation using the VMYC and FE simulation using the DPYC. The fracture
location was better predicted in the DP simulation than in the VM simulation.

L.C. Derikx et al.188
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stress had a marked effect on the failure force. In the

femora without metastatic lesions, fracture locations were

better predicted by models using a large yield asymmetry.

These results may be explained as follows. In studies

based on the experiments with human bone, it was shown

that compressive bone strength is higher than the tensile

strength (Keaveny et al. 1994; Kopperdahl and Keaveny

1998; Morgan and Keaveny 2001; Kaneko et al. 2003;

Bayraktar, Morgan, et al. 2004); thus, the use of a

symmetric yield criterion such as the VMYC would

consequently either overestimate the tensile bone strength

or underestimate the compressive bone strength. In either

case, the failure prediction by an FE model using the

VMYC will be biased towards failure under compression.

Under single-limb stance-type loading, as utilised in this

study, the proximal–lateral femoral neck is assumed to be

mainly loaded in tension, whereas the distal–medial part is

mainly loaded in compression. Using a symmetric yield

criterion would, therefore, lead to fractures that initiate in

the distal–medial parts of the femoral neck, as predicted
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Figure 5. The accuracy of the FE strength predictions. (A) We compared the bone strength predicted by the FE model with the actual
experimental bone strength in terms of the correlation, and (B) the slopes (with 95% confidence intervals) of the linear regression
equations.
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in the VM simulations. The use of an asymmetric yield

criterion can account for this bias towards failure under

compression. Indeed, when using the DPYC, the FE model

predicted more failure in elements that were loaded under

tension, and the resulting fracture locations were more in

line with the experimental fracture locations. In the femora

with artificial lesions, we found virtually no differences in

fracture location predicted in VM simulations and DP

simulations. The artificial lesions were located in the

medial and anterior femoral shaft. Under single-limb

stance-type loading, these areas are loaded primarily under

compression, so that the effect of implementing yield

asymmetry is reduced. In addition, by drilling holes that

mimicked artificial metastases, the femoral cortex was

interrupted. As a result, the large forces directed along the

shaft of the femur had to be redirected through much

weaker, trabecular bone. Consequently, extensive failure

in the elements surrounding the artificial lesion was found.

This effect might have overruled the more subtle effect of

the implemented yield asymmetry. In order to verify this

hypothesis, more femora with artificial lesions in other

locations (e.g. the lateral shaft or the femoral neck) should

be tested.

The variations in the yield stress had a large effect on

the failure forces predicted by the FE models. On the basis

of the current set of specimens, the best possible failure

force prediction was obtained when using a yield stress not

fitted to the VM yield stresses in tension nor in

compression (DEFAULT), in combination with the largest

degree of yield asymmetry.

The combined variations in the degree of yield

asymmetry and yield stress had a synergetic effect on the

failure force. On the element level, the variations in yield

stress gradually led to an increase in the cohesion factor, in

which COMP_EQ , DEFAULT , TENS_EQ. Further-

more, a larger degree of yield asymmetry (a larger value of

a) increases both the friction angle (w) and the cohesion

factor (c) on the element level. A larger friction angle and

cohesion factor result in a wider yield envelope and thus in

a larger effect of the hydrostatic pressure on the yield

stress. Thus, the increase in predicted bone strength as a

result of variations in the degree of asymmetry and yield

stress depends on the 3D stress distribution, which implies

that the effect on the global bone strength is sometimes

difficult to comprehend.

In addition, on the global level, the effect of variable

DP parameters was dependent on the ultimate bone

strength. Variations in a and yield stress affect the ratio

between the tensile and compressive yield strengths.

Therefore, absolute difference between tensile and

compressive yield strength is larger in FE models with

stronger elements. Again, this effect on the bone strength

is dependent on the 3D stress distribution, such that the

effect on the global strength is not so straightforward.

The results in this study are in line with those in previous

studies investigating the implementation of asymmetric

yielding on the micro-level. Mullins et al. (2009) showed

that micro-level FE models implementing the DPYC

better predicted bone failure parameters retrieved by

nanoindentation than FE models using the VMYC.

Furthermore, Keaveny and co-workers developed validated
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Figure 6. The mean (black circles), minimum (green triangles) and maximum (red triangles) absolute differences (in %) between the
experimental failure force and the failure forces predicted by the FE models for every parameter setting.
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micromechanical FE models using an asymmetric yield

criterion (Niebur et al. 2000; Bayraktar, Morgan, et al. 2004)

or a multiaxial yield surface (Bayraktar, Gupta, et al. 2004),

with which they were better able to capture experimentally

measured yield behaviour of both human and bovine bone. In

contrast, Keyak and Rossi (2000) performed a sensitivity

analysis on global femoral FE models using various yield

criteria. Their results showed that the implementation of

complex yield behaviour (e.g. asymmetric yielding)

worsened the prediction as compared with the use of

symmetric, simpler yield criteria. However, they did not

consider the implementation of the DPYC, which, as this

study shows, has the capacity to improve the predictions

relative to experimental measurements.

A few limitations of this study should be considered.

First, it should be noted that we only used four intact femora

and two femora with metastatic lesions, which is from a

statistical point of view a small population. With this number

of specimens, there is a lack of statistical power to qualify the

one parameter setting above and beyond another one, i.e. no

statistically significant differences were found between the

various parameter settings. However, as a result of the three

variations in a, three variations in the yield stress and one

VM simulation, we ran 60 non-linear simulations in total. In

order to confine calculation time, we used a limited number

of specimens. In future work, the best possible parameters

found in this study will be applied to, and validated in, a

larger population. Furthermore, we congregated the failure

data of intact and metastatic femora. Since the failure process

of these two groups is fairly different, this might affect the

homogeneity of the sample and, therefore, the interpretation

of the results. However, in a previous study of our group

(Tanck et al. 2009), we found that the accuracy of the

predictions by the FE model further increased when
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Figure 7. Force–displacement curves for combinations of variations in the yield asymmetry and the yield stress, which had a synergetic
effect on the predicted failure forces.
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predicted by models using the DPYC as well as the predictions by
the models using the VMYC are depicted. In the weakest bone,
the range of predicted failure forces was 1000 N, whereas in the
strongest bone this range increased to almost 5000 N, which in
both cases approximated 50% of the failure force.
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separately considering the results in the two groups.

Obviously, analyses on a large number of intact and

metastatic femora are needed to confirm these results.

Second, in the intact femora, the predicted fracture

locations did not perfectly overlay on the fracture locations as

found in the experiments. The FE models predicted the

fracture locations more towards the subcapital region, whereas

the experimental fractures were located more in between the

greater and lesser trochanter. This may be due to the fact that

mechanical anisotropy was not implemented in this model. It

has been shown that a significant part of the variation in bone

strength is explained by the variable trabecular orientation of

the bone (Lenaerts and van Lenthe 2009). According to

Wolff’s law, trabeculae in the femoral head and neck orient

towards the physiological loading direction. More specifi-

cally, two different trabecular patterns can be distinguished,

(i.e. a compressive band and a tensile band), which traverse in

the centre of the femoral head (Kyle et al. 1995). The

trabeculae in these bands are stronger when loaded in the

preferential direction. Thus, by implementing anisotropy,

elements in the subcapital region become more resistant to

single-limb stance-type loading, being a daily physiological

loading condition. Consequently, elements located more

towards the greater trochanter might fail earlier, and the

fracture location might be further improved. However, it is

very difficult to retrieve local anisotropy parameters in vivo

(Lenaerts and van Lenthe 2009), but taking into account these

trabecular bands maybe a first step towards implementation of

anisotropy in the FE models.

Finally, we used a single-limb stance-type loading pattern,

allowing us to exactly mimic the experiments. However, with

this loading type, we could not cover complex loading

conditions in daily activities. Although FE models incorpor-

ating this simple loading configuration have shown to be

successful, more sophisticated loading patterns might further

improve the accuracy of the FE predictions. Therefore, future

work will focus on the application of muscle forces and hip

joint contact forces determined by musculoskeletal models in

order to apply such complex loading configurations to the FE

model.

In conclusion, in this study we further developed our

subject-specific non-linear FE model. By implementing a

large degree of yield asymmetry using the DPYC, we

showed an improvement in the prediction of bone strength as

well as in the prediction of the fracture location.
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