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The recent completion of the deletion of all of the nonessential
genes in budding yeast has provided a powerful new way of
determining those genes that affect the sensitivity of this organism
to cytotoxic agents. We have used this system to test the hypoth-
esis that genes whose transcription is increased after DNA damage
are important for the survival to that damage. We used a pool of
4,627 diploid strains each with homozygous deletion of a nones-
sential gene to identify those genes that are important for the
survival of yeast to four DNA-damaging agents: ionizing radiation,
UV radiation, and exposure to cisplatin or to hydrogen peroxide. In
addition we measured the transcriptional response of the wild-
type parental strain to the same DNA-damaging agents. We found
no relationship between the genes necessary for survival to the
DNA-damaging agents and those genes whose transcription is
increased after exposure. These data show that few, if any, of the
genes involved in repairing the DNA lesions produced in this study,
including double-strand breaks, pyrimidine dimers, single-strand
breaks, base damage, and DNA cross-links, are induced in response
to toxic doses of the agents that produce these lesions. This finding
suggests that the enzymes necessary for the repair of these lesions
are at sufficient levels within the cell. The data also suggest that
the nature of the lesions produced by DNA-damaging agents
cannot easily be deduced from gene expression profiling.

The development of DNA microarray methods for genome-
wide analysis of gene expression provides a powerful way to

determine the overall functional state of the cell. The technology
is used in two general ways. In the first application an expression
profile is obtained in unperturbed cells and tissues to obtain
information on their biology, for example, to develop a ‘‘mo-
lecular taxonomy’’ of tumors to produce subclassifications of
tumor types that cannot be obtained with traditional methods.
This classification can lead to improved predications of patient
outcome (1–4) and possibly predict sensitivity to anticancer
agents (5). A comparison of gene expression profiles between
primary tumors and metastases has also identified genes that
may be involved in the etiology of metastasis (6, 7), and a
comparison between normal and malignant tissues can identify
possible diagnostic markers of cancer as well as potential ther-
apeutic targets (8, 9).

The second general way in which gene expression profiling has
been used is to examine changes in the transcriptional profile
after a treatment or change in environmental conditions (10–
15). Many of these transcriptional responses provide insight into
the underlying biology; for example, to identify cell-cycle-
regulated genes and genes regulated by the diauxic shift in
Saccharomyces cerevisiae (10, 16), the genes that respond to
serum in human fibroblasts (13), or in identifying the functions
of unknown genes and specific targets of drug action in yeast
(14). In studies of this kind it is often assumed that genes induced
by a given stress or cytotoxic treatment are those needed for
adaptation or protection of the cell against that treatment. If this
assumption is correct, expression profiling after a damaging
agent would be a powerful method for identifying the genes

conferring resistance to that agent, and hence provide informa-
tion on its mechanism. Recent publications have, in fact, sug-
gested that several of the genes induced by DNA-damaging
agents are involved in the repair of DNA damage and hence in
the protection of the cell against such treatments (17–19).
However, the assumption that genes whose expression increases
in response to a particular cytotoxic agent are those that protect
against the damage caused by the agent has not been formally
tested. Here we use a pool of strains of budding yeast, S.
cerevisiae, with deletion of all nonessential genes to directly test
this hypothesis.

Deletion of the genes has been accomplished by an interna-
tional consortium, the Saccharomyces Genome Deletion Project,
that has replaced all of the �6,200 known open reading frames
(ORFs) of yeast by using a PCR-mediated gene deletion strategy
(20). In addition to a selectable marker, two molecular bar codes
or ‘‘‘tags,’’ unique 20-base oligonucleotide sequences, are in the
replacement cassette. These tags, after PCR amplification, can
be detected by hybridization to the corresponding complemen-
tary sequence in a high-density oligonucleotide array, thus
enabling the relative abundances of each tag, and hence the
abundances of each deletion strain, to be determined (20). We
have recently shown that this system can detect essentially all of
the known nonessential genes involved in UV resistance as well
as identifying some novel genes that when deleted cause sensi-
tivity to UV damage (21).

In the present study we have compared the transcriptional
response of budding yeast to four DNA-damaging agents with
the sensitivity profiles to the same agents given under the same
conditions. We define the sensitivity profiles as the repertoire of
genes that when deleted cause sensitivity to that agent. Thus, by
comparing the gene expression profile with that of the sensitivity
profile for each of the cytotoxic agents, we can directly test the
hypothesis that there is a relationship between changes in
expression of individual genes and the impact of loss of that
specific gene on the sensitivity of the cell to the particular agent.
Our results demonstrate that there is little if any relationship
between genes induced after DNA damage and the genes
necessary for survival to the particular DNA-damaging agent.
This finding suggests that the genes that protect against DNA-
damaging agent cannot be inferred from the transcriptional
response of cells to these agents.

Materials and Methods
Yeast Strains. Genotypes of the parental yeast strain BY4743 and
construction of the homozygous diploid deletion strains have
been described previously (20). All of these completed strains
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can be obtained from Research Genetics (Huntsville, AL) or
EUROSCARF (Frankfurt, Germany). In the present study, we
used a pool of 4,627 strains representing homozygous deletion of
the nonessential genes. For the transcriptional response to
DNA-damaging agents we used the parental diploid strain
BY4743 grown under conditions identical to those for the strains
in the pool.

Treatment with DNA-Damaging Agents. We performed clonogenic
survival experiments with the parental strain, BY4743, to de-
termine the exposure conditions for each agent to produce
20–50% cell killing. The exposure conditions for gene expression
profiling with the parental strain and for sensitivity testing with
the deletion pool were identical. In each case aliquots were
grown in YPD (yeast extract�peptone�dextrose) medium at
30°C, and shaken at 300 rpm to mid-exponential phase (OD600
� 0.5–1.0). For the UV treatment, cells were pelleted, resus-
pended in ice-cold PBS, and dispersed in 150-mm Petri dishes to
a depth of no more than 1 mm. Cells were immediately irradiated
with 200 J�m2 UVC in a UV light box (Stratagene, Stratalinker,
La Jolla, CA; 254 nm). Cells were then pelleted and resuspended
in YPD and reincubated as above. For the ionizing radiation
(IR) treatment, cells were irradiated with 200 Gy in YPD at room
temperature by using a 137Cs source (Mark 1 Model 3 from J.L.
Shepherd, San Fernando, CA; 33 Gy�min) and immediately
returned to the orbital shaker at 30°C and 300 rpm. For the
cisplatin (Sigma) and hydrogen peroxide (Sigma) treatments,
cells were treated at 1 mM for 1 hr at 30°C, samples were taken
immediately, and the remaining cells were pelleted, washed in
cold PBS, resuspended in cold YPD, and reincubated as above.
After 1 hr, samples were taken and the remaining cells were
washed and resuspended in fresh YPD. For all of the gene
expression experiments three cultures were mock treated in
parallel with the treated cultures. The cells were collected at the
end of the treatment period and pelleted at 8,000 � g for 3 min,
and the pellets were snap frozen at �80°C.

For the experiments with the deletion pool the treated and
control cultures were pelleted immediately after exposure and
inoculated into prewarmed YPD medium at OD600 � 0.05 (106

cells per ml). Before reaching OD600 � 1.0, the cultures were
diluted 1:20 into fresh YPD medium to maintain exponential
growth. Cultures were harvested and genomic DNA was ex-
tracted 18 hr after treatment.

PCR Amplification, Microarray Hybridization, and Data Acquisition
with Deletion Pool. PCR amplification, microarray hybridization,
and data acquisition were as described (21). Briefly, after
isolation of genomic DNA from the treated and untreated pools,
the isolated DNA was used as template in two PCRs that amplify
the two tags from each strain in the pool by using biotinylated
PCR primers complementary to common regions in the trans-
placement cassette. For both the treated and untreated pool, we
combined the PCR products with oligonucleotides complemen-
tary to nontag regions of the PCR product, heat denatured the
mixtures, and hybridized them to purpose-built oligonucleotide
microarrays (DNA TAG3, Affymetrix, Santa Clara, CA) for 16
hr at 42°C. After staining with streptavidin-phycoerythrin (Mo-
lecular Probes), arrays were scanned at an emission wavelength
of 560 nm by using an Affymetrix GeneChip Scanner (21). The
hybridization intensities for each of the array elements were
determined by using the Affymetrix GeneChip software.

Analysis of Deletion Pool Data. For the analysis of strain prevalence
in the pool, each strain was represented by four values of signal
intensity (sense and antisense array elements for each of the two
tags). These four values were averaged to give a single value for
each strain present in the pool. To assess the degree of sensitivity
to each of the DNA-damaging agents a ratio of treated�

untreated signal for each strain was calculated. Those strains
with lower signals in the treated compared with the untreated
pool had a low ratio (sensitive strains), whereas those with
similar signals from treated and untreated had ratios close to 1
(unaffected strains). These ratios were then ordered to produce
a ranking, with the most sensitive strain having the lowest ratio.
The final sensitivity ranking for each of the DNA-damaging
agents was obtained by ordering the average ratio for the three
replicate experiments for each agent.

Gene Expression Profiling. An overnight culture of the parental
strain, BY4743, was diluted to OD600 � 0.05 into fresh YPD at
30°C and 300 rpm in an orbital shaker for 5 hr before exposure
to the DNA-damaging treatments. For the UV and IR treat-
ments, samples were collected and cells were harvested at 30, 60,
and 120 min after treatment. For all of the 1-hr exposure to the
drugs, samples were taken at the end of the exposure, and further
samples were taken 30 and 60 min later. Poly(A)� RNA was
isolated (Pharmacia Biotech) and converted into double-strand
cDNA (Invitrogen), and complementary RNA biotinylated
probes were prepared by in vitro transcription (Enzo Biochem)
according to the Affymetrix Gene Expression Technical Manual.
Probes were hybridized to whole yeast genome microarrays
(YG-S98, Affymetrix), washed, and stained with the GeneChip
Fluidics Station and scanned with the Affymetrix GeneChip
Scanner according to manufacturer’s instructions. To minimize
the problems of variations in the perfect match (PM) and
mismatch (MM) signals for each of the 16 probes used for each
gene on the Affymetrix array we used a recently developed
statistical analysis (22) and associated ‘‘d-chip’’ software (http:��
www.biostat.harvard.edu�complab�dchip�). Only genes that
were called present by the Affymetrix Microarray Suite Software
and having at least a 2-fold greater gene expression ratio at the
90% confidence level were considered significant.

Results
Identification of the Deletion Strains Sensitive to the DNA-Damaging
Agents. We first performed pilot experiments with the diploid
wild-type strain BY4743 to determine the dose giving between
50% and 80% cell survival in the wild-type strain. The agents
used (and doses) were UV radiation (200 J�m2), IR (200 Gy),
hydrogen peroxide (1 mM for 1 hr), and cisplatin (1 mM for 1
hr). We divided the pool of 4,627 deletion strains into two and
treated one with one of the above agents with the other serving
as the mock-treated control. We performed each experiment in
triplicate and for each experiment determined the ratio of
hybridization signal in the treated to that in the untreated
sample. The strains were then ranked in ascending order of the
mean value of this ratio (treated�untreated) to obtain a ranking
of the strains in order of decreasing relative loss in the treated
sample. We have shown previously for UV irradiation that this
gives a semiquantitative ranking of relative sensitivities for cell
killing, with the most sensitive strains having the lowest ratios
(21). As previously reported (21), we found that the three
replicate experiments gave very similar rankings for each of the
agents, thus providing a high degree of confidence in the average
ranking.

For the purpose of the comparison with gene expression
profiling we chose to analyze the 100 genes whose deletion
produced the greatest sensitivity to each DNA-damaging agent.
We chose 100 because this would be expected to include
essentially all of the hypersensitive and moderately sensitive
strains with a minimum number of false positives. For example,
with UV irradiation the top 100 ranked strains identified 29 of
a possible 32 strains previously reported to be UV sensitive in
addition to several deletion strains not previously known to be
UV sensitive (21). However, most of the highly sensitive strains
were in the top 50 (i.e., ranking 1 to 50). For example, with UV
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irradiation 22 known repair genes were in the top 50 with 2 in
the second 50. For IR 11 strains with deletions in DNA repair
genes were ranked in the top 50 strains with 2 in the second 50.

Although the mechanism of cell killing by each of the agents
used is different, damage to DNA is a common feature. Con-
sistent with this is the fact there was considerable overlap
between deletion strains that were sensitive to each agent. For
example, there was approximately 50% overlap of strains in the
top 100 for sensitivity for IR, UV, and cisplatin, with somewhat
less overlap between these three agents and hydrogen peroxide
(�35%). The number of strains with overlapping and unique
sensitivities to each agent is shown in Table 1. Table 2 shows the
20 strains that were in the top 100 for all four of the DNA-
damaging agents. The genes deleted in these strains are involved
in postreplication repair (RAD5, HPR5, RAD18), homologous
recombination (RAD59, MUS81, SAE2, MMS4, RAD57, RAD54,
RAD55), nucleotide excision repair (RAD1), DNA-damage
checkpoints (RAD9, MEC3, RAD17), and miscellaneous
(RPL20A, YBR099C, THR1, NPL6, YLR426W, YIM1). Of those
in the miscellaneous category, YBR099C is unlikely to encode a
protein involved in DNA-damage repair, as the ORF overlaps
that of MMS4 on the opposite strand, so its deletion would also
disrupt the Mms4 protein. The absence of some genes in this list
(such as RAD6 in postreplication repair and RAD52 in homol-

ogous recombination) can be explained by the low abundance of
the relevant deletion strains in the control cultures (21).

Analysis of Gene Induction After Exposure to the DNA-Damaging
Agents. We used the identical doses and treatment conditions as
used with the deletion pool to define the transcriptional response
of wild-type cells to the same DNA-damaging agents. For UV
and IR the exposure time was short (0.5 and 6 min, respectively)
and we took samples at 30 min, 1 hr, 2 hr, and 4 hr after the
exposure. The other two conditions involved drug exposures for
1 hr and we took samples for mRNA analysis immediately, 30
min, 1 hr, and 2 hr after the end of the 1-hr exposure period. For
all of the conditions we obtained three replicate control samples,
collected immediately after the end of the mock exposure to each
of the DNA-damaging agents.

To address the question of whether the genes affecting
sensitivity to the DNA-damaging agents are up-regulated in
response to DNA damage we calculated the fold induction for
each gene at each of the time points after treatment. Fig. 1 shows
a plot of the fold induction for each of the 100 genes whose
deletion produced the greatest sensitivity to the DNA-damaging
agents examined. The ranking is from 1 to 100 with the lowest-
ranked strains having the greatest sensitivity in the competitive
hybridization assay. For clarity we have averaged the fold
induction in the wild-type strain over the first three time points
after exposure to the agents. This period encompassed the
largest changes in gene expression produced by the agents. A
visual examination of Fig. 1 suggests that there is no generalized
increase in expression over the averaged time period of those
genes whose products conferred resistance to the DNA-
damaging agents. To ensure that we were not losing real changes
in gene expression at single time points, we also fitted the best
fitting trend of gene expression for the genes 1 to 100 for each
of the four time points after exposure to each agent. There was
no trend in gene expression as a function of sensitivity ranking
for any of the time points (data not shown). Table 3 shows the
log2 of the mean value of the ratio of gene expression in the
treated to control samples for all 100 genes for each of the time
points after exposure. In no case is there a significant increase

Table 1. Overlap of deletion strains in the top 100 in sensitivity
to the DNA-damaging agents

Agent IR UV Cisplatin H2O2 Unique All

IR 100 48 45 35 32 20
UV 48 100 47 36 26 20
Cisplatin 46 48 100 35 30 20
H2O2 35 36 35 100 48 20

The number of deletion strains in common in the top 100 most sensitive for
each of four DNA-damaging agents. The identities of the 20 genes in the
deletion strains that are common in the top 100 for each of the four agents
(column headed ‘‘All’’) are shown in Table 2.

Table 2. Genes producing sensitivity to all the DNA-damaging agents

Gene Protein function

Sensitivity ranking

IR UV Cis H2O2

RAD5 DNA helicase involved in postreplication repair 1 6 7 10
RAD9 Involved in cell cycle checkpoints after DNA damage 3 15 31 31
MEC3 DNA damage checkpoint; in complex with Rad17p and Ddc1p 4 17 84 40
RAD59 RAD52 epistasis group; involved in dsb repair 5 13 15 27
MUS81 DNA repair; interacts with Rad54p 6 8 13 30
SAE2 Initiation of meiotic recombination and DNA repair 7 19 8 11
RAD57 RAD52 epistasis group; involved in dsb repair; forms dimer with Rad55p 8 18 28 12
YBR099C Hypothetical ORF on opposite strand to MMS4 10 12 16 18
MMS4 Repairs alkylating agent damage 11 10 9 8
THR1 Homoserine kinase; involved in threonine biosynthesis 14 14 33 37
RPL20A Ribosomal protein L20A (L18A) 15 35 39 6
NPL6 Nuclear protein targeting 18 63 96 33
RAD55 RAD52 epistasis group; interacts with Rad51p and Rad57p 20 26 30 19
RAD54 RAD52 epistasis group; interacts with Rad51p and Mus81p 22 20 54 14
RAD17 DNA damage checkpoint required for G2 arrest 29 37 95 50
YLR426W Member of short chain alcohol dehydrogenase�ribitol dehydrogenase family 30 87 62 100
YIM1 Mitochondrial inner membrane protease 37 95 79 86
RAD18 Postreplication repair; partner of Rad6p 39 21 35 9
HPR5 DNA helicase involved in DNA repair 42 22 21 4
RAD1 DNA endonuclease involved in nucleotide excision repair 81 5 3 58

The identities of the 20 genes whose homozygous deletion produces sensitivity to all four of the DNA-damaging agents are shown along with the sensitivity
rankings to each of the agents. Cis, cisplatin; Rad17p, for example, indicates the protein encoded by RAD17; dsb, double-strand break.
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in gene expression over this group of 100 genes. Thus, although
expression level of some of the genes is increased, the increase
is balanced by a decrease in expression in an equivalent number
of genes. This analysis shows that there is no generalized increase
in expression of genes that are involved in the resistance of S.
cerevisiae to these DNA-damaging agents.

With the above analysis, however, it might be possible to miss
an increase in expression of a small number of genes by averaging
expression levels over the 100 genes. We therefore examined all
genes induced by a factor of 2 or more by each of the DNA-
damaging agents at each time point after exposure and deter-
mined how many of the these genes conferred resistance to the
DNA-damaging agents. Any increase over what would be ex-
pected by chance from the total number of induced genes would
suggest that at least some of the genes necessary for survival were
transcriptionally activated by DNA damage. As can be seen from
Table 4, there is no suggestion that this is the case: At no time

point after treatment are the numbers of ‘‘resistance’’ genes
more represented in the list of induced genes compared with that
expected by chance.

Discussion
In the present study we asked the question of whether the genes
important for survival of S. cerevisiae to DNA-damaging agents
are the ones whose transcription is increased after exposure to
these agents. The recent completion by the Saccharomyces
Deletion Project of the systematic deletion of each ORF in
budding yeast has enabled this question to be addressed in a
comprehensive manner. For all nonessential genes a systematic
comparison can be made of sensitivity and gene expression by
using the same strains under identical conditions of exposure.
We chose four different agents that damage DNA in different
ways and that require different enzymes to repair the damage.
For IR the principal toxic lesion is the DNA double-strand break,
for UV it is a pyrimidine dimer, for hydrogen peroxide it is DNA
single-strand breaks and base damage, and for cisplatin it is
interstrand and�or intrastrand DNA cross-links (23).

Our data show no evidence of a relationship between the
genes whose expression is increased after these different DNA-
damaging agents and the genes involved in protecting against
cytotoxicity to the same agents. We demonstrate this in two ways.
First, we found no overall increase in expression levels in the top
25, 50, or 100 genes whose deletion produces sensitivity to the
agents used. Second, we found that although the expression
levels of some genes involved in resistance to the DNA-damaging
agents (such as RAD51 and RAD54) were increased after DNA
damage, the number of such genes was no more than was

Fig. 1. The relationship between gene expression and sensitivity to the four DNA-damaging agents. In each panel the 100 most sensitive strains with
homozygous deletion of different genes are ranked from 1 to 100 from most to least sensitive strains. For each gene in these 100 most sensitive deletion strains
the ratio of gene expression compared with controls is averaged for the first three time points after exposure of the wild-type strain to the DNA-damaging agent.
The y axis is plotted as log2 of gene expression ratio, which gives equal distance to a doubling and halving of the gene expression in the treated compared with
control samples. Each gene is shown � 1 standard error of the expression ratio based upon the three different time points for that gene.

Table 3. Mean gene expression ratios (log2) for the 100 most
sensitive strains

Time after
exposure, hr IR UV Cisplatin H2O2

0 — — 0.05 (0.06) 0.08 (0.12)
0.5 0.09 (0.16) 0.03 (0.10) �0.07 (0.09) 0.02 (0.11)
1 �0.02 (0.19) �0.11 (0.10) �0.13 (0.13) 0.04 (0.09)
2 0.09 (0.9) 0.04 (0.10) �0.08 (0.09) �0.17 (0.08)
4 0.01 (0.13) �0.11 (0.10) — —

The 95% confidence interval is given in parentheses.
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expected by chance, given the large number of genes with
increased expression levels.

Although this conclusion is contrary to the widespread view
that at least some of the genes induced after DNA damage are
involved in protecting the cell against the damage, ours is not the
first evidence against this assumption. For example, Jelinski et al.
(12), who studied the response of S. cerevisiae to four alkylating
agents, tert-butyl hydroperoxide, and IR, found a remarkably
different transcriptional response among these DNA-damaging
agents, with only 21 genes (12 induced and 9 repressed, of which
none were DNA-repair genes) responding to all of the agents.
Similarly, Gasch et al. (24) found few changes in the transcription
of genes involved in DNA-damage repair in S. cerevisiae exposed
to methyl methanesulfonate (MMS) or IR, although they did
identify one cluster of 9 of approximately 500 induced genes that
they considered a specific signature of DNA damage. These
included two genes involved in homologous recombination
(RAD51 and RAD54) as well as the ribonucleotide reductase
subunit genes RNR2 and RNR4. We also found in the present
study that all 9 of these genes were induced by more than factor
of 2 by all four of the DNA-damaging agents.

Two reasons have been proposed for the small proportion of
genes known to be involved in protecting against DNA damage
that are induced by DNA-damaging agents. The first is that
so-called DNA-damaging agents also damage many other cel-
lular macromolecules, which in turn could induce expression of
protein chaperone and proteasome genes (as has been observed
for MMS treatment (12, 15). The other (and somewhat over-
lapping) explanation is that cytotoxic treatments produce a
general stress response that is independent of DNA damage (15).
Either of these explanations would be consistent with the small
proportion of genes specifically required for protection against
DNA damage in the general response to the agents. However,
although DNA-damaging agents undoubtedly cause consider-
able damage to other cellular macromolecules and elicit a
generalized stress response, the possibility that they also induce
the expression of genes required to protect the cells from the
insult is not supported by our data, as we were able to examine
the expression of all nonessential genes that were important for
the survival to the different DNA-damaging agents used. The
fact that we found no increased gene expression (relative to the
population as a whole) in the small subset of the 100 genes most
important for survival after exposure to each agent strongly
suggests that there are few, if any, genes necessary for surviving
DNA damage that are induced at least by an acute exposure to
these agents.

Despite these conclusions, the finding that DNA-damaging
agents induce the expression of genes involved in DNA repair
(18, 19, 24) must be considered. However, as so many transcripts

are changed after environmental stress or DNA damage, there
is high probability that genes involved in DNA damage would be
part of this response without necessarily contributing to cellular
protection. For example, with some 150 genes having a catego-
rized cellular role of ‘‘DNA repair’’ (https:��www.incyte.com�
proteome�YPDsearch-long.html), an average of 5 ‘‘DNA re-
pair’’ genes would be expected by chance to be in every 200
induced genes. However, direct evidence that genes involved in
DNA repair can be induced by DNA damage without contrib-
uting to the response to the damage is provided by earlier work
showing that when the promoter regions of RAD2 and RAD54
responsible for increased gene expression were deleted so that
no induction occurred after UV or IR exposure, respectively,
there was no change in the sensitivity of the mutated strains to
UV or to IR (25, 26). Other evidence that wild-type levels of at
least some repair proteins are sufficient to provide full resistance
to DNA damage is provided by the lack of effect of overexpres-
sion of RAD52 mRNA on sensitivity of yeast to MMS (27). The
apparently nonspecific nature of the DNA-damage response has
also been reported for cell cycle-regulated genes, with the
induction of most cell cycle genes in cells arrested in S phase after
MMS treatment similar to that in cells arrested in G2�M after IR
exposure (24).

The present data imply that despite the extensive changes in
gene expression in response to the different DNA-damaging
agents, few if any of these changes were necessary to protect
the viability of the cell against these agents. This implication
suggests that endogenous levels of the various proteins in-
volved in protecting against DNA damage are at sufficient
levels to provide full resistance to the lesions produced by the
agents used. This is perhaps not surprising. With the exception
of UV irradiation, it is unlikely that the richness of the highly
conserved DNA-repair pathways in prokaryotes and eu-
karyotes evolved to cope with the precise lesions produced by
the DNA-damaging agents used in the present study. However,
in recent years the crucial involvement of recombination to
repair broken DNA during its replication as well as to maintain
genomic stability has become apparent (28). Thus, in addition
to their widely recognized role in the proper segregation and
shuff ling of genetic material during meiosis, the enzymes of
recombination are now seen to play a vital role in repairing
damage similar to that introduced by IR that occurs normally
during DNA synthesis as a result of stalled replication forks or
other processes that break DNA (29–31). As the generation of
reactive oxygen species, including hydrogen peroxide, is also a
universal feature of aerobic metabolism (32), it is also rea-
sonable that the enzymes necessary for the repair of oxidative
DNA damage are at sufficient levels to protect the cell. Thus,
the requirement for the integrity of DNA, its need to break and

Table 4. Total number of genes induced greater than 2-fold by the DNA-damaging agents and total number of the 100 most
effective ‘‘resistance’’ genes that are induced at each time period after exposure

Time after
exposure, min

IR UV Cisplatin H2O2

No.
�2�

No. in
top 100

�2�

Expected
by chance

No.
�2�

No. in
top 100

�2�

Expected
by chance

No.
�2�

No. in
top 100

�2�

Expected
by chance

No.
�2�

No. in
top 100

�2�

Expected
by chance

0 — — — — — — 53 0 0.85 423 3 6.80
30 689 12 11.07 320 5 5.14 181 1 2.91 281 5 4.51
60 432 8 6.94 183 1 2.94 325 2 5.22 141 3 2.27
120 156 2 2.51 351 5 5.64 149 0 2.39 94 0 1.51
240 467 7 7.50 247 2 3.94 — — — — — —

The number of genes induced by more than 2-fold by each of the DNA-damaging agents at each time point after treatment is shown both for the total number
of genes and for the number of genes within the top 100 whose deletion causes the greatest sensitivity. The columns headed ‘‘Expected by chance’’ show the
number of genes induced by more than 2-fold in the top 100 sensitive strains that would be expected by chance if there were no relationship between the genes
induced and those whose deletion produces sensitivity to the agents. It is calculated as 100 � N�6224, where N � number of genes induced at that time period.
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rejoin during normal cellular processes, and its vulnerability to
damage during normal replication, oxidative metabolism, and
environmental insults all contribute to the need for sufficient
levels of endogenous DNA-repair enzymes. This is probably
the reason that most, if not all, of the enzymes protecting
against DNA damage do not need to be induced after damage
by exogenous agents.

Not addressed by the present study is the question of
whether expression profiling can provide information on the
mechanism of action of agents (e.g., drugs) that have non-
DNA targets. One such approach is to compare the gene
expression profile after treatment with a large number of
expression profiles of single-gene mutants, and deduce the
target from the similarity of the expression profile with that of
a known gene deletion (14, 33). Another relevant question is
whether any of the genes whose expression was changed by the
DNA-damaging agents are involved in repairing DNA damage
other than that leading to cell death (for example damage
leading to mutations or genomic instability). However, a
search of the genes involved in mismatch repair and genes

whose mutations lead to chromosomal instability (34) failed to
support this possibility—these genes were not induced after
the exposures given in the present study.

In summary, the present data show that few, if any, of the
genes involved in repairing the various potentially lethal DNA
lesions produced in this study, including double-strand breaks,
pyrimidine dimers, single-strand breaks, base damage, and DNA
crosslinks, are induced in response to exposure to the agents that
produce these lesions. Although some genes involved in repair-
ing these lesions are induced by DNA damage, their number is
no more than can be accounted for by chance, assuming that
gene induction is nonspecific. This finding raises serious ques-
tions about any conclusions deduced from gene expression
profiling as to the nature of DNA lesions in cells or to the genes
involved in their repair.
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