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Charge carrier trapping is an important phenomenon in nanocrys-
tal (NC) decay dynamics because it reduces photoluminescence (PL)
quantum efficiencies and obscures efforts to understand the in-
teraction of NC excitons with their surroundings. Particularly cru-
cial to our understanding of excitation dynamics in, e.g., multiNC
assemblies, would be a way of differentiating between processes
involving trap states and those that do not. Direct optical mea-
surement of NC trap state processes is not usually possible because
they have negligible transition dipole moments; however, they are
known to indirectly affect exciton photoluminescence. Here, we
develop a framework, based on Marcus electron transfer theory, to
determine NC trap state dynamics from time-resolved NC exciton
PL measurements. Our results demonstrate the sensitivity of PL to
interfacial dynamics, indicating that the technique can be used as
an indirect but effective probe of trap distribution changes. We
anticipate that this study represents a step toward understanding
how excitons in nanocrystals interact with their surroundings: a
quality that must be optimized for their efficient application in
photovoltaics, photodetectors, or chemical sensors.

quantum dot � states � electron transfer �
time-correlated single-photon counting � fluorescence intermittency

Colloidal semiconductor nanocrystals (NCs) are potentially use-
ful in a variety of photoactive applications because of their

widely tunable electronic band gaps and their ease of processability.
Different from well-studied molecular fluorophores, the excited
electronic states of NCs with diameters in the range 1 to 10 nm are
examples of nanoscale excitons (1). To be used in solar photovol-
taics, for example, photo-generated NC excitons must be able to
dissociate and transfer charge carriers to their surroundings in a
controlled fashion; however, this process is impeded in NCs by the
considerable influence of surface-localized states that trap carriers
(2). Perturbations due to traps are important because of the
significant surface-to-volume ratios characteristic of small colloids
(3, 4). Certain surface sites act as charge acceptors that dissociate
excitons and therefore reduce the photoluminescence (PL) quan-
tum yield. Changes in solvent or surface-bound coordinating li-
gands have been found to affect these surface traps and thereby
influence steady-state (5–9) and time-resolved (10–12) NC PL. The
ability of surface traps to act as charge acceptors makes them
excellent model systems for elucidating exciton dissociation pro-
cesses occurring on the NC surface. Properties intrinsic to NC
excitons have been examined in detail (13–17) but comparatively
little is understood about the interplay among intrinsic excitons and
surface states. Here, we report investigations of CdSe/CdS/ZnS
core/shell/shell NC ensemble PL and establish a quantitative model
of interfacial trapping and its effect on NC PL dynamics.

Colloidal CdSe NCs are coated with passivating ligands that
sustain their dispersion in solution and minimize the number of
surface atoms with reduced coordination number. Magnetic reso-
nance studies (18–23) have probed the nature of NC-ligand-binding
interactions and it is typically found (24, 25) that surface coverage

is incomplete. Unbound surface atoms constitute a distribution of
localized sites that carry slight positive or negative charge after local
distortions minimize surface free energy (26). These sites are
capable of trapping electrons or holes at the surface. Ab initio
calculations (27) and positron annihilation spectroscopy on CdSe
NCs (24) suggest that Se atoms relax outward irrespective of
passivation, indicating, as previously suggested (25, 28–30), that
hole traps constitute the majority surface trap site. The precise
number of trap sites around a NC is likely to be both inhomoge-
neous and sample dependent; although consideration of the num-
ber of atoms near the surface in a wurtzite NC puts an approximate
upper limit on that number (25). Some trap sites are also likely to
exist between epitaxial layers in core–shell structures. Therefore,
we have a satisfactory atomic-scale picture of the origins of surface
traps, but what is presently lacking is a model that explains their role
in NC photophysics.

NC trap states are typically dark, which means that their presence
can only be inferred indirectly from PL signals. Nonetheless, there
are 2 major advantages of using PL to examine trap states: (i) the
well documented (5–12) sensitivity of NC PL to interface and
environmental changes and (ii) the ability of time-resolved PL
measurements to resolve processes that occur over a large dynamic
range of timescales. Several groups (11, 31–37) have studied the
influence of trap states on PL transients in CdSe NCs, and
stochastic models have been used in some of these studies to extract
radiative decay rates or trapping rates. Although such models
successfully reproduce exciton-only dynamics, they have been un-
able to capture satisfactorily the influence of interface states. By
elucidating such details we will be able to complete the picture of
NC PL dynamics in terms of exciton and trap state populations.

Photoluminescence is perhaps the dominant technique for NC
characterization, yet the processes that shape these PL dynamics are
complex. Therefore, time-resolved NC PL is typically multiexpo-
nential and often endures for tens or hundreds of times longer than
the �20-ns lifetime of the optically active exciton states from which
PL arises (10–12, 38). Although a ‘‘dark’’ exciton state with a PL
lifetime of �1 �s (39) is situated �20 meV below the bright exciton
in wurtzite CdSe NCs, Boltzmann statistics ensure that this state
cannot account for the long PL decay tails at room temperature.
Instead, it is considered that PL decays indicate participation in the
relaxation process of surface-related trap states. It is reasonable to
imagine that these trap states would be members of a distribution
in the ensemble, and are nonluminescent states whose population
lifetimes span nanosecond to millisecond timescales.
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Results and Discussion
We selected 5 CdSe/CdS/ZnS NC samples with core diameters
varying from 2.1 nm to 4.2 nm. Their absorption and steady-state
PL spectra, plotted in Fig. 1A, show well resolved exciton absorption
bands and narrow PL peaks with no trap emission. Well passivated
core/shell NCs were investigated rather than, say, core-only sam-
ples, because they have fewer surface traps accessible to the exciton,
and therefore provide clearer model systems. Time-resolved PL
decays were measured at 12 temperatures from 77 K to 300 K and
multiexponential decay functions were extracted by using a fitting
procedure discussed in Materials and Methods. Typical PL transients
are presented in Fig. 1B. The PL decays are multiexponential, which
indicates the existence of a distribution of nonradiative transition
frequencies. Notably, the tail of the decay stretches �2 �s beyond
the initial excitation pulse. Multiexponential decay functions were
extracted from these decays at each temperature, and average PL
lifetimes, �avg, were calculated in the usual way (40). They are
plotted versus temperature in Fig. 1C. The �avg parameter provides
a way to monitor the general trends in the evolution of PL dynamics
with temperature. Our data reveal a strong dependence of the
dynamics on both temperature and NC diameter. Significantly, the
data exhibit shared characteristics from one NC size to the next that
suggest generalities in exciton–trap state interactions.

Two lifetime regimes are identified in Fig. 1C. The first (blue)
regime dominates the low-temperature dynamics of the smaller
NCs. It is consistent with previously observed (41) low-temperature
CdSe PL measurements and is caused by the splitting of dark and
bright exciton fine structure states in wurtzite NCs. Population in
the lowest exciton state, which is dark, decreases with rising
temperature and PL rates concomitantly quicken as the Boltzmann
population of bright states increases. Because the bright–dark
splitting is greatest in small NCs, this effect is largest in the 2 samples

labeled I and II. The bright–dark splitting masks the observation of
low-temperature trapping processes, so for our purposes it was
unnecessary to measure PL decays �77 K.

The second regime, highlighted in red in Fig. 1C, arises as effects
due to carrier trapping begin to dominate over purely excitonic
processes. An initial rise of �avg with temperature in all of the
samples is indicative of a growing trap state population and, hence,
of an activated trapping process. At higher temperatures in the
larger NCs, labeled III, IV, and V, �avg shows complex trends owing
to interplay between trapping rates, detrapping rates, and the trap
state distribution. A detailed analysis of these processes is beyond
the scope of this article.

We emphasize 2 points drawn from the PL data presented in Fig.
1. First, the temperature dependence of the �avg data reveals that
carrier detrapping on the timescales measured in our PL experi-
ments occurs over an activation barrier rather than via temperature-
independent quantum mechanical tunneling. Second, the multiex-
ponential and long-lived nature of NC PL points to a distribution
of activation barriers for the (de-)trapping reactions and indicates
an energetic and/or spatial distribution of trap sites in and around
the NCs. These 2 points form the foundation for our model of NC
excitation dynamics.

Carrier trapping in nanocrystals converts a highly delocalized
exciton state into a trap state in which one charge carrier is chiefly
localized at the surface or at another interface. Significantly, we
recognize that this process (whether it is electron or hole trapping)
is an electron transfer (ET) reaction, which may be cast in terms of
classical Marcus theory (42). To accomplish this requires a con-
sideration of the factors that determine the nature of photoinduced
ET reactions. With each transition, from an exciton state to a trap
state, are associated 3 parameters: the free-energy difference, �G,
between reactant and product; the reorganization energy, �, that

Fig. 1. Spectroscopic characterization of the NC sam-
ples. (A) Absorption and steady state PL spectra of 5
samples of CdSe/CdS/ZnS core/shell/shell NCs. (B) Typi-
cal time-resolved PL traces measured at 2 resolutions:
27.6 ps per channel for short time accuracy (Left) and
2.36 ns per channel width to capture the long PL tail
(Right). Magnification reveals significant PL �2 �s af-
ter the excitation pulse. The short- and long-resolution
data are fit simultaneously by using a multiexponential
decay function (red lines). Residuals, shown at the top,
attest to the accuracy of this procedure. Each of the
decays is normalized between 1 (dark count) and
1,000. (C) The temperature dependence of average PL
lifetimes, �avg, in these NCs is dominated by 2 lifetime
regimes, identified by red and blue stripes. An initial
(blue) drop in �avg in the smaller NCs is due to the lowest
state in the exciton manifold, which is optically inert
(dark). Subsequent undulations of �avg (red) are caused
by a complex interplay between an activated trapping/
detrapping process and the density of accessible trap
states.
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enables the environment to accommodate the change in the charge
distribution; and the electronic coupling integral between donor
and acceptor states. This picture of trap state formation funda-
mentally distinguishes this work from previous studies on NC PL
dynamics, because it encompasses effects due to both the nature of
the NCs and, via �G and �, the surrounding media. In this way our
treatment provides a means to explicitly relate the properties of the
local environment to their effect on NC PL dynamics.

Many accessible trap sites are likely to exist on a single NC, each
with a discrete energy. In an ensemble of colloidal NCs, however,
there is effectively a continuous distribution of trap state energies.
If we assume that traps exist predominantly in narrow radial bands
at NC interfaces such as the surface, spherical symmetry enables us
to assume all interactions with traps at a particular interface are
identical. We can then assign a single reorganization energy and
electronic coupling parameter to all transitions between excitons
and traps in each radial ‘‘trap-shell.’’ In addition, the energies of trap
states within each trap-shell in an ensemble of NCs can be approx-

imated by a probability distribution. A schematic picture of the ET
trapping model is shown in Fig. 2 and the mathematical details of
the model are presented in supporting information (SI); they are
not necessary to understand the results presented here. The model
accounts for all 8 exciton fine structure states within the lowest
manifold in addition to an arbitrary number of trap state distribu-
tions. Although higher energy exciton states may play a role in hot
electron transfer, their contribution to the dynamics after the first
few picoseconds is negligible due to tiny Boltzmann populations at
these energies. Analysis of time-resolved PL data were facilitated by
construction of a kinetic scheme based on the framework in Fig. 2.
This was done in the manner discussed in detail by Jones et al. (43)
with the assumption that nonradiative relaxation to the ground state
can be neglected to simplify the analysis. This is justified by high PL
quantum efficiencies (0.4–0.6 for each of the samples) and the fact
that a proportion of the NCs are likely dark, as discussed below in
relation to PL intermittency.

To reproduce a complex system, a realistic model must neces-
sarily be complicated. Such a model, however, provides a powerful
fitting function and care must be taken to ensure that extracted
parameters reflect what is actually happening. We emphasize that
our analyses were performed on a large quantity of data. To extract
ET parameters for each NC sample, the combined data from 24
independently collected PL decay measurements, each collected
over a substantial time range, were simultaneously analyzed. In
addition, the electron transfer parameters obtained for each of our
5 NC samples are remarkably similar, reflecting perhaps the
independence of trap states on NC size. However, the exchange
parameter, used to describe exciton fine structure, was found to
decrease with increasing NC size, as expected from theory (1). All
parameters are tabulated in SI.

Application of our kinetic scheme to model PL decay func-
tions is demonstrated in Fig. 3. Global analysis with a single
kinetic scheme results in excellent reproduction of the decay
functions at 12 temperatures. A minimum of 2 trap distributions,
henceforth labeled K1 and K2, were necessary to yield an accurate
reproduction of the PL dynamics in each of the 5 NC samples.
The 2 trap distributions are quite distinct: transitions to K1 are
associated with large reorganization energies of �200 meV,
whereas transitions to K2 have much smaller values, �30 meV.

Fig. 2. A schematic ET framework to describe exciton dissociation/
recombination processes. The right-hand parabola represents a trap state at
energy, �, which has a probability, P(�), of existing on a NC in the ensemble.
The reorganization energy, �, and free-energy change �G, of trapping and
detrapping are defined relative to the exciton state.

Fig. 3. Data analysis using the electron transfer scheme. (A) Global analysis of 12 PL decay functions (red lines) using a kinetic scheme with 2 trap-state
distributions (black dashed lines). The decay functions were derived from multiexponential fits to single photon-counting data (e.g.: Fig. 1B) recorded from 77
to 300 K. Similarly excellent reproduction of decay functions was achieved for each of the 5 samples, often capturing �5 orders of magnitude of PL dynamics.
(B) Reorganization energy of electron transfer between core and surface in small (blue circles) and large (red circles) NC samples (I and V in Fig. 1) is linearly
correlated with the molecular polarizability of 7 solvents in which the NCs were dispersed. The dashed lines are linear fits to the data.
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In addition, the peak of the K1 and K2 distributions lie at �130
meV and �5 meV above the exciton states, respectively. These
values were found to be common to all 5 NC samples. A full list
of trap state parameters is given in SI.

Large reorganization energies indicate that K1 is likely to con-
stitute a distribution of electron or hole traps on the NC surface.
Charge transfer from a core exciton to surface traps that are close
to mobile solvent and ligand molecules will likely involve significant
nuclear reorganization, especially within the bath. It is unknown
whether there would also be some local surface reconstruction in
response to the trapped charge. Surface trap sites are located on the
outermost ZnS shell, so trap state energies would be distributed on
average higher than the CdSe exciton state, as is observed. Con-
versely, the K2 trap parameters indicate that these could be inter-
facial trap sites near to the CdSe core. In this case electron transfer
is likely to involve minimal nuclear reorganization within the lattice
and the energy of these states is expected to be close to the exciton
states. We find that the K2 distribution is approximately Gaussian
and spans a narrow energy range (� � 5 meV), whereas the K1
distribution is much broader (25 � � � 50 meV) with a low-energy
tail that extends below the energy of the exciton states.

Testing the predictions made by our model is an important step
in showing it is consistent with the data. To do this we compared
PL dynamics in a variety of solvents and examined the reorgani-
zation energy changes for photoinduced electron transfer reactions
to our proposed K1 surface traps. Seven additional noncoordinating
solvents were selected, into which the smallest and largest NC
samples (I and V in Fig. 1) were dispersed. Room temperature PL
decays were measured and analyzed as before. Only reorganization

energies were allowed to vary from the original parameter sets. The
results, shown in Fig. 3B, represent a compelling argument for our
electron transfer framework. We find a strong linear correlation
between the reorganization energy for surface trapping and the
molecular polarizability of the solvent. Given the magnitude of the
correlation (�100 meV from dichloromethane to ortho-
dichlorobenzene) we can conclude that the outer-sphere or solvent
component constitutes the main portion of the reorganization
energy for exciton–surface electron transfer reactions.

In a related effect, single NCs examined under continuous
photoexcitation show a blinking behavior whereby their PL switches
on and off for periods that follow a power-law probability distri-
bution and regularly exceeds 1 s (44). A distribution of long-lived
dark states has been postulated as a cause for this effect (45). A key
question about this process is its temperature independence be-
tween 10 K and 400 K (46, 47). By elucidating the basic photophysics
of NCs we hope to illuminate the discussion of blinking with a more
detailed understanding of trap properties.

Ensemble NC PL dynamics were accurately reproduced by using
our ET framework, so we now consider predictions of the model at
the single NC level. We modeled the trap states in the NC ensemble
as the 2 distributions K1 and K2. At the level of a single NC in the
ensemble those distributions determine the probability that a trap
state of any particular energy will be found. The average numbers
of trap states within each of the 2 distributions on a single NC are
parameters in the ensemble-fitting process, and according to our
fitting they are 13.1 and 1.2 for K1 and K2, respectively, in the
CdSe/CdS/ZnS NCs in toluene solvent. By using a Monte Carlo
approach, trap energies were chosen at random from the 2 ensem-

Fig. 4. Trap-state distributions and average PL lifetimes (thick black lines) for sample III (Fig. 1) calculated for the ensemble (A) and 5 selected individual NCs
(B–F). Red lines denote surface traps and core/shell interface traps are blue. The energy scale is relative to the average energy of states in the ground exciton
manifold. Depicted in A are ensemble average lifetimes computed respectively with all surface traps (dotted line) and all traps below �50 meV (dashed line)
removed.
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ble distributions and single NC �avg values were calculated. Focusing
on sample III from Fig. 1, we plot trap distribution energies and �avg
versus temperature for the ensemble in Fig. 4A and for 5 selected
single NCs in Fig. 4 B–F.

Strikingly, the calculated single NC �avg curves do not qualita-
tively resemble the ensemble data (from calculations or experi-
ment), except in the few cases where one or more of the surface trap
states has an energy (�) lower than the ground state exciton
manifold; however, this occurs infrequently because the probability
distribution function of the surface traps is small when � �0.
Average PL lifetime magnitudes are also smaller than the ensemble
unless low-energy traps are present, indicating that contributions to
the ensemble average PL lifetimes are strongly weighted by a small
proportion of NCs with low-energy traps and very long �avg values,
as in Fig. 4F. The significance of the � � 0 crossing point can be
understood when we consider (de-)trapping rates: below this energy
the detrapping activation barrier (electron-hole recombination)
becomes larger than the trapping barrier and the recombination
rate becomes exponentially smaller than the trapping rate as the
energy of the state drops further below the exciton. This is why
trapped charges can be isolated on the surface for hundreds of
nanoseconds or longer.

This observation indicates that the ensemble PL dynamics is
especially sensitive to the existence of low-energy trap states. If we
were to add more surfactant to sample III it is possible that some
trap states would be removed by ligand passivation. To examine this
we illustrate, in Fig. 4A, the predicted effect on the average lifetime
curves for 2 cases: first, after removal of all of the surface states with
energies �50 meV below the average exciton energy (amounting to
only 0.001% of all K1 traps); and second, after removal of all surface
traps. The results demonstrate that removal of a tiny proportion of
low-energy traps can induce a dramatic change in �avg, which
explains why time-resolved NC PL is especially sensitive to slight
environmental changes. Sensitivity of PL to low-energy traps is
further demonstrated when we look closely at the ensemble PL
signals at long times after photoexcitation. We calculate that 1 �s
after photoexcitation of sample III at room temperature, 20% of
the PL is produced by just 0.24% of the NCs.

These observations are relevant to considerations of the NC
blinking effect mentioned earlier. Our analysis shows that NCs with
very-low-energy trap states (� � �50 meV) are rare, yet several of

the models that account for single NC PL intermittency require the
presence of deeply trapped states (45). Models including spectral
diffusion of acceptor energies (46, 48) have previously been used to
explain power-law blinking statistics. However, we find that trap
energies in our samples are typically higher energy than would be
required for blinking. It is possible that trap state distributions differ
markedly between host environments, or that they change during
the course of single NC measurements, sampling a wide range of
energies within the ensemble distribution. Such processes would be
caused by ligand desorption–adsorption equilibrium, which has
been shown in PL and NMR studies to occur at timescales of a few
seconds (49, 50).

Single NC PL decays can enable us to gain insight into ensemble
trap distributions in the spirit of Fig. 4. Plotted in Fig. 5A are 3
representative calculated single NC PL decays. Those with short �avg
and a very few with exceptionally long �avg are found to be
biexponential, whereas, at intermediate times, the decays are
triexponential. The short decay components in both bi- and triex-
ponential decays remains fairly constant, but the 2 other compo-
nents change markedly for different trap distributions. This is
demonstrated in Fig. 5B in which decay components for 25,000
randomly generated single NCs have been calculated and are
presented versus their percentage yield (the relative amount of PL
that is emitted with that lifetime). We find that single NC decay
components are almost entirely distributed within 3 regions in Fig.
5B, labeled I, II, and III. In addition, their positions within these
distributions are strongly correlated in regions II and III with the
energy of the lowest surface trap state. There is no correlation with
region I because these components correspond to direct exciton
recombination and are therefore little affected by trap energies.
Because NCs with the lowest-energy traps produce PL decays with
the longest lifetime components in region II, we assign this region
to recombination of trapped carriers. Region III shows the reverse
trend and is much weaker than region II, consistent with carrier
trapping to a relatively small number of low-energy states. Fig. 5
provides a link with ensemble measurements: lifetime components
extracted from an ensemble PL decay can be located on Fig. 5B and
reveal the energy of the lowest NC trap states.

Conclusions
We have confirmed that electron or hole transfer to surface traps
constitutes the dominant perturbative effect on the exciton dynam-

Fig. 5. Single NC PL dynamics. (A) Three representative short, medium, and long single-dot PL decays showing either bi- or triexponential decay kinetics. (B)
Lifetime components extracted from 25,000 calculated single NC PL decays and plotted versus their relative contribution to the total PL signal. Markers are colored
to indicate the position of the lowest-energy trap state relative to the average exciton energy.

Jones et al. PNAS � March 3, 2009 � vol. 106 � no. 9 � 3015

CH
EM

IS
TR

Y



ics in core/shell CdSe NCs. Although the nature of these effects
certainly depends on sample composition and condition, we have
shown that they may be accessed from PL decays by using a
chemically intuitive and general model. A major aim of work in this
field is to be able to control the processes that occur between NC
excitons and the surrounding environment. Trap states studied in
our NC samples may be regarded as a model system for a wide range
of reactions that transfer charge out of nanoscale materials and a
deep understanding of these processes could potentially drive the
application of NCs in photovoltaics (51, 52), sensors (53), or other
applications that require the controlled interaction of nanoscale
excitons.

Materials and Methods
CdSe core NCs overcoated with CdS then ZnS were provided by Evident Technol-
ogies. These were dispersed in a 6:1 mixture of isopentane and methylcyclohex-
ane: a glass-forming solvent for low-temperature studies. The solutions were
injected between 2 sapphire plates separated with a Teflon spacer and mounted
on the sample holder. Other solvents used to disperse the NCs are indicated in the
text. PL dynamics were measured by time-correlated single photon counting
(TCSPC), using an IBH Datastation Hub system with an IBH 5000M PL monochro-
mator and an R3809U-50 cooled MCP PMT detector. The light source was a model

3950 picosecond Ti:sapphire Tsunami laser (Spectra-Physics), pumped by a Mille-
niumX(Spectra-Physics)diode laserandfrequencydoubledbyusingaGWU-23PL
multiharmonic generator (Spectra-Physics). Sample temperatures were adjusted
by using an N2 flow cryostat coupled with a Lakeshore model 331 temperature
controller.

Excitation wavelengths for the photon-counting experiments were set 400
meV higher energy than the peak of the room temperature absorption in each of
the NC samples. Data were recorded for each sample at 77 K, 100 K, and then at
20 K intervals until 300 K. Emission wavelengths were adjusted, at each temper-
ature, to remain coincident with the peak of the steady-state PL. To ensure that
both the short- and long-decay components could be accurately extracted, PL
decays were measured twice at each temperature: once with a 50-ns TAC ramp
(27.6 ps channel width) and again with a 5-�s TAC (2.36-ns channel width).

Long and short TCSPC datasets were analyzed simultaneously by least-squares
iterative reconvolution of an N-component multiexponential decay function
with 2 experimentally determined instrument response functions (40). The value
of N was determined, for each pair of datasets, as the minimum required to yield
a satisfactory reproduction of the measured decay curves. Criteria for an accept-
able fit have been justified in a previous article (43).
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