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We have coupled hybrid quantum mechanics (density functional
theory; Car–Parrinello)/molecular mechanics molecular dynamics
simulations to a grand-canonical scheme, to calculate the in situ
redox potential of the Cu2� � e�3 Cu� half reaction in azurin from
Pseudomonas aeruginosa. An accurate description at atomistic
level of the environment surrounding the metal-binding site and
finite-temperature fluctuations of the protein structure are both
essential for a correct quantitative description of the electronic
properties of this system. We report a redox potential shift with
respect to copper in water of 0.2 eV (experimental 0.16 eV) and a
reorganization free energy � � 0.76 eV (experimental 0.6–0.8 eV).
The electrostatic field of the protein plays a crucial role in fine
tuning the redox potential and determining the structure of the
solvent. The inner-sphere contribution to the reorganization en-
ergy is negligible. The overall small value is mainly due to solvent
rearrangement at the protein surface.

density functional theory � electron transfer � molecular dynamics �
reorganization energy

E lectron transfer (ET) processes are ubiquitous chemical
reactions that occur in a variety of essential biological

functions, such as immune response, respiration, and photosyn-
thesis (1–10). Among the different families of ET proteins,
single-copper cupredoxins, also known as blue copper proteins,
are particularly appealing for theoretical studies because of their
relatively small size and the great availability of experimental
measurements in the literature. Blue copper proteins exchange
electrons among themselves or with other redox proteins, such
as cytochrome c551 or nitrite reductase, using a protein-bound
Cu metal ion, that can exist in the Cu(II) or Cu(I) redox states
(11, 12). The copper ion forms a type 1 Cu-binding site (Fig. 1),
which is characterized by a bright blue color, a narrow hyperfine
splitting in the electron paramagnetic resonance (EPR) spectra,
a high reduction potential (13–15), and a strong structural
similarity between oxidized and reduced states (13–17). In fact,
in both oxidation states, the copper ion is coordinated by a
cysteine (Cys) thiolate group and two histidine (His) nitrogen
atoms in a trigonal planar conformation. The coordination
polyhedron is completed by one axial ligand, typically a methi-
onine (Met) thioether group. In azurin, a backbone amide
oxygen of a glycine (Gly) constitutes an additional axial ligand
(18). The structural similarity between the two redox states
provides an advantage for the functionality of these ET proteins,
as the reorganization free energy (�) for the redox process is
small [0.6–0.8 eV (17, 19)], allowing a high ET rate (20–23). This
is not the case for solvated copper ions and synthetic Cu
complexes, which tend to have large structural changes concur-
rent with any variation in their oxidation state (24). The origin
of the low value of � is still unclear. The initial hypothesis implied
that the rigidity of the protein would force Cu(II) to be bound
in a geometry closer to that preferred by Cu(I) [entatic state and
rack theories (25, 26)]. However, this theory has been subject of
debate. Quantum chemistry studies on gas phase cluster models
(27–30) have proposed that the binding-site geometry is stable

for both oxidation states and that the strain imposed by the
protein is low and comparable with that found in other metal-
loenzymes, e.g., alcohol dehydrogenase (24, 28). These studies
have also claimed that the increase in redox potential with
respect to the solvated ion could be explained, at least qualita-
tively, in terms of ligand field properties only, and that the
active-site contribution to the reorganization free energy (inner-
sphere reorganization energy, �inn) accounts for almost the
whole �. According to these findings, the outer-sphere reorga-
nization energy (�out), that is, contributions from the protein and
the solvent, would not play any major role (24, 27). However, this
idea has a few weak points. First, recent dielectric-embedded
cluster model-based estimates of azurin–azurin self ET (31) have
suggested that, although reduced with respect to the species in
water (32), �out should have at least comparable contributions
with respect to �inn to the total �. Second, theoretical evidence
suggests that the active site might be rather flexible and allows
fluctuations of the ligands (24, 28); therefore, finite temperature
effects should not be neglected for a correct description of the
binding-site properties. Moreover, electron spin echo envelope
modulation (ESEEM) measurements (34) have provided evi-
dence that a correct description of the electron spin-density in
the oxidized state can only be obtained by explicitly considering
larger models than those made by only the Cu ion and its
immediate ligands, which are usually used in cluster calculations.
Cyclic voltammetry measurements (35–37), which have found
that the redox potential of unfolded azurin is 0.1–0.2 eV higher
than that of the folded protein, necessarily imply a direct
relationship between the protein scaffold and the electronic
properties of the copper-binding site. In fact, a direct coupling
between the protein dipolar field and its redox properties has
been proposed by Warshel and coworkers (38) for plastocyanin
and rusticyanin, and we have found a direct effect of the protein
electrostatic potential on the optical spectrum of oxidized azurin
(data not shown). Finally, recent works pointed out the extreme
importance of thermal fluctuations in the ET process (39, 40).

In the present work, we have investigated the Cu(II)/Cu(I)
half-reaction in azurin from Pseudomonas aeruginosa (18) by
means of hybrid quantum mechanics/molecular mechanics (QM/
MM) grand canonical molecular dynamics (MD) simulations
(41–43). Our calculations are able to reproduce the redox shift
reported by experiments and have confirmed the importance of
the protein’s long-range electrostatic potential for this kind of
redox systems (38). We have also found that, if thermal effects
are explicitly taken into account, the reorganization free energy
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is essentially determined by solvent rearrangement around the
protein, while the inner-sphere contribution is negligible.

Results and Discussion
The virtual energy gap �EO/R between the two redox states was
sampled throughout the 8-ps grand-canonical MD run, and the
probability distributions relative to each state are reported in
Fig. 2. Despite the relatively limited sampling, the two distribu-
tions are comparable, as the width of the fluctuations of the
energy gap is rather independent of the oxidation state. There-
fore, the standard linear response extrapolation of the redox
potential accounts well for the Cu(II)/Cu(I) redox couple in
azurin. The inversion of the distributions, plotted at zero driving

force condition (� � ��A), leads to the diabatic free energy
curves (presented in Fig. 2). The parabolic fit (44, 45), overall,
is good. Deviations found around the equilibrium position of the
Cu2� curve might be related to the short sampling duration. The
diabatic free energy plot reports an activation free energy of
�A‡ � 0.22 eV for the redox process.

Redox Potential. The semicouple redox potential for the Cu2� �
e� 3 Cu� half-reaction in azurin is obtained by the grand-
canonical titration, assuming that the center of the hysteresis is
the best estimate of the mid-point chemical potential value (46).
Because the redox potential is a relative value, we must compare
our result with some reference data. Here, we consider the half
reaction of silver ions in water, namely, Ag2�/Ag� (45, 46), as a
reference system. These aquo-ion complexes are very similar in
both oxidation states, and therefore their reorganization energy
is low. Thus, good accurate numerical convergence can be
achieved within standard MD simulation sampling (45, 46). Our
calculated redox potential �EAg2�/Ag�//Cu2�/Cu�0 � 1.55 eV is
in very good agreement with the experimental value of 1.63 eV
and reproduces the correct redox shift of �0.2 eV toward
stabilization of the reduced species with respect to Cu ions in
water.

As mentioned in the Introduction, the effects of the protein
environment on copper redox properties in azurin have been
discussed in the literature. Although the increase in the redox
potential may be accounted to the specific ligand field that
surrounds the metal ion, the importance of long-range effects of
the protein frame have not yet been clarified. In particular, the
electrostatic field of the protein influences directly the electronic
properties of the metal-binding site of blue copper proteins (38).
In azurin, the �20-Å-long Ala-53–Ser-66 �-helix, which is �10
Å away from the copper-binding site, induces a dipolar electro-
static field that is approximately parallel to the direction of the
axial ligands (Fig. 3). We qualitatively analyzed the effect of the

Fig. 1. Structure of azurin. Shown is a cartoon of the protein with the
representations and colors assigned according to the secondary structure
elements (18). The zoom shows the copper-binding site. The atoms treated at
the QM level in our QM/MM calculations are represented by balls and sticks.

Fig. 2. Diabatic free energy surfaces. (Upper) Equilibrium distribution of the
ET energy �E� for Cu(I) and Cu(II), given at � � ��A. (Lower) Diabatic free
energy profiles constructed from the equilibrium distributions (lower sections,
in squares) in the linear response approximation. The upper sections of the
free energy profiles (in squares) are obtained by the linear free energy
relation. Both sections of data were used to fit the theoretical parabolae (solid
lines).

Fig. 3. Electrostatic potential of azurin. The electrostatic potential of the
protein scaffold in the metal-binding site is plotted in a red–white–blue scale
(red, negative potential; blue, positive potential). Shown is a cartoon of the
protein with the active-site atoms represented by balls and sticks.
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�-helix-induced electrostatic field to the redox potential by
repeating single-point QM/MM calculations on configurations
coming from our QM/MM MD runs for both redox states,
simultaneously nullifying the effect of the electrostatic field of
the helix (i.e., setting the MM atom charges to zero). Neglecting
the electrostatic field of the helix leads to a substantial increase
(0.3 � 0.1 eV) of the average energy gap between the reduced
and oxidized states. This is consistent with the fact that the
electrostatic potential at the copper site is negative (Fig. 3) and
therefore stabilizes the more positively charged Cu(II) ion. This
fold-induced electrostatic stabilization of the Cu(II) state with
respect to Cu(I) evidences a subtle mechanism of fine-tuning of
the redox properties of blue copper proteins (38). Moreover, it
provides a possible explanation for the experimental evidence
that oxidized azurin is less prone to unfolding. Under the
hypothesis that the major binding-site structural features are not
altered upon unfolding, this also accounts for the higher reduc-
tion potential of unfolded azurin (35–37).

Reorganization Free Energy. The experimental estimate of the
reorganization energy � � 0.6–0.8 eV (17, 19) is much smaller
than that of copper aquo-ions (2.1 eV) (46). The physical basis
of this disparity has been addressed in the literature by many
propositions, none of them finding a widespread consensus (see
Introduction). In particular, it is still debated whether the
reorganization energy depends mainly on the copper ion and its
ligands (inner sphere, �inn) or whether it is dominated by the
protein and solvent rearrangements (outer sphere, �out).

Our calculations predict a reorganization free energy of � �
0.76 eV. The agreement with experiments, along with the
correspondence between our calculated and experimental redox
potential, supports the reliability of our subsequent estimates of
�inn and �out, which are not experimentally available.

Our calculated value of �inn � 0.1 � 0.06 eV indicates that the
inner-sphere contribution to the overall reorganization free
energy is clearly of minor importance. A rationale for this fact
is suggested upon closer inspection of the QM/MM simulation
data. During dynamics at 300 K, the copper site is rather flexible,
and its geometrical f luctuations turn out to be almost identical
for both oxidation states (see Table 1). This suggests that, at
room conditions, the two species visit essentially the same
conformational space, and therefore any redox event would have
a negligible �inn contribution. This result contrasts with findings
from static quantum-chemistry calculations (24, 28), which
suggested that subtle changes in the structure of the copper ligands
(typically of �0.05 Å for the planar ligands and 0.2–0.3 Å for the
axial ones¶) sufficiently justified the energy cost for the redox
reaction. Our results propose that 0-K predictions lead to overes-
timation of �inn, since they account only for enthalpic contributions
and neglect relevant entropic effects.

Because �inn is small, the largest contribution to � should
originate from outer-sphere contributions of the system. In our

simulations, the overall protein structure is not affected by the
change in oxidation state of the copper ion (overall rmsd �0.35
Å between oxidized and reduced forms), consistent with the
corresponding x-ray structures (17). Rather, the solvent rear-
ranges significantly in a region close to the copper ion, specif-
ically, around the copper bound His-117 residue, leading to a
�out

water � 0.6 � 0.05 eV. Thus, the water rearrangement upon
change of oxidation states accounts for �80% of our calculated
value of �. The change in the water structure upon copper
reduction was monitored by computing the radial distribution
functions with respect to Cu. The side chain of His-117 is bound
to Cu by its N� atom, and it is in direct contact with the solvent
through the N�-H side of the imidazole ring (47). The first peak
of the Cu-oxygen radial distribution functions (Fig. 4 Insets)
corresponds to the water molecule that is H-bonded to His-117.

¶These values are typically within one � of the average of the equilibrium distribution
position in our 300-K QM/MM simulations.

Table 1. Cu-binding-site fluctuations

Bond �d�Cu(II), Å �d�Cu(I), Å

Cu-SMet121 3.32 � 0.28 3.25 � 0.34
Cu-OGly45 3.20 � 0.22 3.15 � 0.22
Cu-SCys112 2.13 � 0.04 2.13 � 0.06
Cu-NHis46 1.98 � 0.06 1.98 � 0.08
Cu-NHis117 1.99 � 0.05 1.99 � 0.09

Shown are average values for distances between the copper ion and its
ligands during QM�MM MD runs, for both Cu(I) and Cu(II) oxidation states.

Fig. 4. Solvation properties of azurin. (Upper) Solvent exposure of the
Cu-binding site. The copper ion, the imidazole ring of His-117, and the closest
H-bonded water molecule are represented by balls and sticks. Water mole-
cules within 10 Å of the Cu ion are drawn in licorice, and other heavy atoms
of the protein are sketched in lines. (Lower) Percentual difference between
the coordination number of water molecules around Cu in its two redox states,
weighted by the average number of water molecules [defined as 1/2(nR � nO)].
(Upper Inset) Cu-O radial distribution functions [black line, Cu(I); red line,
Cu(II)]. (Lower Inset) Angular distribution of the H-bond between His-117 and
the oxygen of the hydrating water molecule, for Cu(I) (black) and Cu(II) (red
line).
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The radial distribution function for Cu(II) shows a sharp peak
around 6.7 Å, whereas the peak associated with Cu(I) is broader.
The difference in shape between these peaks can be related to
a stronger polarization of the N-H bond for Cu(II). The in-
creased polarization favors a linear geometry for the N-H���O
hydrogen bond, consistent with the angular distribution of this
H-bond, also reported in Fig. 4, together with the difference in
the corresponding coordination numbers for the two redox
states. The differential plots indicate a clear rearrangement of
the water molecules comprised between 9 and 16.5 Å from the
metal ion. This layer corresponds to the first and second
solvation shells surrounding the loop region of the azurin
protein, and involves a total of �260 water molecules. These
results agree with experiments on electron tunneling in azurin
crystals (48), which suggested that the major contribution to �
comes from hydration water molecules, while bulk water should
be of lesser importance. The solvent-exposed residues that
surround His-117 are, peculiarly, all hydrophobic (Fig. 5). Be-
cause of the reduced presence of H-bonding sites, the structure
of the water molecules that wet this portion of the protein surface
are rather affected by the long-range electrostatic field of the
protein and, in particular, by the oxidation state of the Cu ion
	10 Å away. Fig. 5 shows the electrostatic potential at the
solvent-accessible surface of azurin for the two oxidation states
of copper, computed by solving the linearized Poisson–
Boltzmann equation at physiological condition with the APBS

program (49). The change in the oxidation state of copper is
reflected by strong modification of the electrostatic potential at
the protein surface around His-117. In fact, when the copper ion
is in the Cu(II) state, its binding site has an overall �1 charge,
which is enough to weakly polarize the hydrophobic solvent-
exposed region. This is not the case when the copper ion is in its
reduced Cu(I) state; this portion of protein surface, in the
absence of a nearby net charge, becomes overall more hydro-
phobic, and in a few sites the potential even inverts its sign. The
increase of the hydrophobic character of the protein surface next
to His-117 is also responsible for a rearrangement of the
solvent-exposed side chains. In particular, the average distance
between the sulfur atoms of Met-44 and Met-13, the side chains
of which screen the metal site from the solvent, changes from 5.2
to 4.7 Å upon reduction. The rearrangement of the hydrophobic
residues and the reduced intensity of the electrostatic potential
at the protein surface are therefore the major causes of the
rearrangement of the water molecules in the solvation shell of
the protein.

Concluding Remarks
Our calculations unveil the crucial effects of the protein envi-
ronment and solvent for the electronic and structural properties
of the Cu(II)/Cu(I) redox reaction in azurin. The spread of the
statistical distribution of the energy gap between the reduced
and the oxidized states is comparable in both copper oxidation
states. This means that the linear response approximation for the
environment of the redox event, as hypothesized by Marcus and
Sutin (20), accounts well for this system. Our results report a
positive shift of �0.2 eV with respect to the Cu(II)/Cu(I) couple
in water. The redox potential increase, which is ascribed to the
peculiar geometry of the copper ligands, is partially damped by
the long-range electrostatic potential of the protein. In partic-
ular, the dipolar field produced by the Ala-53–Ser-66 �-helix
stabilizes Cu(II) more than Cu(I). This is consistent with both
the increased stability of the oxidized azurin structure and the
increase in the redox potential of Cu bound to defolded azurin
(35–37). This also provides evidence for a fine modulation
mechanism of redox potentials via electrostatic coupling be-
tween the protein frame and the metal-binding site.

The average value of the calculated reorganization free en-
ergy, � � 0.76 eV, is also in very good agreement with experi-
mental results (17, 19). At 300 K, the metal-binding site is rather
flexible, and it does not rearrange significantly upon change of
Cu oxidation state. This result is in agreement with previous
cluster calculations (24, 27, 28), which did not detect any major
strain in the copper ligand structure. Because thermal fluctua-
tions are sufficient to superimpose oxidized and reduced struc-
tures of the active site, the inner-sphere contribution to the
reorganization energy is negligible. This contrasts static cluster
calculations (24, 27, 28), which do not include entropic contri-
butions to �. Our simulations show that inclusion of thermal
effects is crucial to any model that aims at understanding
characteristic properties of azurin. The outer-sphere reorgani-
zation energy is governed by the protein surface–water interface
in the region surrounding His-117. The electrostatic potential of
this region, characterized by solvent-exposed hydrophobic side
chains, is strongly affected by changes in the oxidation state of
the copper ion. This leads to a rearrangement of a shell of �260
water molecules, as well as a closer packing of the protein surface
residues, upon copper reduction. The distribution of water found
for the two copper redox states can also relate to the protein
function, as it has been recently proposed that inter-protein ET
can occur through structured water layers (10, 50, 51).

Computational Methods
Simulation Details. In our computational setup, the azurin protein
was solvated by 8,648 water molecules in a 69 
 61 
 67-Å3

Fig. 5. Electrostatic properties of the surface of azurin. (Upper) Protein
surface next to His-117 is colored according to solvation properties of the
residues (white, hydrophobic; green, polar; blue, basic; red, acidic). (Lower)
The same surface is colored according to the protein electrostatic potential
[from red (negative) to blue (positive)], for Cu(I) and Cu(II) redox states (Left
and Right, respectively).
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periodic box. The copper ion [in the oxidized Cu(II) state], its
ligands and the backbone of Asn-47, which is H-bonded to the
sulfur atom of Cys-112, were described at the spin-polarized
DFT level with the Perdew–Burke–Ernzerhof exchange-
correlation functional (52) (see Fig. 1). Inclusion of the Asn-47
backbone in the quantum part is fundamental for a correct
description of the electronic properties of the metal-binding site
and, thus, for a correct determination of the redox potential (53).
The rest of the system was treated at the classical mechanics level
by the Amber force field [parm98 (54)]. Core-valence interac-
tions were integrated out via norm-conserving Martins–
Troullier pseudopotentials (55); the electronic wavefunctions
were expanded in plane-waves up to a cutoff of 70 Ry. Integra-
tion of the nonlocal parts of the pseudopotential was obtained
via the Kleinman–Bylander scheme (56) for all of the atoms
except copper, for which a Gauss–Hermite numerical integration
scheme was used. The interaction between the classical and
quantum parts was described by a fully Hamiltonian hierarchical
coupling scheme (42, 57). This setup is able to reproduce the
characteristic ground- and excited-state properties of oxidized
azurin.

Redox Potentials. The diabatic free energy AM of the Cu2� � e�

3 Cu� semireaction (related to the redox potential �E0 �
�nF�A) is defined as

�AM��E�� � �kBT ln pM��E�� � const, [1]

where M denotes the oxidized or reduced state, pM is the
probability distribution of the corresponding vertical energy gap
�E�, which is a function of the coordinates of the system �E� �
�E�(R). The vertical energy gap �E� is defined as

�E� � �E0 � �, [2]

where �E0 is the vertical ionization energy and the constant �
is the electronic chemical potential. In the linear response

approximation (20, 45, 46), where the distributions pM of Eq. 1
are assumed to be Gaussian and equal for both oxidation states,
it follows that the free energy difference (and thus, the redox
potential) is simply

�A � �ALR �
1
2

���E0�O � ��E0�R� [3]

and the reorganization free energy is

� �
1
2

���E0�O 	 ��E0�R� , [4]

where �.�O and �.�R represent averages over the MD runs in the
oxidized and reduced states, respectively. In our simulations, the
redox potential was estimated by running MD in one oxidation
state and varying � until, at a value � � �1, �E� became zero.
When �E� crosses zero, MD was run in the other redox state.
After some relaxation time, the reaction was induced back by
varying � in the opposite direction as before, up to � � �2 for
which �E� is zero again. In the linear approximation, the value
�1/2 � (�1 � �2)/2 corresponds to the redox potential (46). The
inner-sphere contribution to � was estimated by computing the
quantity given in Eq. 1, by using only the energy of the quantum
part to evaluate the gap �E0. The outer-sphere contribution to
� was estimated as proposed by Blumberger and Klein (58), by
evaluating �E0 of Eq. 1 as the charge-dipole interactions be-
tween the D-RESP charges of the quantum part and the
point-charges of the single residues of the protein and the
solvent.

More details on the theory and its implementation in the
CPMD code used here (33) can be found elsewhere (45, 46).

Computations were done at IDRIS (Paris, France) within the Distrib-
uted European Infrastructure for Supercomputing Applications project,
and on the IBM Blue Gene machine at Ecole Polytechnique Fédérale de
Lausanne. We thank Dr. Jochen Blumberger for constructive discussions
and Dr. J. Samuel Arey for comments on the manuscript.
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