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Molecule-metal interfaces have a broad range of applications in nanoscale materials science. Accurate char-
acterization of their electronic structures from first-principles is key in understanding material and device
properties. The GW approach within many-body perturbation theory is the state-of-the-art and can in
principle yield accurate quasiparticle energy levels and interfacial level alignments that are in quantitative
agreement with experiments. However, the interfaces are large heterogeneous systems that are currently
challenging for first-principles GW calculations. In this work, we develop a GW -based dielectric embedding
approach for molecule-metal interfaces, significantly reducing the computational cost of direct GW without
sacrificing the accuracy. To be specific, we perform explicit GW calculations only in the simulation cell of the
molecular adsorbate, in which the dielectric effect of the metallic substrate is embedded. This is made possible
via a real-space truncation of the substrate polarizability and the use of the interface plasma frequency in the
adsorbate GW calculation. Here, we focus on the level alignment at weakly coupled molecule-metal interfaces,
i.e., the energy difference between a molecular frontier orbital resonance and the substrate Fermi level. We
demonstrate our method and assess a few GW -based approximations using two well-studied systems, benzene
adsorbed on the Al (111) and on the graphite (0001) surfaces.

I. INTRODUCTION

Interfaces formed by molecules adsorbed on metal-
lic substrates are central to a number of applica-
tions in nanoscience1, such as photovoltaics2 and
optoelectronics3. Unlike bulk materials, interfaces are
intrinsically heterogeneous, where two different materi-
als interact and yield properties that are not present in
the bulk. For instance, interface dipoles are formed, as a
result of bonding and the change in electron density com-
pared to the isolated molecule/substrate limit4. From an
electronic structure theory perspective, these effects are
mainly due to one-body interactions at the interface, in
the sense that electron-electron correlation does not play
a dominant role. Therefore, typical local and semi-local
functionals in density functional theory (DFT)5 can yield
accurate results for aforementioned properties6. How-
ever, there are also other interfacial properties that ex-
plicitly depend on the electron correlation across the in-
terface, with one prominent example being the energy
level alignment7 - how molecular frontier resonances are
aligned with the Fermi level of the substrate. This is
because the substrate serves as a dielectric media that
effectively screens the Coulomb interaction within the
molecule, which renormalizes the gap between frontier or-
bitals of the adsorbate compared to the isolated molecule
limit. This is the so-called “image-charge effect”7–9 that
requires beyond-DFT treatments10. Physically, the level
alignment determines the charge-transfer barrier across
the interface11 and hence affects the interfacial dynamics
such as charge transport12. Accurate characterization of
the energy level alignment is then crucial for fundamental
understanding of material and device properties.

A formally rigorous approach to calculate the level
alignment is many-body perturbation theory (MBPT),
as the energy levels of interest at the interface are in
fact quasiparticle energy levels, i.e., particle-like charged

excitation levels in an interacting system, conceptually
different from the Kohn-Sham (KS) energy levels in
DFT. Quantitatively, local and semi-local functionals of-
ten underestimate the level alignment by about 1 eV or
more7,10, leading to large errors in the prediction of in-
terfacial electronic structure and dynamics12. Within the
framework of MBPT, the GW approximation (G is the
Green’s function and W is the screened Coulomb inter-
action) to the self-energy is often employed, as the first-
order perturbation correction to the KS eigenvalues13,14.
With significant advancements in algorithms15,16 and
computer hardwares, GW has been proved very suc-
cessful for small systems such as molecules17 and bulk
solids18. Still, with the large system size and the het-
erogeneity, molecule-substrate interfaces remain compu-
tationally challenging for GW .

A historically useful approach to treat large systems
is the embedding theory19, where a small subsystem of
interest is typically treated explicitly or with higher ac-
curacy and the effect of its environment is taken into ac-
count in an implicit and efficient manner with typically
lower accuracy. Embedding theory has been successfully
applied to wavefunction20,21 and density functional22,23

based approaches, mostly for the purpose of computing
total energy related properties. Embedding formalisms
are particularly suitable for cases in which the physical
focus is on a small portion of the entire system and the
system/environment are naturally partitioned and de-
fined, such as adsorbate on substrates24 and molecules
in solvent25. Weakly coupled molecule-metal interfaces
that we study in this work are such cases: the nature
of the frontier orbitals of the adsorbate typically carries
more chemical meanings for material and device proper-
ties than those of the substrate26,27, as the substrate is
often used to provide support to and tune the property
of the adsorbed molecule. Therefore, it is meaningful to
leverage the idea of embedding for efficient calculations
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of the quasiparticle electronic structure at weakly cou-
pled molecule-metal interfaces, which is the primary goal
in this work.

For weakly coupled molecule-metal interfaces, orbital
hybridizations at the interface are negligible, and the
metallic substrate mainly provides a dielectric environ-
ment for the adsorbate28–32, therefore we term our ap-
proach dielectric embedding GW . This embedding idea
was first proposed in Ref. 28, in the context of MoSe2-
bilayer graphene interface. However, in Ref. 28, the
local-field effect is neglected, and the simulation cell of
the adsorbate shares the same dimension along the z
(surface normal) direction as the interface. Here, we
move forward by considering the physical coverage of
the molecular adsorbate hence capturing the local-field
effect exactly, and embed the substrate dielectric effect
into a simulation cell of a much smaller size along z (see
Fig. 1), further reducing the computational cost. This
is achieved via a real-space truncation of the substrate
KS polarizability, a reverse procedure of the real-space
mapping that we developed in Ref. 32. Additionally,
In prior works such as Refs. 28,30,32,33, the difference
between self-energies calculated using the Hybertsen-
Louie generalized plasmon-pole (GPP) model14 and
the static Coulomb-hole-screened-exchange (COHSEX)
approximation34 is assumed to be the same for the iso-
lated molecule and for the adsorbate within the interface,
to accommodate the difference between plasmon poles of
the molecule and the interface. Here, we take a different
approach by directly using the plasma frequency of the
interface in the adsorbate self-energy calculation using
the GPP model, avoiding GW calculations of the inter-
face as well as the intrinsic inaccuracies of COHSEX.
As a proof of concept, we demonstrate the feasibility of
our approach using well-studied while experimentally rel-
evant systems7,35, benzene adsorbed on the Al (111) and
on the graphite (0001) surfaces. We assess our approach
by comparing results obtained from different levels of ap-
proximation within the GW framework.

This paper is structured as follows. In Sec. II we
describe our method in detail, especially the dielectric
embedding technique and the use of the interface plasma
frequency in adsorbate calculations. In Sec. III we dis-
cuss our results by comparing level alignments calculated
using different levels of theory. Sec. IV is devoted to dis-
cussions and we conclude in Sec. V.

II. METHODOLOGY

Our goal is to deduce the energy level alignment for
the interface based on a dielectric embedding GW calcu-
lation of the molecular adsorbate alone. There are three
issues to address: (1) the substrate dielectric effect needs
to be embedded into the adsorbate simulation cell; (2)
in a GPP calculation, the plasmon poles of the adsor-
bate are in general different from those of the interface,
which needs to be taken into account; and (3) in the self-

energy calculation of the interface, some matrix elements
of Σ (self-energy) involve the screened Coulomb interac-
tion between orbitals localized on the adsorbate and or-
bitals localized on the substrate. However, in an embed-
ding adsorbate-only calculation, there are no substrate
orbitals. In this work, we neglect these contributions to
the self-energy for weakly coupled molecule-metal inter-
faces, by assuming no spatial overlap between adsorbate
and substrate orbitals. This is justified by the accuracy
of the results. We address the first two issues in this
section.

A. Embedding the Dielectric Effect of the Substrate into
the Simulation Cell of the Adsorbate

One of the major bottlenecks for large-scale GW cal-
culations is the non-interacting KS polarizability χ0

within the random-phase approximation (RPA), which
has a formal scaling of O(N4) with N the number of
KS orbitals15. It is not only CPU-intensive, but also
memory-intensive, given the fact that typically thousands
of unoccupied orbitals are required to converge the re-
sults. In Ref. 32, we developed an approach to break
down this χ0 calculation into smaller and affordable ones
for the building blocks of the interface: the periodic
molecular layer and the periodic substrate. Since the
χ0 is additive in real space for weakly coupled interfaces,
here we consider the sum of the adsorbate χ0 and the
substrate χ0 around the region of the molecular adsor-
bate:

χ̃0
tot ≈ χ̃0

sub + χ0
mol. (1)

This approximation holds for weakly coupled molecule-
substrate interfaces, as shown in Refs. 31,32. Here all
quantities are defined in the simulation cell of the adsor-
bate. χ̃0

tot is the effective polarizability that the adsor-
bate would “feel” in the interface, χ̃0

sub is the polarizabil-
ity of the substrate truncated into the adsorbate simu-
lation cell, and χ0

mol is the polarizability of the periodic
molecular layer.

Fig. 1 shows schematically an overview and the work-
flow of our approach. In (a), the total interface system
containing both the adsorbed molecule and the substrate
is shown, with KS polarizability χ0

tot. The molecular res-
onance is determined as the peak in the projected density
of states (PDOS), with its GW self-energy calculated us-
ing 〈φtoti |Σ[GtotW tot]|φtoti 〉. Here, |φtoti 〉 is an orbital of
the interface at the PDOS peak that resembles a molec-
ular frontier orbital. The self-energy Σ depends on Gtot

and W tot, where Gtot is the Green’s function of the in-
terface and W tot is the screened interaction, defined as
W tot = ε−1v with v the bare Coulomb interaction op-
erator. The inverse dielectric function, ε−1 is calculated
using15 ε−1 = [1 − vχ0

tot]
−1. The main idea in our ap-
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(a)

(e)(d)

�0
tot<latexit sha1_base64="InxchFkZlYDzrrRY0SueLPQUmyM=">AAAB+XicbZDLSsNAFIYnXmu9RV26GSyCq5KIoMuiG5cV7AWaGCbTSTt0ZhJmTgol9E3cuFDErW/izrdx2mahrT8MfPznHOacP84EN+B5387a+sbm1nZlp7q7t39w6B4dt02aa8paNBWp7sbEMMEVawEHwbqZZkTGgnXi0d2s3hkzbXiqHmGSsVCSgeIJpwSsFbluQIf8yYuKQEsMKUwjt+bVvbnwKvgl1FCpZuR+Bf2U5pIpoIIY0/O9DMKCaOBUsGk1yA3LCB2RAetZVEQyExbzzaf43Dp9nKTaPgV47v6eKIg0ZiJj2ykJDM1ybWb+V+vlkNyEBVdZDkzRxUdJLuyJeBYD7nPNKIiJBUI1t7tiOiSaULBhVW0I/vLJq9C+rPuWH65qjdsyjgo6RWfoAvnoGjXQPWqiFqJojJ7RK3pzCufFeXc+Fq1rTjlzgv7I+fwBUseTcg==</latexit><latexit sha1_base64="InxchFkZlYDzrrRY0SueLPQUmyM=">AAAB+XicbZDLSsNAFIYnXmu9RV26GSyCq5KIoMuiG5cV7AWaGCbTSTt0ZhJmTgol9E3cuFDErW/izrdx2mahrT8MfPznHOacP84EN+B5387a+sbm1nZlp7q7t39w6B4dt02aa8paNBWp7sbEMMEVawEHwbqZZkTGgnXi0d2s3hkzbXiqHmGSsVCSgeIJpwSsFbluQIf8yYuKQEsMKUwjt+bVvbnwKvgl1FCpZuR+Bf2U5pIpoIIY0/O9DMKCaOBUsGk1yA3LCB2RAetZVEQyExbzzaf43Dp9nKTaPgV47v6eKIg0ZiJj2ykJDM1ybWb+V+vlkNyEBVdZDkzRxUdJLuyJeBYD7nPNKIiJBUI1t7tiOiSaULBhVW0I/vLJq9C+rPuWH65qjdsyjgo6RWfoAvnoGjXQPWqiFqJojJ7RK3pzCufFeXc+Fq1rTjlzgv7I+fwBUseTcg==</latexit><latexit sha1_base64="InxchFkZlYDzrrRY0SueLPQUmyM=">AAAB+XicbZDLSsNAFIYnXmu9RV26GSyCq5KIoMuiG5cV7AWaGCbTSTt0ZhJmTgol9E3cuFDErW/izrdx2mahrT8MfPznHOacP84EN+B5387a+sbm1nZlp7q7t39w6B4dt02aa8paNBWp7sbEMMEVawEHwbqZZkTGgnXi0d2s3hkzbXiqHmGSsVCSgeIJpwSsFbluQIf8yYuKQEsMKUwjt+bVvbnwKvgl1FCpZuR+Bf2U5pIpoIIY0/O9DMKCaOBUsGk1yA3LCB2RAetZVEQyExbzzaf43Dp9nKTaPgV47v6eKIg0ZiJj2ykJDM1ybWb+V+vlkNyEBVdZDkzRxUdJLuyJeBYD7nPNKIiJBUI1t7tiOiSaULBhVW0I/vLJq9C+rPuWH65qjdsyjgo6RWfoAvnoGjXQPWqiFqJojJ7RK3pzCufFeXc+Fq1rTjlzgv7I+fwBUseTcg==</latexit><latexit sha1_base64="InxchFkZlYDzrrRY0SueLPQUmyM=">AAAB+XicbZDLSsNAFIYnXmu9RV26GSyCq5KIoMuiG5cV7AWaGCbTSTt0ZhJmTgol9E3cuFDErW/izrdx2mahrT8MfPznHOacP84EN+B5387a+sbm1nZlp7q7t39w6B4dt02aa8paNBWp7sbEMMEVawEHwbqZZkTGgnXi0d2s3hkzbXiqHmGSsVCSgeIJpwSsFbluQIf8yYuKQEsMKUwjt+bVvbnwKvgl1FCpZuR+Bf2U5pIpoIIY0/O9DMKCaOBUsGk1yA3LCB2RAetZVEQyExbzzaf43Dp9nKTaPgV47v6eKIg0ZiJj2ykJDM1ybWb+V+vlkNyEBVdZDkzRxUdJLuyJeBYD7nPNKIiJBUI1t7tiOiSaULBhVW0I/vLJq9C+rPuWH65qjdsyjgo6RWfoAvnoGjXQPWqiFqJojJ7RK3pzCufFeXc+Fq1rTjlzgv7I+fwBUseTcg==</latexit>
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+
�0
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folding

Real-space truncation

�̃0
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x y

z

FIG. 1. An overview and the workflow of the dielectric em-
bedding GW approach. (a’) is the simulation cell where GW
self-energies of the adsorbate frontier orbitals are calculated.
Here the molecule “feels” a dielectric environment of the sub-
strate, denoted by the gray background. (a’) is an embedded
version of the full interface (a), which is more computation-
ally demanding and is what we aim to avoid in this work. (c)
and (d) are the two systems for which χ0 needs to be calcu-
lated using the standard RPA formula, which is much more
affordable than (a). For other details, see text.

proach is to write

〈φtoti |Σ[GtotW tot]|φtoti 〉 ≈ 〈φmol
i |Σ[GtotW tot]|φmol

i 〉
≈ 〈φmol

i |Σ[GmolW̃ tot]|φmol
i 〉 .

(2)

The first line is the so-called “molecular projection” ap-
proximation developed and used in Refs. 33,36, which
has been shown to be accurate for many weakly coupled
molecular resonances on metallic substrates. In the sec-
ond line of Eq. (2), we further propose to calculate every
quantity in the simulation cell containing just the ad-
sorbate, with an effective screened Coulomb interaction
W̃ tot such that the dielectric effect of the substrate is
taken into account. This is schematically shown in Fig.
1(a’), where the gray background shows that the dielec-
tric environment that the molecule “feels” is χ̃0

tot instead
of merely χ0

mol. The tilde means a quantity truncated
in real space to a smaller simulation cell. In this way,
the dielectric effect of the substrate is “embedded” into
the simulation cell of the adsorbate, which can be much
smaller in size than the interface simulation cell.

We note in passing that in the second line of Eq. (2),
matrix elements involving the screened Coulomb interac-
tion between the molecular orbital |φmol〉 and the inter-
face orbitals that are localized on the substrate (terms
that are in Gtot but not included in Gmol) are neglected,

compared to the first line of Eq. (2). Although this ap-
proximation needs further investigation for general cases,
we argue that the contributions from such terms are small
if the spatial overlap between the adsorbate and the sub-
strate orbitals is small. This is justified by the results for
the two systems studied in this paper.

As we discussed in Eq. (1), the χ̃0
tot in Fig. 1(a’) is

further approximated as the sum of the KS polarizabil-
ities of the periodic molecular layer, χ0

mol in Fig. 1(c),
and that of the substrate truncated to the adsorbate sim-
ulation box, χ̃0

sub in Fig. 1(b). The χ0
mol can be calcu-

lated using the standard RPA approach as implemented
in BerkeleyGW15. The χ̃0

sub is truncated in real space
from that of the substrate supercell, χ̄0

sub in Fig. 1(e).
The dimensions of Fig. 1(e) and Fig. 1(c) along the ex-
tended directions (xy) need to be the same as those in
the interface system in Fig. 1(a), in order to capture the
local-field effects exactly. We truncate the χ̄0

sub in real
space to a region that is denoted by the gray area with
the red border, whose size needs to be consistent with
that of Fig. 1(c), the isolated periodic molecular layer.
We choose a truncation region centered around the ad-
sorbate (as if it is in the interface) along the z direction.
The size of Fig. 1(b)(c) along the z direction needs to
be large enough to account for the long-range screened
Coulomb interaction across the interface. It practically
means that the truncation region should extend to a few
Angstroms below the top atomic layer of the substrate if
the substrate is metallic, a point to be further elaborated
below. This real-space truncation is technically realized
via a reverse procedure of the real-space mapping tech-
nique that we developed in Ref. 32. Finally, the quantity
χ̄0
sub in Fig. 1(e) can be efficiently and exactly calculated

via a reciprocal-space folding procedure from a unit cell
of the substrate, as in Fig. 1(d), following Refs. 31,32.
This is because with periodic boundary conditions, Fig.
1(d) and Fig. 1(e) describe the same physical system and
contain the same amount of information in the KS polar-
izability. The χ0

sub of the substrate unit cell in Fig. 1(d)
can be calculated using the standard RPA approach as
implemented in BerkeleyGW15.

After χ̃0
tot is calculated in Fig. 1(a’), the W̃ tot in

Eq. (2) is calculated via W̃ tot = ε̃−1v with ε̃−1 =
[1 − vχ̃0

tot]
−1. With the effective dielectric function, the

embedding self-energy calculations are performed using
the standard approach as implemented in BerkeleyGW15.

B. Using the Plasma Frequency of the Interface in the
Embedding Calculation

For a meaningful comparison between the second and
the third expressions in Eq. (2), besides the difference
in G, another factor needs to be considered: the posi-
tions of the plasmon poles are different for the interface
and for the adsorbate, when the GPP model is used for
the frequency dependence of the dielectric function. The
full-frequency calculations are free of this issue, but the
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computational cost would be roughly Nf times that of a
GPP calculation with Nf the number of frequency grids
used. We limit our discussions to the Hybertsen-Louie
GPP model14 in this work.

To accommodate the difference in the plasmon poles,
Ref. 28 assumed that the difference between the self-
energies calculated using the GPP and the COHSEX is
the same for the interface in the large simulation cell
and for the adsorbate in the small simulation cell. How-
ever, this approximation is not fully justified for a broad
range of systems. Here, we take a different approach,
by directly using the plasma frequency of the interface
in embedding self-energy calculations of the adsorbate.
We start our discussion from the definition of the plasma
frequency14,15,37

Ω2
GG′(q) = ω2

p

(q + G) · (q + G′)

|q + G|2
ρ(G−G′)

ρ(0)
. (3)

Here, ω2
p = 4πρ(0)e2/m is the classical plasma frequency.

Because the volume and the number of electrons are dif-
ferent for the adsorbate simulation cell and for the inter-
face simulation cell, ρ(0) and ω2

p are different for the two

systems. In this work, in the calculation of Ω2
GG′(q)

for the embedded adsorbate, we use the ω2
p and the

ρ(G − G′)/ρ(0) values from the interface system. In
other words, we modify the plasma frequencies in the
embedding calculation to those of the interface38.

The GPP mode frequency, the pole appearing in
the self-energy expression, is defined as15 ω̃2

GG′(q) =
|λGG′(q)|/ cosφGG′(q), with the amplitude and the
phase defined by

|λGG′(q)|eiφGG′ (q) =
Ω2

GG′(q)

δGG′ − ε̃−1GG′(q; 0)
, (4)

where Ω2
GG′(q) is given by Eq. (3) and we have changed

the ε in the original expression by ε̃ in Eq. (4) above,
defined at the end of Sec. II A. Note that in Eq. (4),
although ω2

p and ρ(G−G′)/ρ(0) in the Ω2
GG′(q) expres-

sion are from the interface as we discussed above, the
ε̃−1GG′(q; 0) from the embedded adsorbate is not neces-

sarily identical to ε−1GG′(q; 0) that is directly calculated
for the interface. This introduces discrepancy in the
GPP mode frequency ω̃2

GG′(q) and therefore the poles
in the embedding calculation are not exactly at the same
positions as those in the interface. However, because
ε−1GG′(q; 0) is typically much less than 1 for small G = G′,
especially for the systems studied here, we expect the
numerical error is not significant. We assess the perfor-
mance of this approach using numerical results below,
and leave further detailed studies on this approximation
and its consequences as future work.

III. RESULTS

A. The Systems and Computational Details

As a proof of principle, we demonstrate our approach
using two experimentally and theoretically well-studied
weakly coupled molecule-metal interfaces, benzene ad-
sorbed on the Al (111) surface35 and benzene adsorbed
on the graphite (0001) surface39. We choose these sys-
tems because results from prior GW calculations are
available7,32, which are helpful in assessing our approach
compared to other GW -based approximations. Addition-
ally, the adsorbate and the adsorption height are the
same for both interfaces and the difference in results
could imply the difference in the effect of the substrate.
The systems are shown in Fig. 2.

33 Å33 Å 11 Å 11 Å

11.46 Å 7.35 Å

11.46 Å 7.35 Å

(a) (b)

x y

z

FIG. 2. (a) Benzene adsorbed on Al (111) surface. (b) Ben-
zene adsorbed on graphite (0001) surface. In both cases, The
benzene molecule is sitting flat at 3.24 Å above the surface,
and we embed the dielectric environment of the substrate into
a periodic simulation cell (the gray area with a red border)
containing just the adsorbate atoms, with the xy dimensions
being the same as the interface and the z dimension being
1/3 of that of the interface, centered at the molecule. For the
purpose of comparison, we choose an embedding region that
has the same length along z for the two interfaces.

For the first system, a benzene molecule is adsorbed at
3.24 Å above the Al (111) surface, and the Al substrate
is modeled by 4 atomic layers with each layer containing
4×4 Al atoms. A 4×4×1 k-mesh is used. The geometry
is taken from Ref. 40. For the second system, a ben-
zene molecule is adsorbed at 3.24 Å above the graphite
(0001) surface, and the graphite substrate is modeled by
4 atomic layers with each layer containing 3× 3 graphite
unit cells (18 carbon atoms). A 6× 6× 1 k-mesh is used.
The geometry is taken from Ref. 7. For both systems,
periodic boundary conditions are used in all directions,
and the size of the interface cell along the z direction
is 33 Å, with about 20 Å vacuum. The atomic coor-
dinates of the molecule are fully relaxed, while the sub-
strate atoms are kept fixed in their bulk geometry, so that
the reciprocal-space folding for χ0

sub is exact. A kinetic
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cutoff of 50 Ry is used in the DFT calculations of both
systems, which are performed in Quantum ESPRESSO41,
using the Perdew-Burke-Ernzerhof (PBE) functional42.
All GW calculations are performed in BerkeleyGW15, at
the G0W0 level based on the PBE starting point.

The GW calculation starts with the substrate unit cell
[Fig. 1(d)]. The unit cell of the Al (111) surface is mod-
eled by 4 layers with 1 atom on each layer and a 16×16×1
k-mesh. The unit cell of the graphite (0001) surface is
modeled by 4 layers with 2 carbon atoms on each layer
and a 18 × 18 × 1 k-mesh. A dielectric cutoff of 5 Ry
(10 Ry) is used in the polarizability calculation of the
Al (graphite) surface. This dielectric cutoff we use cor-
responds to about 5000 bands in the interface systems.
We use a Coulomb truncation43 along the z direction
in the polarizability and self-energy calculations. After
that, the reciprocal-space folding to obtain χ̄0

sub in the
substrate supercell [Fig. 1(e)] follows the procedure de-
scribed in Ref. 32. Then, χ̄0

sub is truncated in real space
to obtain χ̃0

sub in Fig. 1(b), following what we discussed
in Sec. II A. For the systems we studied in this work, χ̄0

sub

is truncated into a cell that extends to 5.5 Å above/below
the adsorbed molecule, with the same xy dimensions as
the interface system (see Fig. 2). For the purpose of
comparison, we choose an embedding region that has the
same length along z for the two interfaces. After the real-
space truncation, we combine the truncated χ̃0

sub and
the χ0

mol of the isolated periodic molecular layer, with
the latter calculated using the standard RPA approach
in BerkeleyGW15. The result is χ̃0

tot as we show in Fig.
1(a’). Finally, the χ̃0

tot is inverted to obtain ε̃−1 in this
embedded small simulation cell, followed by self-energy
calculations. We emphasize that this small adsorbate
simulation cell uses the same periodic boundary condi-
tions and the slab Coulomb truncation43 as the interface.

B. Comparison of Results from Different Levels of
Approximation

In this section, we compare the GW corrections to
PBE level alignments, ∆EHOMO and ∆ELUMO (HOMO:
highest occupied molecular orbital; LUMO: lowest un-
occupied molecular orbital), for the two interfaces we
study. The GW -predicted HOMO (LUMO) level align-
ment is simply the HOMO (LUMO) peak position in the
PBE PDOS shifted down (up) by ∆EHOMO (∆ELUMO).
Based on Eq. (2), we compare these quantities cal-
culated from four levels of GW -based approximation:
(A) GW self-energy calculation for the interface or-
bitals that correspond to the molecular resonances,
〈φtoti |Σ[GtotW tot]|φtoti 〉; (B) molecular projection GW ,
〈φmol
i |Σ[GtotW tot]|φmol

i 〉, as developed in Refs. 33,36;
(C) dielectric embedding GW developed in this work,

〈φmol
i |Σ[GmolW̃ tot]|φmol

i 〉, with all quantities calculated
in the adsorbate simulation cell [Fig. 1(a’)] that is much
smaller in z than the interface cell. As a direct compari-
son to (C), we perform another dielectric embedding GW

TABLE I. Comparison of results from different levels of ap-
proximation. Shown are ∆EHOMO and ∆ELUMO in eV, the
GW corrections to PBE level alignments. ∆gap is the gap
change in GW compared to PBE, i.e., ∆gap= ∆EHOMO +
∆ELUMO. Method (A): GW self-energy calculation for the in-
terface, 〈φtot

i |Σ[GtotW tot]|φtot
i 〉. Method (B): molecular pro-

jection GW , 〈φmol
i |Σ[GtotW tot]|φmol

i 〉, as developed in Refs.
33,36. Method (C): dielectric embedding GW developed in

this work, 〈φmol
i |Σ[GmolW̃ tot]|φmol

i 〉, with all quantities calcu-
lated in the adsorbate simulation cell [Fig. 1(a’)] that is much
smaller in z than the interface cell. Method (D): same as (C),
but with all quantities calculated in the interface cell without
the real-space truncation of substrate polarizability. All GW
calculations use the Hybertsen-Louie GPP model14.

Method
Benzene on Al (111) Benzene on graphite (0001)

∆EHOMO ∆ELUMO ∆gap ∆EHOMO ∆ELUMO ∆ gap

(A) 0.72 0.36 1.08 1.34 0.72 2.06

(B) 0.74 0.99 1.73 1.40 0.39 1.79

(C) 0.99 0.90 1.89 1.61 0.04 1.65

(D) 1.01 1.05 2.06 1.51 0.15 1.66

calculation (D), but with all quantities calculated in the
interface cell, i.e., without the real-space truncation of
the supercell substrate polarizability χ̄0

sub. The periodic
molecular layer is then placed in the same simulation cell
as the interface. In other words, the gray area in Fig. 2
spans the entire interface simulation cell. The difference
between (C) and (D) is then solely due to the real-space
truncation of χ̄0

sub. The difference between (B) and (D) is
due to the screened Coulomb interactions between adsor-
bate orbitals and substrate orbitals. We show the results
in Table I and describe details of each method below.

For method (A), direct GW self-energy calculation
of the interface system, we first find the interface
orbital that most resembles the gas-phase adsorbate
HOMO/LUMO. To do that, we expand the gas-phase
adsorbate HOMO/LUMO using the interface orbitals as
a basis, at the Γ point: |φmol

µ 〉 =
∑
i |φtoti 〉 〈φtoti |φmol

µ 〉,
where µ=HOMO or LUMO of the isolated periodic
molecular layer at the Γ point, calculated in the same
simulation cell as the interface. Then we identify the
|φtoti 〉 with the largest | 〈φtoti |φmol

µ 〉 |2 as the interface or-
bital that most resembles the adsorbate HOMO/LUMO,
i.e., the molecular resonance. Its energy is very close to
the PDOS peak and the difference is mainly due to the k-
averaging in PDOS calculations. Then we carry out GW
self-energy calculations for these interface orbitals, us-
ing 〈φtoti |Σ[GtotW tot]|φtoti 〉. The self-energy corrections
to the PBE eigenvalues of |φtoti 〉 are reported in Table I.
For weakly coupled molecule-metal interfaces, there is of-
ten one |φtoti 〉 whose expansion coefficient is significantly
larger than others, so the molecular resonance is well-
defined.

For method (B), the molecular projection GW , we fol-
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low the procedure outlined in Refs. 33,36. For complete-
ness and the purpose of comparison, we briefly describe
the approach here. First we compute the expectation
value 〈φmol

i |Htot|φmol
i 〉, where i=HOMO or LUMO of the

isolated periodic molecular layer at the Γ point. Htot

is the KS Hamiltonian of the interface system. We use
this value as the mean-field starting point for subsequent
GW self-energy calculation, instead of the PBE eigen-
value of |φtoti 〉 as in method (A). Similarly, the exchange-
correlation (XC) contribution involved in the GW self-
energy calculation is evaluated using 〈φmol

i |V tot
xc |φmol

i 〉,
where V tot

xc is the XC potential of the interface sys-
tem. Although the same Gtot and W tot are used here
as in method (A), the expectation value of Σ on the
HOMO/LUMO of the isolated molecular layer is calcu-
lated: 〈φmol

i |Σ[GtotW tot]|φmol
i 〉. This difference in the or-

bital for which the expectation value of Σ is calculated,
as well as the difference in the mean-field energy and XC
energy, contribute to the difference in self-energy correc-
tions from those calculated using method (A), which we
report in Table I. Note that when the GPP14 model is
used in the self-energy calculation, the plasmon poles are
calculated based on the interface system, consistent with
Gtot.

Before we continue the discussion of embedding GW ,
we would like to point out that there seems to be no
definitive conclusion whether method (A) or method (B)
should be considered “the benchmark G0W0” for the
molecular frontier resonances in a generic molecule-metal
interface. This is because both (A) and (B) involve ap-
proximations that are of similar quality: method (A)
assumes that the mean-field interface orbital is a good
approximation to the quasiparticle orbital of the molecu-
lar resonance, hence uses |φtoti 〉 as the mean-field starting
point for G0W0; method (B) assumes that the mean-field
isolated adsorbate orbital is a good approximation to the
quasiparticle orbital of the molecular resonance, hence
uses 〈φmol

i |Htot|φmol
i 〉 as the mean-field starting point

and calculates the expectation of Σ on |φmol
i 〉. There-

fore, whether (A) or (B) leads to better agreement with
experiment is in fact system-dependent. From Table I,
we can see that (A) and (B) generally agree on HOMO
of benzene, but not on LUMO, for both interfaces. This
is physically because in both interfaces, HOMO is a bet-
ter defined resonance, characterized by a narrower peak
in PDOS than LUMO. We also note that method (B)
should be the proper benchmark for comparison of the
dielectric embedding GW approach that we develop in
this work, because they make the same assumption and
calculate the same expectation value of Σ on |φmol

i 〉 [see
Eq. (2)].

For the dielectric embedding GW , method (C) and
method (D), we follow the procedure as described in Sec.
II and Sec. III A. Since the only difference here is whether
or not the real-space truncation of substrate χ̄0

sub is per-
formed, the difference in results reflects the effectiveness
of the truncation. From Table I we can see that the
truncation only results in minor differences on the or-

TABLE II. Comparison of dielectric embedding GW results,
calculated using COHSEX with the real-space truncation of
χ̄0
sub (in a small adsorbate cell) and without the real-space

truncation of χ̄0
sub (in the large interface cell). Shown are

∆EHOMO and ∆ELUMO in eV. Note that COHSEX shifts
LUMO of benzene on graphite downwards (unphysical) in-
stead of upwards.

real-space χ̄0
sub Benzene on Al Benzene on graphite

truncation ∆EHOMO ∆ELUMO ∆EHOMO ∆ELUMO

Yes 2.55 0.18 3.44 -0.64

No 2.55 0.18 3.52 -0.52

der of 0.1 eV based on the GPP model. Additionally,
we note that the error is largely from the difference in
the plasmon poles: one way to see this is through the
results obtained using COHSEX34, where the effect of
the plasma frequency is absent since the static dielectric
function is used. Such a comparison is shown in Table
II. The GPP counterpart of first (second) row of Table II
is simply method (C) [(D)] in Table I. We note that for
the Al (111) surface, this truncation does not introduce
any error, but for the graphite (0001) surface, the error
is less than 0.1 eV. This small error is possibly due to
the layered nature of graphite, and the truncation is not
deep enough in real space (see Fig. 2).

For a comparison of all the four methods we used in
Table I, one can see that in general the dielectric embed-
ding methods [(C) and (D)] are in agreement with the
molecular projection approach [method (B)] for all cases
considered, with about 0.2-0.3 eV error. Note that ex-
perimental techniques to measure level alignments, such
as the (inverse) photoemission spectroscopy, have error
bars and sometimes large widths in the peak. Therefore,
for the purpose of verifying, explaining, and predicting
level alignment at molecule-metal interfaces in compari-
son with experiments, we believe that the dielectric em-
bedding approach presented here is reliable and useful.
This is especially the case when considering that the com-
putational cost of such embedding calculations is only a
fraction of that of direct GW [method (A)] or molecular
projection GW [method (B)] due to the use of a much
smaller simulation cell.

We comment that it is critical to use the interface
plasma frequency in the embedding GW calculation, as
we discussed in Sec. II B. As a comparison, if we per-
form dielectric embedding GW calculations based on the
GPP model using the plasma frequency of the adsorbate,
both the gap and the level alignments are not accurate.
This is regardless of whether we perform the real-space
truncation of the substrate polarizability or not. For in-
stance, for the benzene on the Al (111) system, using
the plasma frequency of the adsorbate, the ∆EHOMO is
0.57 eV (0.42 eV) with (without) the χ̄0

sub truncation,
and the ∆ELUMO is 1.01 eV (1.08 eV) with (without)
the χ̄0

sub truncation. These results are in sharp contrast
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to those reported in Table I, especially for HOMO. They
are also very different from the direct GW and molecular
projection GW results.

IV. DISCUSSIONS

We discuss the advancements and current limitations
of our approach, and do so in a manner echoing the three
issues that we listed at the beginning of Sec. II for a
successful dielectric embedding GW approach. First, we
showed using both GPP and COHSEX results that it is
possible to embed the substrate dielectric effect into a
much smaller simulation cell containing just the adsor-
bate, which greatly reduces the computational cost. The
dielectric embedding is achieved via a real-space trunca-
tion of the substrate χ0, followed by a summation of the
truncated substrate χ0 and the periodic molecular χ0.
For simple metals whose Thomas-Fermi screening length
is short, we expect that this truncation works very well,
such as the Al (111) case shown in this work. However, in
the other limit, for semiconductors in which the dielectric
screening decays very slowly as distance, the real-space
truncation proposed here might become problematic, and
is worth of scrutinization on a case-by-case basis. An
effective real-space truncation is needed to successfully
extend this approach to semiconductor substrates.

Second, we recognize that full-frequency GW calcula-
tions are still computationally challenging for the dielec-
tric embedding. We have verified that a full-frequency
treatment in the reciprocal-space folding of substrate χ0

is indeed practically feasible and straightforward, since
it only involves G-vector matching and scales linearly
with respect to the number of frequency grids. It is the
real-space truncation of substrate χ0 that is currently
prohibitive for a full-frequency treatment due to its high
computational cost. Future developments on algorithms
for an efficient real-space truncation are needed to enable
full-frequency dielectric embedding. At present, we have
to focus on and employ the GPP model for the dielectric
function. It is then critical to use the interface plasma
frequency in the embedding calculation of the molecu-
lar adsorbate, so that the GW self-energy could reflect
the physical level alignment at the interface. There is,
however, a small caveat here. As we pointed out in the
discussion of Eq. (4), we use the interface plasma fre-
quency, but the GPP mode frequency is still not exactly
the same as that used in the interface GW calculation,
due to the difference in ε−1GG′ in the denominator of Eq.
(4). Future work is therefore desired to study the quality
of this approximation in more detail. One possible way is
to check the extent to which the generalized f -sum rule is
violated, which is the underlying principle that the GPP
model is based on14.

Third, because we focus on weakly coupled molecule-
metal interfaces in this work, in the self-energy cal-
culations, we have neglected the terms arising from
the screened Coulomb interactions between the iso-

lated adsorbate orbitals and interface orbitals that
are localized on the substrate. In other words,
if we compare the second and the third expres-
sions in Eq. (2), we have neglected terms like∫ ∑

j φ
mol∗
i (r′)φsub∗j (r′)φsubj (r)φmol

i (r)W (r, r′;ω) drdr′ in
the self-energy calculation in the dielectric embedding
GW approach. The numerical difference between re-
sults obtained from method (B) and method (D) in Ta-
ble I is a reflection of such contributions. In general,
the more a molecular orbital is hybridized with substrate
orbitals, the more important these contributions will be-
come. Since W (r, r′;ω) decays as |r − r′| increases, we
expect that such contributions are only important for the
screened Coulomb interaction between adsorbate molecu-
lar orbitals and substrate orbitals that are localized near
the top surface. In the limit of negligible orbital hy-
bridization upon adsorption (physically, this is the case
for interfaces with a large adsorption height), we expect
that such contributions vanish and the dielectric embed-
ding becomes exact.

V. CONCLUSION

Accurate and efficient calculations of quasiparticle
properties at heterogeneous interfaces are in general com-
putationally challenging. In this work, we develop a di-
electric embedding formalism, to confine the expensive
GW calculations within the adsorbate simulation cell
that is much smaller in size than the interface simulation
cell. This is achieved through a real-space truncation
of the substrate polarizability, followed by a summation
of the truncated substrate polarizability with the adsor-
bate polarizability. In order to incorporate the difference
in the plasma frequency between the adsorbate and the
interface, it is key to use the plasma frequency of the in-
terface in embedding GW calculations of the adsorbate.
As a proof of principle, we showed the feasibility and
accuracy of our approach using two well-studied weakly
coupled molecule-metal interfaces, and compared the re-
sults against direct GW calculations of the interface and
the molecular projection GW approach. We showed that
we can achieve similar accuracy at a much smaller com-
putational cost. We believe that our approach paves the
way for future development of embedding formalisms in
the framework of many-body perturbation theory, for a
broad range of heterogeneous interfaces.
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