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Rapid progress in the synthesis and processing of materials with structure on nanometer length
scales has created a demand for greater scientific understanding of thermal transport in nanoscale
devices, individual nanostructures, and nanostructured materials. This review emphasizes
developments in experiment, theory, and computation that have occurred in the past ten years and
summarizes the present status of the field. Interfaces between materials become increasingly
important on small length scales. The thermal conductance of many solid—solid interfaces have been
studied experimentally but the range of observed interface properties is much smaller than predicted
by simple theory. Classical molecular dynamics simulations are emerging as a powerful tool for
calculations of thermal conductance and phonon scattering, and may provide for a lively interplay
of experiment and theory in the near term. Fundamental issues remain concerning the correct
definitions of temperature in nonequilibrium nanoscale systems. Modern Si microelectronics are
now firmly in the nanoscale regime—experiments have demonstrated that the close proximity of
interfaces and the extremely small volume of heat dissipation strongly modifies thermal transport,
thereby aggravating problems of thermal management. Microelectronic devices are too large to
yield to atomic-level simulation in the foreseeable future and, therefore, calculations of thermal
transport must rely on solutions of the Boltzmann transport equation; microscopic phonon scattering
rates needed for predictive models are, even for Si, poorly known. Low-dimensional nanostructures,
such as carbon nanotubes, are predicted to have novel transport properties; the first quantitative
experiments of the thermal conductivity of nanotubes have recently been achieved using
microfabricated measurement systems. Nanoscale porosity decreases the permittivity of amorphous
dielectrics but porosity also strongly decreases the thermal conductivity. The promise of improved
thermoelectric materials and problems of thermal management of optoelectronic devices have
stimulated extensive studies of semiconductor superlattices; agreement between experiment and
theory is generally poor. Advances in measurement methods, e.g.wtimethod, time-domain
thermoreflectance, sources of coherent phonons, microfabricated test structures, and the scanning
thermal microscope, are enabling new capabilities for nanoscale thermal metrolog@0®
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need high thermal conductivity. In others, such as thermal
barriers or thermoelectric materials used for solid-state re-
frigeration, one wants the thermal conductivity to be as small
as possible.

Our discussion emphasizes thermal transport in nonme-
tallic systems, in which heat is transported by phonons.

79Bhonons have a wide variation in frequency, and an even

larger variation in their mean-free-patlisfps). However,

transport and phonon dynamics........... 797 the bulk of the heat is often carried by phonons of large wave
D. What is temperature?. ................... 799 vector, and they have mfps at room temperature of 1-100
E. Transport theory. .. ...................... 800 nm. So in many systems of current interest, the scale of the
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MONOIAYETS. .« v o v e 801 Yond that achievable at the continuum level. So far, no ana-
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transport equatian.................... 802 phonons that will be manifest at these length scales. More-
3. Nanoscale hotspots in devices. ........ 803 over, this equality in length scales raises important concep-
B. Nanostructures with tailored phonon transport tual questions, among which is how to define temperature on
properties. ... 804 the length scale of the phonon wavelength and phonon mfp.
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NANOSTRUCTURED MATERIALS. ......... 806 . . . .
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C. Superlattices: Theory and computation .... 811 level. These methods are also discussed here. Currently, the
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A. Time-domain Thermoreflectance .. ........ 812 may be applied to nanometer structures is based on the
B. Microfabricated probes................... 813 atomic force microscop€AFM). However, AFM measure-
C. Coherent optical methods. . ............... 815 ments are only beginning to provide an understanding of
VI. OUTLOOK. . ..o 816 thermal transport in nanoscale structures; the experimental
Acknowledgments. ............ ... .. 816 field is certainly in its infancy.
References . .......... . i 816 The theory and simulation of nanoscale thermal trans-
port is at a similarly immature stage. The recognition that a
|. INTRODUCTION more detailed theoretical understanding of heat transport

. . . than achievable using Fourier's Law of heat conduction,
Recent advances in synthesis, processing, and mi-

croanalysis are enabling the routine production of well-=—«VT whereQ is the heat flux« the thermal conductiv-
characterized materials with structure that varies on thdly and VT the temperature gradient, has lead to the devel-
length scale of several nanometers. Examples are semico@pment of approaches based on the numerical solutions of
ductor quantum dots and superlattices, polymer nanoconthe Boltzmann transport equatiBTE) and to atomic-level
posites, multilayer coatings, microelectronic and optoelecsimulations of thermal conductivity. Each still requires fur-
tronic devices, and microelectromechanical sensors. Many aher methodological developments and the first systematic
these nanoscale structures already have important commeypplications of these methods to heat transport issues are still
cial applications, while others are studied scientifically. Thebeing refined.

most important devices, in terms of worldwide sales, are the  gjnce interfaces play a critical role in nanoscale thermal

mtegrated <_:|rCU|ts used in comput_er f:II’CUItS and mem_or'e_sfransport, we begin our discussion with a review of experi-
Device engineers have been astonishingly clever at maintain-

ing Moore’s Law, which states that the individual device ments and theory on the transport of heat between two dif-

components get smaller every year. Soon the field-effecti®re€nt materials or between twin or twist boundaries of the

transistors FET) will have a channel length of 100 nm, and S&Me material. In Sec. lll, we focus on thermal transport in
50 nm devices are projected in the near future. In most curMicrofabricated nanostructures and synthetic nanostructures
rent and envisioned applications of nanostructures, thermalf reduced dimension. The related topic of heat transport in
management is a serious issue. In some devices, such Banostructured thin film materials, including superlattices, is
computer processors or semiconductor lasers, one wants &ldressed in Sec. IV. We explore issues associated with me-
get the heat away as efficiently as possible—these systenti®logy and measurement science in Sec. V.
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II. HEAT TRANSPORT AND PHONON DYNAMICS AT A. Thermal conductance of model interfaces

INDIVIDUAL INTERFACES . . .
We consider the thermal conductance of an isolated in-

The idea that an interface should produce a thermal reterface, i.e., an interface that is separated from other inter-

sistance is intuitively appealing, since an interface constifaces by a distance that is large compared to the mean-free-
tutes an interruption in the regular crystalline lattice onPath of the lattice vibrations that dominate heat transport in
which phonons propagate. For an interface between dissimthe material. In this limit, we can ignore coherent superposi-
lar materials, the different densities and sound speeds restien of lattice waves reflected or transmitted by adjacent in-
in a mismatch in the acoustic impedances; this is directijierfaces. Swartz and Pdigive an exhaustive review of ther-
analogous to the mismatch in the refractive indices of twonal boundary resistance, the inverse of interface thermal
optically different materials. The effect that this impedanceconductance, through 1988.
mismatch has on phonon transmission is captured in the The existence of a thermal boundary resistance between
acoustic-mismatcliAM) model. By assuming that no scat- a solid and superfluid helium was first detected by Kapitza in
tering takes place at the interface, and by imposing appropriRef. 4. When the discovery was first made, it was thought
ate stress and displacement boundary conditions at the intehat this resistance was due to some special property of su-
face, the AM model gives the transmission coefficigptfor  perfluid helium. Only later was it realized that such a Kaptiza
phonon energy in materid incident normal to the interface resistanceRy, exists at the interface between any pair of
with materialB as: dissimilar materials. Khalatnikdvdeveloped the acoustic-
mismatch model to explain this thermal resistance. The
acoustic mismatch is extremely large at an interface between
(1)  helium and most ordinary solids because the density and
sound velocity of helium are very much less than for other
materials. While Khalatnikov's theory was able to explain

whereZ = pc is the acoustic impedance, withandp being  the existence of the Kapitza resistance, the valuR,othat
the speed of sound and mass density, respectivelly.the ~ was calculated was between 10 and 100 times larger than
AM model, the interface has no intrinsic properties buttypical experimental values measured at 1-2 K. This indi-
merely joins the two grains. As a consequence a twist graicates that phonons are able to cross the interface substan-
boundary, in which the normals on the two sides of the GBtially more easily than expected.
are crystallographically identical, would incorrectly be pre- Remarkably, the reason for this so-called “anomalous
dicted to have a transmission coefficient of one. transmission” at these low temperatures has still not been
By contrast, in the diffuse mismatdfibM) model it is  established. It was proposed by Challis, Dransfeld, and
assumed that all phonons striking an interface loses memonilks® that the transmission was increased due to the exis-
of where they came from. Then, the probability of beingtence of a compressed layer of helium on the surface of the
scattered to one side of the interface or the other is simplgolid. This layer is formed because of the van der Waals
proportional to the phonon density of states. Thus, as in th@gtraction of helium atoms to a solid surface. An important
AM model, the fraction. of energy transmitted is indepe”demexperiment was performed by Webetral® They measured
of the structure of the interface itsélf. _ the transmission of phonons across the interface between an
While the above two models provide useful referenceyqi_nhalide crystal and helium. Very clean surfaces were
calculations against which to compare experimental res““’?}roduced by cleaving the alkali-halide crystals at low tem-

and for many cases give rathe_r 5|m|Ia_r predictions, neithe erature. For these surfaces no anomalous transmission was
captures the complexity of the interaction between phonon bserved, indicating that the excess transmission must be

and real interfaces. . . .
associated with some sort of surface contamination or de-

As We.W'” see in this sectlpn, the "f“ef"’.‘C“O”S of fects. Olson and PohVerified that the anomalous transmis-
phonons with a single interface still offers significant chal-

lenges to both experiments and theory/simulation. We firsp o between Si and liquid helium directly correlates with an
jncrease in the diffuse phonon scattering.

review experiments on thermal transport across individua Si h K of Web 6 ber of
interfaces, including both the classic Kapitza problem of ah Ince the work o Ie_eer: al, afnum ero a_tten_wpts
superfluid-helium/solid interface and model solid/solid inter-Nave been made to explain how surface contamination can

faces. We point out that spectral methods, involving phonon§ave such a large effect on the transmission. Much of this
of well-defined frequencies and wave vectors, offer thework is reviewed in Refs. 3, 8, and 9. Despite these eff_orts,
promise of providing insights into thermal transport not ac-"° generally accepted theory has emerged. The resolution of
cessible to more traditional experiments. We summarize rethis problem requires more detailed experimental work under
cent atomic-level simulations of thermal conductivity controlled conditions with well-characterized surfaces pre-
through individual interfaces and identify a need for simula-pared and studied under ultrahigh vacuum.

tions of the interaction of individual phonons with interfaces. ~ Of course, while not directly relevant to technical prob-
Finally, we point out that the simulations of thermal conduc-lems of thermal management in nanostructures, the work on
tivity raise fundamental thermodynamics issues concerninguperfluid helium does leave open the possibility that the
the definition of temperature of nonequilibrium nanoscaletransmission of phonons across the interface between two
systems. solids may be substantially affected by a small number of

472
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FIG. 1. Comparison of selected data for interface thermal conducténce:
individual interfaces measured by picosecond thermoreflectdret 10,

Al/Al ,05 (open diamondsand Pb¢-C (filled triangles; (i) conductance of
the a-GeSbTegs/ZnS interface(open triangles from a multilayer sample
(Ref. 14, (iii ) series conductance of the top and bottom interfaces of metal—
SiO,—silicon structuregfilled circles labeled by MOB(Refs. 12 and 18

The solid line is the calculated diffuse mismatch conductance of ADAI
using the Debye model; the dashed line is the theoretical prediction for m
Al/Al ,0; using a lattice-dynamical calculation of a model fcc interface
(Ref. 10. The right axis gives the thickness of a film with

=1lw m* K™* that has the thermal conductance corresponding to the lefiig o (Color) Top: experimentally observed phonon focusing image in

axis. twist-bonded Si with a twist angle of 40 degre@&ef. 17. Each of the two
bonded crystals are 3 mm thick, the width of the image corresponds to 2
mm. Bottom: simulated image. Arrows indicate the crystal orientation rela-

surface defects. The extent to which this occurs has not yéit/e to the p_honon source. Phonon intensities are normalized to the maxi-
been established. mum value in each image.

Some recent data for the thermal conductances of model
solid/solid interfaces are shown in Fig. 1. Surprisingly, near
room temperature, the highest thermal conductance fogxperiments are performed at low temperatures so that the
metal/dielectric interfaces measured by picosecon@honon mean free path is long; i.e., the phonons travel bal-
thermoreflectanc® Ti/Al ,0; and Al/Al,Os, is only a factor listically in the two media. As a result, it is possible to study
of ~5 larger than the lowest conductance, Pb/diamondseparately the transmission of phonons of different polariza-

Other data for metal/dielectric interfaces; **for the most  tion and to observe the refraction that occurs when the
part, fall between these two extremes. phonons cross the interface. This refraction, combined with

the effects of phonon focusing lead to an interesting angular
variation of the phonon flux emerging from the interfage.
As an example, in Fig. 2 we show the phonon flux emerging
Phonon transmission across a single interface has bedrom the interface between two twist-bonded Si crystals.
studied using both coherent and incoherent phonons. Tohe faces of these crystals both havel@0) orientation, but
study incoherent phonons a pulse of energy is deposited intone crystal is rotated by 40° around {H€0] axis relative to
the material on one side of the interface. This generates irthe other.
coherent phonons with a frequency spectrum that is deter- To study the propagation of coherent phonons across an
mined by the pulse energy and the ambient temperaturénterface, the picosecond ultrasonic technique can be used. A
These phonons propagate across the interface and are th&mort light pulse is absorbed in a material, and because of
detected in the material on the other side. This type of exthermal expansion a short strain pulg®herent phononis
periment has been performed for interfaces between solidgenerated. This strain pulse is detected after it has been re-
and liquid helium(see, for example, Wicheet al’®) and at  flected or transmitted across the interface to another material.
solid-solid interfacegfor a review, see Ref. 16Usually, the  In this way the transmission of phonons of frequency up to

B. Heat pulse and coherent phonon experiments
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about 1 THz can be studied. In one experiment of this type, 650 I
coherent phonon transmission at a bonded interface between
Si0, and Si was studiet®!® It was possible to use the .
acoustic transmission as a measure of the quality of the bond, o ee s’
L . 600 . =
and to see how the bonding improved with thermal anneal-
ing. In another experimeR?, a graded interface between
films of gold and aluminum was studied. The interface width
{ was~400 A. For a diffuse interface the phonon transmis-
sion is expected to depend on the valu&df wherek is the Ve esevss
phonon wave number. F&Z= 1, the transmission should be
larger because the acoustic properties vary smoothly on the | | |
scale of the phonon wavelength. The experiment demon- 5000 5 10 15 20
strated this effect. Section #

Quantltatlve measu_remems with COheren,t phonons, haVI‘—_:'IG. 3. Thermal profile calculated by MD for%= 13 twin boundary in Si,
many potential applications for the characterization of inter-after Ref. 31. The sample is 25 nm along thaxis and contains 840 atoms.
faces. In picosecond ultrasonics, the light creates sountbtal simulation time is 1 ns.
pulses, i.e., a continuum of modes for which the relevant
length scale is defined by the penetration depth of the light
and other parameters of the overlayer. Periodic layered me-
dia offer an alternative method for generating coherent The two most commonly used approaches to the MD
phonons. Here, phase-matching considerations show thaimulation of the thermal conductivity are the Green—Kubo
light can couple to modes of wave vectays27n/d where  approach in which the equilibrium fluctuations in the heat
n is an integer andl is the period of the structure. Using current are analyzed, and the “direct method,” which mimics
femtosecond laser sources, this approach has been extesxperiment by imposing a temperature gradient on the sys-
sively applied to GaAs-AlGa,_,As (Ref. 21 and tem and determining the thermal conductivity from Fourier’s
In,Ga _,N—GaN(Refs. 22 and 2Bsuperlattices to generate Law (for a recent review of these methods see Ref. 29

[¢;]
o
o
I
|

Temperature (K
L ]

coherent acoustic modes of frequencies up-tb THz. While simple in principle, in practice each has significant
complications associated with system-size effects and the

C. Molecular-dynamics simulation of heat transport relatively long simulation times required. Moreover, the di-

and phonon dynamics rect method has the additional complication of a potential

Computational approaches to heat-transfer pr0b|em§onlinear response of .the system as;ociatgd with the very
span the range from numerical solutions of Fouriers’fae  1arge temperature gradients imposgpically in excess of
calculations based on the Bolzmann transport equatiof® KM *). Arecent systematic comparison has shown that,
(BTE)®?® to atomic-level simulations. In the Fourier and when extrapolated to infinite system size, the Green—Kubo
BTE approaches, the physics of heat transfer and phono‘h”d direct methods give consistent values for the thermal
scattering are incorporated into the calculations in an explicigonductivity, albeit each with error bars of 20% or méte.
manner; thus for a reliable calculation, a fairly sophisticated?€SPite the additional complications, it was concluded that
understanding of the fundamental phonon processes is ré2€ direct method is usually preferable, particularly when
quired. While in some case®.g., anharmonic phonon ef- applied to interfacial systems, as it has the significant advan-

fects, isotopic defects, and point deféctsderstanding is tage of providing a direct measure of the interfaqial resis-
well-developed, in otherde.g., interfaces current under- tance,Ry, from the temperature drop across the interface.
standing is poor. Molecular-dynami¢sD) simulation, by (Unfortunately, however, as discussed in the next subsection,

contrast, merely involves the integration in time of Newton'sthe conceptual issues associated with defining the tempera-
equations of motion for an ensemble of atoms interacting!"® in an inhomogeneous system have yet to be fully re-

with each other through a, usually empirical, interatomicSelved) _ _ _ _
potential?’2® Because the formalism of the MD approach There have been relatively few atomic-level simulations

- L : 30
does not require ang priori understanding of heat transport, ©f heat transport at solid—solid interfaces. Picletal= ex-
it is ideal for investigating the fundamental heat-transferPlored the transmission of phonon energy at an interface be-

mechanisms themselves. However. MD does have the sig?—"’een two diamond-structured materials differing only in
. 1 . e 31 .
nificant limitation of being entirely classical, with each vi- their masses. Maitt al™ used the direct method to perform

brational mode equally excited; thus it is only rigorouslythe first simulations of thermal transport through grain

applicable to solids above the Debye temperature. MoreovePoundaries. Figure 3 shows the temperature profile through
since electrons are not included in an atomistic model, it ist,he simulation cell. The thermal conductan€®y, of the

not possible to simulate electrical conductors or thelntérface can be calculated from the temperature didp
electron—phonon interactions present in many semicondu@eterm'”ed from the figure, and from the heat-current density
tors. In this subsection we briefly review recent atomic-levelQ passing through the system, determined from the simula-
simulations of thermal transport at interfaces, and point oution: Gy=Q/AT. For two different symmetric tilt grain
the opportunities for gaining important new insights from theboundaries in Si, they obtainedsx=0.8 and Gy
simulation of individual phonon processes. =0.9 GWm 2K 1,
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Recently, Schellingt al®? determined the thermal con-
ductance for th¢111) 231 twist GB, which has a rather low =0
energy, and for th¢100) 329 twist GB, which has a rather
high energy, for the same interatomic description of Si and
obtained values of 1.53 and 0.85 GW AK 1, respectively. t=11.1ps
In a number of studies of the GBs in Si, Keblingkial>3
showed that th€100) 229 GB is, from a structural point of
view, representative of the many high-energy GBs in Si. To-
gether with the very similar values for the two tilt GBs, this
suggests thaG,~0.8—0.9 GWmM?2K ™! may be taken as

t=17.7ps || '
representative of most GBs in Si. The much higher value for
I

Displacement

conductance of thé11l) 331 is reasonable given that the t=22.1ps
GBs on(111) plane have the lowest energy of all the high-
angle GBs in SP3 In comparison with the experimental re-
sults show in Fig. 1, these values for the conductance ar¢ T T T
rather high. One possible reason for this is that all of the -250 -150 -50 50 150 250
experimental systems are interfaces between dissimilar ma z[ap)

terials which, due to the acoustic-impedance mismatch, can

be expected to have a lower conductance than a grain boungliG. 4. Interaction of a wavepacket of longitudinal acoustic phorfans
ary. A second possible reason could be that the simulateti8-7 THz k,~0.62(2n/a)] with an (00D epitaxial interface between two
diamond-structured lattices differing only in the mass of the atoms (mass

grain boundaries are defect-free and atomically flat, thus Pr€Z1 on the right of the interface, masg on the left of the interfage37%

sumably minimizing the thermal resistance. of the energy in the incoming acoustic phonon package is transmitted in the
It is useful to analyze the thermal resistance of an interform of a slow-moving optical phonon, while the remaining 63% is reflected

face in terms of the length of perfect crystal that would pro-With no change in frequency or wavelengRef. 42.

vide an equivalent thermal resistance. This led &tal3* to

define the Kapitza lengthx = x/G ; typical values for Si

(k~100 Wm K™ and Gy~1GWm 2K~ 1) give I the ratio of the mean free path and the bulk thermal conduc-

~100 nm as the thickness of perfect crystal with the sameivity. This argument is based on the Rosseland diffusion

thermal resistance as the interface. approximatior?® The near-boundary predictions of atomistic
Figure 3 shows regions of nonlinear temperature changsimulations should be compared with the solutions to the

far from the GB. These nonlinear regions are close to thghonon transport equation in the vicinity of boundaries, or at

heat source and heat sink in the system and arise from thHeast to the closed-form expressions for the temperature slip

interface between the regions that are heated and cooled aptlenomenon.

the rest of the system. The interpretation of these nonlinear Although the value for the thermal conductance of a par-

regions can draw from the results of phonon transporticular interface in a particular material may be a useful

theory?>2® which has connections to the kinetic theory of quantity to know, it provides no mechanistic information.

molecular transpott=®and the equation of photon radiative The explicit relationship between the temperature-dependent

transfer’’*8 These increased temperature gradients resemblaermal conductances(T), and the phonon transmission

those predicted by the Boltzmann transport equations focoefficient at an interface has been given by Young and

gases, photons, and phonons. Maris#°
Isothermal boundary conditions enforce perfect emission
and absorption of phonons from the boundary, i.e., a phonon GK(T):J dwC(w, T){(vw))t(w)) 2

blackbody, and ensure equilibrium conditions for the emitted

phonons. This has an influence comparable to an ensuredhereC(w,T) is the specific heat, which can be determined
phonon scattering event at the boundary. Phonons travelingom the phonon density of states and the Bose—Einstein
away from the boundary have a distribution characteristic oflistribution function,v,(w) is the component of the phase
the boundary temperature, which differs from the distributionvelocity of the phonon normal to the interface ar{d) is

of phonons traveling in the opposite direction more than thehe transmission coefficient. THe denotes an average over
difference found deep within the medium. This results in amall bands and over ak vectors(i.e., for both normal and
increased departure from equilibrium locally within the pho-off-axis incidencg While the specific heat and phonon phase
non system and an increased gradient in the directionallyelocity can be determined quite easily from the phonon dis-
averaged phonon energy. This is called the temperature slipersion curves of a perfect crystal, determination of the pho-
phenomenon, and is well documented theoretically for gason transmission coefficient requires a detailed analysis of
molecules, photons, and phonons. It occurs within a lengtlthe interface.

scale of the boundary comparable with the mean free path. Young and Mari&’ determined(t(w)) for a nearest-
The magnitude of the temperature slip, specifically the dif-neighbor spring model of a fcc lattice with different masses
ference between the boundary temperature and the extrapand spring constants on the two sides; this has recently been
lation of the linear temperature distribution deep within theextended to a disordered interfaten both studies, it was
medium, is approximately the product of the heat flux andfound that{t(w)) decreases almost uniformly with increas-
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ing w. These results are rather different from a naive imple-step. It is a relatively simple task to store the velocities, and

mentation of the acoustic mismatch model, which would precompute an average kinetic energy oxesteps in time

dict a weak dependence on frequency up to a cutoff N

frequency determlqed by _the maximum frequency available (KEj)= ﬂz vz(tn)=<£mvi2>. 3)

to the softer material. A simple analytically tractable model 2N 45 2

that captures the basic features of the frequency dependence

in the phonon transmission coefficient would be of great usélt is found that the averaging must be done over very long
The experiments described in Sec. 1l B point to the po_times to obtain good statistical average kinetic energies.

tential capabilities of methods in which phonon packets of ~How is this simple quantity converted to temperature?

well-defined wave vector and polarization are launched to] he numerical simulations show a sharp drop in the average

wards individual interfaces. Recently, Schelliagal®? per- ~ kinetic energy at the grain boundary, as shown in Fig. 3.

formed atomic-level simulations of phonon—interface inter-Here each point corresponds to the average kinetic energy in

actions. The basic idea is to launch phonon wave packets & slice of a few unit-cell thicknesses. The sharp drop in ki-

well-defined polarization and wave vector towards interface$1€tic energy, at the grain boundary, is consistent with the

and to analyze the transmitted and reflected phonons. Féfea of Kapitza resistand®c which assumes the heat current

example, Fig. 4 shows four snapshots in the evolution of l.;.hrough the boundary is proportional to the temperature drop

longitudinal acoustic phonon as it approaches, interacts witlQ=AT/Ry . In order to findRy , the kinetic energy must be

and then is partially transmitted through and partially re-converted to a temperature scale.

flected by an interfac®. Analysis of simulations such as this Because the calculations are entirely classical, with the

will allow the atomic-level details of phonon—interface inter- motion of each silicon atom found from Newton’s law, the

actions to be elucidated. most obvious temperature scale is provided by the classical
As discussed above, computational methods based ogxpression

applications of Fourier's Law and the Boltzmann transport

equation are well developed. While MD simulation holds <Emvi2>:§kBTi- (4)

promise of providing detailed atomic and spectral informa- 2

tion on heat flqw ’and phonon dynamics, MD will not replace.l.he temperature at each atom at &teis given byT; . This
BTE and Fourier's-law approaches to heat transfer problemg the procedure adopted in the MD simulations described
in complex materials structures and devices. An importan bove

challenge is therefore the development of techniques to in- However, quantum mechanics provides another possible

corporate the insights of atomic-level approaches into th%efinition. The collective excitations of the atomic motions

h|ghilgveé_?£progc|:hes;. Sfjcﬁess in this rc]an bfe lex%ectedl e phonons. They have a frequeney(q) which depends
L?Sﬁt I?’d lit and Fouriers Law approaches of signi ICantyupon the wave vectog and polarization\ of the phonon.

\gher Tidelrty. The simulations of Fig. 3 were performed on silicon that has
six polarizations for each wave vector. In quantum mechan-
D. What is temperature? ics the average kinetic energy of the phonons is

In the above discussions of atomic-level simulation we 1 5 1 i
: . vl )=-—2 f M2\,

have swept an important conceptual issue under the rug. The <2 Vi > 4N 2 on(@E7N.Q)
usual definition of temperature is related to the average en-
ergy of a system of particles. This definition is for a system
in equilibrium, and works even for nanoscale systems. How-

ever, our interest is in the transport of heat through nanoscale . . I
S o hereN is the number of unit cells which is also the number
systems. Can temperature, which is an equilibrium concepr

: . . o f g points. The polarization vectors a€)?. They are nor-
still be invoked in a nonequilibrium process such as hea?nalized 50 thal, £0)2=3. In the limit of high temperature,

flow? The answer is affirmative fo_r macroscopic systemswhere keT> o, (q) the Bose—Einstein occupation factors
they are so large that one can define a local temperature in .
I ) . are approximated as

each region in space. This local temperature will vary from

region to region. Then one finds, for example, that the heat 2 KgT;

current is proportional te- VT. The question What is Tem- ehon@ksTi_ 1 + 1%2ﬁw)\(Q) : (6)

perature? is really a question about the size of the regions

over which a local temperature can be defined. In manyn this high temperature limit, the quantum relation Eg).

semiconductor superlattices, the layer thickness is 2—5 nnibecomes identical to the classical E4). The problem with

Are these regions large enough to define a temperature? many simulations is that they are not in the high temperature
As discussed above, there have been several moleculdmit. Silicon has optical phonons of very high energy

dynamics simulations of heat flow through grain boundaries(62 meV~=750 K). For any temperature between 300 and

The most important conceptual problem raised by thesd000 K, the two definitions of temperatuiggs.(4) and(5)]

simulations is how to define the temperature at differengave very different values fofF; .

planes in the simulation cell. The simulations calculate the  Another possible definition of temperature is to remove

positionR;(t,)) and velocityv;(t,) of each atom at each time the zero point motion from the quantum definition, since it is

2
X ( ehox(@/kgTi _ 1 1/, ®)
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not a classical effect. This option now makes three possibléures, and consider the ballistic flow of heat between them.
definitions of local temperature. Which is the correct defini-This does not work for most nanoscale devices since the
tion? values off, , are much smaller than the distance between the
An important issue is the size of the region over whichreservoirs. So heat flow is diffusive rather than ballistic. How
temperature is defined. The classical definition is entirelydo you calculate diffusive heat flow without a local tempera-
local, and one can define a temperature for each atom dure?
plane of atoms. For the quantum definition, the length scale As an example of the importance of temperature, we will
is defined by the mean-free-path, of the phonon. If two comment on two related theoretical calculations. Stoner and
regions of space have a different temperature, then they hawdaris'® measured the Kapitza resistance between diamond
a different distribution of phonons. The phonons can changand other crystals. Between diamond and Pb the heat flow
their distribution by scattering. The most important scatteringvas much higher than could be explained by a purely pho-
is the anharmonic process in which one phonon divides int@on conduction. Huberman and Overhaf%suggested that
two, or two combine to one. This process occurs on théhe conduction electrons in Pb were playing an essential role
length scale of the mean free path. A local region with ain the boundary resistance. Phonons from diamond carry heat
designated temperature must be larger than the phonon scé®-the interface, and electrons in Pb carry it away. There have
tering distance. However low frequency phonons have a lon§een two different calculations of this process, one by Hu-
€)q, and high frequency phonons have a stqgf. For the berman and Overhaus®rand one by SergeéV.The two
phonons which carry most of the heat, one can plausibljheories are very different since the two groups made differ-
define an average mean-free-path: Thjgis typically larger ent assumptions regarding temperature. Sergeev assumed
than the length of the MD simulation cell: this case is calledthat there was an abrupt change in temperature at the bound-
the Casimif® limit. One can scale the results to an infinite ary between diamond and Pb. His assumption agrees with
sized system using the method of Oligschleger and &¢ho the conventional view of Kapitza resistance which assumes a
This phonon viewpoint of temperature implies that tem-temperature step. Huberman and Overhauser assumed tem-
perature cannot be defined for a particular atom, or a plane gferature could not be defined locally, and there was no step
atoms. In particular, there should not be an abrupt variatiof? temperature. The interface region was at one temperature.
in temperature between a plane of atoms. Although this defilhey used a Landauer formalism to compute the energy ex-
nition seems quite reasonable, it makes the numerical resulfange between electrons and phonons. Which of these two
shown in Fig. 3 quite puzzling. The MD simulations by dif- different theories is better depends on whether a grain
ferent groups do show an abrupt change in the kinetic energoundary can support an abrupt change in temperature.
of a plane of atoms at the twin boundary. Regardless of
which temperature scale is adop{étljs.(4) or (5)], a graph
of temperature versus distance will show an abrupt change.
possible resolution for this puzzle is that a grain or twin Most theories of transport in solids employ the Boltz-
boundary may form a natural boundary for a region of tem-mann transport equatio8TE). For both electron and pho-
perature. The statement that temperature cannot be defin@dn transport, the form of the equation, and the form of the
within a scale of distance given ly, may not apply across various scattering mechanisms, are very well known. This
grain boundaries. The boundaries may provide natural limitsheory can explain, in bulk homogeneous materials, the de-
to the regions of temperature. Even if one adopts this hypothpendence of the electrical conductivity, the thermal conduc-
esis, it still means that temperature cannot vary within divity, and the Seebeck coefficient, on temperature, impurity
grain, or within a superlattice layer, on a scale smaller tharcontent, isotope scattering, and quantum confinement.
€)q- If the layer thickness of the superlattice is less than  However, the Boltzmann equation treats the electrons
€)q, then one cannot defing(z) within this layer. The and phonons as classical particles. One is solving, say for
whole layer is probably at the same temperature. This poinphonons, for the density[r,w,(q),t] of excitations with
is emphasized, since all theories of heat transport in supepolarization\, wave vectorg, frequencyw, (q) at pointr at
lattices have assumed that one could define a local temperéime t. The wave nature of the excitation is neglected, as is
ture T(z) within each layer. any interference phenomena caused by the wave nature of
The results in Fig. 3 may be measurable. X-ray scatterthe phonons. Furthermore, the scattering rates in the BTE are
ing at synchrotron sources can measure the lattice constant célculated assuming the system is only slightly perturbed
atoms in each atomic lay&t. The lattice constant can be from equilibrium. The solutions to the BTE assume the ex-
converted to a local temperature scale for that plane. Theistence of a local temperature. Neither of these two assump-
should be able to determine whether this quantity has ations may be valid in nanoscale devices.
abrupt change at an interface while heat is flowing. Although ~ Wave interference becomes important in nanoscale de-
this discussion of What is Temperaturé’as been cast in vices. The wavelengths of the phonons are similar to the
the framework of MD simulations, the issues are more gentength scale of the microstructure. At room temperature, in
eral. One of the major issues of thermal transport in nanosmost solids, all of the phonons states in the Brillouin zone
cale systems is whether temperature can be defined locally. #ire involved in the transport. Their wavelengths span the
it cannot, then how is transport calculated? range from atomic dimensions to the size of the sample.
Another approach is to adopt a Landauer formalism, and/iost of the actual heat is carried by the phonons with wave
assume there are two thermal reservoirs at known temperéengths of a few nanometers. On this scale wave interference

k. Transport theory
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becomes important in transport. Similar considerations apply 10* ———— —————rry —
to electron transport in nanoscale devices. Since the tradi- o oo undoped single-
tional Boltzmann equation cannot deal with these phenom- , o0 o crystal bulk
ena, other theoretical approaches are required. 10° . ° 1
One method is to calculate the phonon states for the o #¢*+*++:+:;#++1
actual microstructure, and use those states in the BTE. For ° ST el

o*g—p

transport in a superlattice, the frequencaiggq) are those of

Thermal Conductivity (W/m-K)

10%F undoped single- 4

: . . . . 1
the phonons in the superlattice. This approach inserts in crystal layer f’ Mw“AMM%
some of the wave phonmena. The phonon states depend sig- | doped single-"< a0 R
nificantly on the interference due to scattering from the mul- 10°F crystal layer at’ g™t 3
tiple layer boundaries of the superlattice. One problem with dop,dApdy_ undoped poly-
this approach is that it ignores an important phenomenon. 0 crystal layer °"f"" layer
Most scattering effects contribute to a finite mean-free-path 10 10 100

which has a major effect on the phonon frequencies in the Temperature (K)

superlgttlce. Solving this problem using the BTE is aISOFIG. 5. Overview of thermal conductivity data for silicon films with varying
complicated by phonon band folding. There are many sup€mmicrostructural quality and impurity concentrations after Ref. 58. The data
lattice bands, phonons scatter between them, and the BTilustrate the relative importance of phonon scattering on film and grain
becomes a matrix equation of large dimension. This calculakoundaries and impurities. The data for undoped single-crystal bulk samples

. . . . . are taken from Ref. 59. Both single crystal films have thickness afr
tlon_IS quite ambltlou_s and has never been done. This do€g 1,/ e doped film, a boron concentration of’l@m™3. (Ref. 55. The
not include all wave interference phenomena.

undoped and doped (2610'° cm™2 boron polycrystalline films have grain
Another possibility is to use the quantum Boltzmannsizes of 200 and 350 nm, respectivéRefs. 57 and 58

equatiof® to solve for the distributiorf(R,t:w,q). Com-
pared to the BTE, there is one more vector variable in the
argument that makes the solutions more complex. This more

fundamental equation does include wave information. Howyah on hoth sides of each interface, for which conduction is
ever, it is difficult to solve and is seldom used. One problemf enced by the coupled ballistic phonon transport in adja-
is the choice o_f boundary cond|t|0r_13 to apply on the s_urfac_%em layers, see Sec. YA macroscopic version of this ge-
pf the system in order tq connect_lt to a heat reservoir. Th'%metry has been used by Pohl and co-workets study
issue has been much_ d|sc5%ssed in the literature on eleCtr%onon scattering in thin films at<1K.)

flow in nanoscale devices: Figure 5 shows that for single-crystal silicon films,

If one throws out the concept of a local temperature, Sq)nonon.interface scattering strongly reduces the effective
that the BTE cannot be used, then there is no known way t4,ermaj conductivity at low temperatures. For single-crystal
solve this important problem. Many semlconduct_or devicesjicon layers doped at concentrations higher thalf &3
are dependent upon the electrical currents provided by thg e conductivity is reduced by scattering on impurities and
electrons. The heat currents have components from boflee glectrong® Figure 5 shows that this is particularly im-
electrons and phonons. Presently there is no accurate way fytant at low temperatures. Measurements at 20 K on layers
model the heat flows in these nanoscale systems while inst hickness 3um with phosphorus and boron concentrations
cludln_g the exch_ange of heat b_etwe(_en electrons and phononss 1 ox 1018 cm3 yielded reductions by approximately two
A major theoretical challenge is to invent a new method of,q four, respectively, with the difference resulting from the
solving this and related transport problems. disparity in mass of the two impurity types. At room tem-
perature, measurements along silicon films of thickness
down to 74 nm showed a reduction of the conductivity by a
factor of two compared to bulk data.

In polycrystalline silicon films, phonon scattering on
grain boundaries and related defects dominates over scatter-
ing from the surface or the film/substrate interface. Polysili-

Phonon conduction along single- and polycrystallinecon conductivities are reduced compared to those of pure
monolayers is important for silicon-on-insulataiSOI) crystalline films>® but the roles of impurities and grains are
circuits?® novel 3D multilayer electronic® and MEMS difficult to separate. Recent work studied films with grain
with semiconducting or dielectric membrarmésSilicon  sizes between 300 and 500 nm, extracted using transmission
monolayers have received the most attention, either as sustectron microscopy, and boron or phosphorus concentra-
pended membrané geometry relevant for many thermal tions up to 4.% 10'° cm™ 3, measured using secondary ion
microsensonsor embedded between amorphous silicon di-mass spectroscofsIMS).>"* Figure 5 shows that polysili-
oxide films (as in SOI transistojs In the second geometry, con conductivities are reduced strongly at all temperatures
the surrounding silicon dioxide films act as diffuse phononcompared to similarly doped single-crystal silicon layers,
emitter absorbers and provide a boundary condition that rewhich illustrates the importance of grain boundary scatter-
sembles phonon scattering on the boundaries of a membrairgg. The grain structure and spatial impurity distribution de-
with roughness above a few angstroms. This situation differpend strongly on the temperature and duration of annealing.
from that in superlattices with comparable phonon mean freédnnealing of the doped polysilicon film and the resulting

IIl. PHONONS AND THERMAL TRANSPORT IN
NANOSCALE STRUCTURES AND DEVICES

A. Silicon films and devices

1. Conduction along semiconducting monolayers
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150 - 2. Monte Carlo solutions of the Boltzmann transport
equation

The problem of phonon transport considering dispersion
effects has been addressed using Monte Carlo simulations,
which are essentially an alternative approach to solving the
Boltzmann transport equation. The Boltzmann transport
equation(BTE) describes heat flow by phonons in nonmetal-
lic solids, when wave effects are negligible. The BTE, in its
most general form, is difficult to solve analytically for real-
istic phonon dispersion and density of states as well as for
60 80 100 200 300 400 transitions between phonon polarizations and for irregular

Silicon Film Thickness (nm) geometrie§® Recent work-by Majumd&® Chen and Tief{®
FIG. 6. Experimental data for the effective room-temperature thermal Con_GOOdSOFﬁ?’ and Chefi” have used ‘T’maIOgleS f,rom radiative
ductivity along silicon films of thickness near 100 riRef. 64. The data  heat transfer and presented solution strategies for both the
are compared with predictions based on the Boltzmann transport equatiodiffusion and the ballistic limit. In such calculations, how-
engagi_ng di_fferent assumption_s about t‘he f_requency dependence of phon@\/er, phonon dispersion was neglected, and a single “aver-
relaxation times and the relative contributions of the phonon branches tg o .
conduction. age” polarization branch was considered. Furthermore, such
calculation strategies can only be adopted for considerably
simplified geometries. If all these assumptions are removed,
it is extremely difficult to solve the BTE for phonons by a
increase in grain size yields a higher thermal conductivitydeterministic approach in an arbitrary geometry. This is be-
than that of the undoped film. cause the number of independent variables is too large, and

The conduction size effect along crystalline and poly-would render any kind of discretization scheme too complex
crystalline monolayers at low temperatures can be effectivelyo be practical. Furthermore, the phonon—phonon scattering
predicted using a semiclassical approach, based on solutioesents are difficult to incorporate without a simplifying re-
to the Boltzmann transport equation for conduction alongaxation time approximation.
films® and based on a spectrally-resolved form of the ex-  One approach to capture the complexity of phonon trans-
pressionk=Cuv€/3.%1 In this expressionC is the heat ca- portin the particle regime is to use Monte Carlo or stochastic
pacity per unit volume and and ¢ are the phonon velocity simulations to solve the BTE. Over the last decade there has
and mean free path, respectively. Polysilicon data are effedeen tremendous advancement in the development of Monte
tively predicted below about 10 K by reducing the mean freeCarlo solution techniques for the BTE for electrons and holes
path using Matthiessen’s riifeand a grain-boundary free in semiconductor&®~"2However, there have been very few
path given byds /B, wheredg is the grain size an® is a  reports of using Monte Carlo simulations for phonon
dimensionless constant governed by the grain shape arithnsport>’* These studies have either assumed the Debye
grain boundary reflection coefficient. Polycrystalline dia-approximation for density of states or did not consider
mond films are worthy of brief discussion here because thephonon—phonon interactions. More recently, Mazumder and
illustrate another way in which grain boundaries can reducélajumdar® considered phonon dispersion as well as various
phonon conduction. The free padly /B is overly simplistic  phonon scattering mechanisms to study heat transport in
for diamond film data owing to the large concentration ofcomplex geometries and to predict the thermal conductivi-
other imperfections. Because imperfections populate primaties. The result showed that by fitting one parameter using
rily at grain boundaries, the phonon scattering rate can stilexperimental data of thermal conductivity at one tempera-
be coupled to the grain sizég using a semiclassical ture, predictions of the thermal conductivity of silicon agreed
approactf? well with experimental data over a wide temperature range.

The anisotropy and nonlinearity of phonon dispersionin addition, it was able to capture phonon transport in both
relationships complicate predictions above 100 K for GaAsthe ballistic and diffusive limits. Despite the success of this
Ge, and AlAs films, and above 150 K for silicon films owing approach, one must be aware of the challenges in applying
to its higher Debye temperature. The predictions becoméhis approach more generally to problems in nanoscale ther-
more challenging because phonon dispersion induces diffemal transport.
ences in transport among the various phonon modes and di- First, it must be recognized that it is difficult to capture
rections. Figure 6 illustrates this issue for transport alonall the selection rules for transitions between polarizations
silicon films of thickness near and below 100 nm. Predic-during phonon—phonon interactions. For example, the tran-
tions are performed under a greybody assumption, whiclsitions between longitudinal and transverse acoustic phonons
overestimates the fraction of phonons contributing to heaas well as those between acoustic and optical phonons are
transfer and therefore underestimates the phonon mean freery important in energy dissipation and thermal transport.
path and the thermal conductivity size effect for a film of Mazumder and Majumdét ignored the selection rules and
given thickness. Predictions are also provided with spectrallpbtained local phonon distributions in different polarizations
varying mean free paths under the competing assumptiorizased on a quasiequilibrium condition. For highly nonequi-
about which phonon modes are dominating conduction in théibrium cases, this approach cannot be applied. Hence, it is
material. extremely important to develop schemes for capturing tran-

100}

Thermal Conductivity
k (Wm K1)
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sitions between polarizations during phonon—phonon inter-
actions. Second, the relaxation times for phonon—phonon in-
teractions have, in the past, been used only for bulk solids
and only for the most common materials. These were ob-
tained from approximate analytical solutions that require fit-
ting parameters. For example, the phonon scattering relax-
ation times for silicon are generally obtained from
Holland®"®These cannot be used when silicon is nanostruc-
tured which can modify the phonon dispersion relation. For
many other materials, relaxation times are not available even
for bulk solids. Hence, there is a need to develop approaches
of predicting the relaxation times for arbitrary phonon dis-
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persion relations. This would allow one to study energy dis- _ o -
ipation and thermal transport in nanostructured solids suc IG. 7. Experimental data for the phonon temperature rise within a resistive

Sipa ; P . ; ater in silicon with dimensionat low temperaturgssmaller than the

as quantum dots, nanowires, films, and superlattices, wheghonon mean free path. The data are compared with predictions based on

the phonon dispersion relations are modified due to confinediffusion theory, the two-fluid phonon Boltzmann transport equation, and a

ment or wave interference. If both these challenges are Ove§1mple resistance model based on the ratio of the square of the mean free

. L . dpath and the effective cross-sectional area of the heat s¢Refe8]).

come, Monte Carlo simulations of phonon transitions an

transport can be an extremely effective tool to study nanos-

cale energy dissipation and thermal transport.

lattice. The generation of high concentrations of optical
phonons within a region with dimensions small compared to
The phonon-boundary scattering discussed above fahe mean free path causes a third nanoscale effect, which in
silicon monolayers is only the first among three nanoscal¢he present manuscript we will call the hotspot far-from-
effects which complicate heat conduction from metal-oxide-equilibrium effect.
semiconductofMOYS) transistors. Two additional nanoscale Sverdrufi®®! examined this third nanoscale effect ex-
effects result from the small size of the region of electronperimentally using a dedicated microstructure and theoreti-
energy transfer to the lattice. Before describing these effectgally by breaking the phonons into two propagating and sta-
it is important to note that all three are augmenting the detionary groups. The theoretical treatment solved the
parture from equilibrium of the phonon distribution func- Boltzmann transport equation for the propagating phonons
tions, rendering the usefulness of a phonon “temperaturetogether with a reservoir energy-storage equation for the sta-
more questionable. Theoretical treatments of these effectsonary phonons. Stationary phonons were generated by elec-
use temperatures either for the phonon system as a whole tion scattering, with a spatial distribution taken from an in-
for fractions of the phonons sharing comparable group vedependent analysis of the electron and hole transport
locities; this approach can at best be viewed as a shorthamtoblem in the transistor. Simulations of a SOI transistor
placeholder for energy density. This situation may eventuallyvith channel length 150 nm concluded that the peak lattice
be remedied through detailed phonon transport analysis demperaturda weighted average of the temperatures of the
molecular dynamics, although the computational demandstationary and propagating phonongas elevated by more
will be excessive owing to the three-dimensional nature othan a factor of two compared to predictions based only on
the problem. the heat diffusion equation. This difference resulted in part
Electrons traveling between the source and drain are adrom the localized transfer of energy from phonons with rela-
celerated by the electric fields and generate primarily opticalively small group velocities to those at lower energies,
phonons. Simulations of electron transport using drift diffu-which dominate heat conduction.
sion and the more rigorous Monte Carlo or hydrodynamic  This third nanoscale effect was examined experimentally
approachée? "8illustrate that rates of phonon generation areusing localized heating by a doped silicon bridge within a
sharply peaked on the drain side. The region with stronguspended silicon membrane. Experimental data and predic-
lattice heat generation has dimensions near tens of nanortiens for the temperature of the bridge are provided in Fig. 7.
eters and is much smaller than the channel leri§f+150 The cross-sectional dimensions of the doped heater were
nm depending on the technology generation of interastt  ~1 um and much larger than the phonon mean free path at
the phonon mean free patty=250 nm according to Ref. 64. room temperature, such that all of the predictions and the
This second nanoscale effect, which we will call hotspot bal-data are consistent with simple diffusion theory. At lower
listic emission effect, causes the temperature of the phonotemperatures, where the phonon mean free path is longer, the
“hotspot” to be larger than that predicted using diffusion dramatic departure from equilibrium induced by optical pho-
theory, by a factor comparable with/r wherer is the non generation within the hotsp@ar-from-equilibrium ef-
hotspot dimensio® While the precise distribution of the fect) becomes important. Predictions at low temperatures us-
generated phonons between the optical and acoustic modegy the Boltzmann equation with the stationary and
depends strongly on the energies of scattering electrons, it {gropagating phonon groups agree reasonably well with the
clear that the generated phonons have group velocities fafata, and are consistent with a simple closed-form expression
below the velocity characteristic of heat conduction by thein which the excess temperature rise scales Wit )2.

3. Nanoscale hotspots in devices
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The hotspot effect, discussed above for silicon, could
very well be much larger in optoelectronic devices because
of the phonon band structure in the associated semiconduct-
ing materials. In polar semiconductors, such as GaAs, the
carriers interact predominantly with LO phonons of wave
vector g~0.22 Thus, carrier cooling leads to the generation
of nonequilibrium modes for which the group velocity is
exceedingly small, i.e., to a nanoscale hot spot. This so-
called hot-phonon effect is believed to be responsible for the
reduction of the cooling rate of electrons at densities higher
than 167 cm 3.8% It is well known that the presence of in-
terfaces changes the character of the optical phonons in that
they are no longer purely LO or transverse-optid@D) but a
mixture involving LO, TO, and interface mod&s.Since
mixing results in larger dispersion, this suggests that struc-
ture engineering can be applied to attain large group veloci-
ties to facilitate the removal of LO heat from the device
active region. In the bulk, heat diffusion relies on the spon-
taneous decay of the optical phonons into the more movable
acoustic phonon® Recent progress in the generation of co-
herent high-frequency acoustic modsyhich can be used
to stimulate LO decay, hold promise for applications in
nanoscale heat removal.

B. NanQStrUCtureS with tailored phonon transport FIG. 8. A large scale scanning electron microscopy image of a microfabri-
properties cated deviceleft). Two independent islands are suspended by three sets of

. . . . 250 um long silicon nitride legs with Pt lines that connect the microther-
Unlike bulk materials, the phonon properties of S€MICON-mometer on the islands to the bonding pattgght) Enlarged image of

ductor nanostructures and, in particular, the phonon freanother design of suspended islands with the Pt thermometer and heater
quency, group velocity, spectral density as well as théabripated by electron beam Iithog_raphy. Also shOV\_/n is an ind_ividual
s_trength of the interaction with carriers, can be widely mOdi'?éueT_vgl)l_ carbon nanotube, 14 nm in diameter, bridging the two islands
fied to improve the performance of optoelectronic and other

devices. In some cases, it is desirable to increase the

electron—phonon interaction; an example is the interband

semiconductor laser, where fast relaxation rates reduce hot m2k3T

electron effect§’ On the opposite side, we have devices ~ CGph= 35 @)
such as mid-infrared emitters and detectors based on inter- . )

subband transitions, for which a reduction of the electron\Whereksg is the Boltzmann constant, is the absolute tem-
phonon coupling constant is advantageous because it leadsRgrature, and is the Planck constant. _
larger lifetimes of the relevant excited stafé&n important [N this regime, a 1D nanostructure behaves essentially
example of the effect of quantum confinement on scatteringf<€ 2 %honon waveguide similar to optical ones for light.
rates is that of the phonon bottleneck in quantum dots. ThiB€rber® and Osman and SrivastaVaave theoretically pre-
refers to the strong suppression of the electron relaxation raicteéd very high thermal conductivity for carbon nanotubes.
which arises when the energy spacing of the confined carrin addition, Hicks and Dresselhdfishave suggested that

ers exceeds the energy of the longitudinal opti@aD) quantum confinement of electrons in nanowires could be
phonon®® used to manipulate thermoelectric properties, which could be

useful for solid-state energy conversion devices. Hence, it is
important to study thermal transport and energy conversion
in 1D nanostructures.

On the experimental side, there have been some recent

One-dimensional(1D) nanostructures such as carbon attempts® to measure the thermal conductivity of a collec-
nanotubes and semiconductor nanowires have recently réion or a mat of carbon nanotubes. However, due to weak
ceived a lot of attention. While most of the current researclcoupling between carbon nanotubes, the measured thermal
is being focused on electronic and optical properties, thermatonductivity was found to be much lower than that
transport is also of interest for basic science as well as fopredicted®® Kim®* developed a microdevidsee Fig. 8 con-
technological applications. For example, Schwabal®® taining two adjacent silicon nitride (SiN membranes or is-
demonstrated quantum thermal conductance in nanofabriands suspended with long thermal isolation legs. Each island
cated 1D nanostructures, where the quantum of phonon comontains a Pt resistor which can be used as both a heater and
ductanceGyy,, is given a thermometer. A nanowire can be placed in between and

C. Phonon transport in 1D nanostructures
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FIG. 10. Images of divots written in a polymer film using heat and force
applied by a silicon atomic-force-microsco®M) cantilever. The images

are recorded using the same cantilever used during the writing process and
a thermal reading technique involving heat conduction from the cantilever
into the substratéRef. 53.
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Temperature (K) one longitudinal acoustic branches found in bulk semicon-
G, 0. M dih | conductivity of a 14 nm diamet iwal ductors. Such changes in the dispersion relation can modify
. 9. easure ermal conauctivity or a nm diameter multiwall car- . .
bon nanotub€ MWCN) (solid circlg, an 80 nm diameter MWCN bundle the group Ve"?C'W and the denSIty of statgs Of, each branch.
(solid triangle, and a 200 nm diameter MWCN bundeolid square(Ref. ~ 1he phonon lifetime also changes and this arises from two
94). Data for two vapor-grown graphite fibefRef. 95, one heat treated to  sources. First, the phonon—phonon interactions can change
_30?0;%(;’%” triangle an_?hor:_e without heattt:]reatn;e(?gé; ggc'k? af? because selection rules based on energy conservation and
Incluaed tor comparison. e lines represen e calcu asal- . . . .
plane thermal conductivity of graphite, assuming temperature-independewave_vecmr relations qepe”d on the dispersion r_elatlon' S,ec_
low-temperature phonon mean free patk 2.9 «m (upper ling and ¢ ond, boundary scattering can be much stronger in nanowires
=3.9 nm(lower line). (5—-50 nm diameterthan in bulk semiconductors. While
there have been some theoretical studies on phonon conduc-
tion in nanowires®°” there are still several open questions
bridge the two suspended islands. One of the islands jtegarding phonon transport in 1D nanostructures: What are
heated to a temperatufe,, which is determined by measur- the phonon—phonon relaxation times and the selection rules?
ing the resistance of the Pt wire on the island. ConductiorfiOW does the phonon gas couple to the electronic one? What
through the nanowire heats the sensing island to a temperi the role of individual defects in a nanowire on phonon
ture T, which is also measured by resistance thermometr)}.ra”Sport and does the presence or absence of single defects
By noting the power dissipated by the heaf,, and esti- alter overall thermal transport? How can nanowires be de-
mating the thermal conductance of the suspended legs cofigned for very high or low thermal conductivities? It is en-

nected the islands in the absence of a nanowire, the condutiSioned that these questions can only be answered by a
tance of the nanowir&.. can be calculated combination of experimental studies of single nanowires and
n .

Figure 9 shows the plot of thermal conductivity of a theoretical anq computatiqna(lmolecular dynamics. and
multiwall carbon nanotubéMWCN) as a function of tem- Monte Carlo simulationstudies of phonon transport in 1D
perature measured by this technique. TReemperature de- Nanostructures.
pendence suggests that MWCN behaves thermally as a 2D
solid; the MWCN has a thermal conductivity of about
3000 Wm K™1 at room temperature, which is in close
agreement with the predictions of Osman and Srivastava.
Note that the measured value includes the contact resistance Section Il focused on heat transport in crystalline or
between the nanotube and the two islands, although it isearly crystalline materials. Recent developments in data
predicted to be lower than the resistance of the tube itselfstorage technology highlight important shortfalls in our un-
Estimation of the contact resistance has remained a chatlerstanding of nanoscale heat and mass transport in disor-
lenge. Nevertheless, it is envisioned that this technique cadered materials such as polymers. In thermomechanical data
be used to measure thermal conductivities of a variety obtorage, a heated AFM cantilever forms a divot with radius
semiconducting or metallic nanowires that are technologiof curvature below 20 nm in a polymer film of thickness near
cally important. 30 nm on a silicon substraté.Figure 10 illustrates divots

Phonon transport in 1D nanostructures offers the opporwritten in a polymer film, as observed using an AFM-based
tunity to understand the basic science of phonon dynamicthermal readback mechanism. The transport of heat and mass
and transport, while allowing the ability to manipulate ther-in the vicinity of the cantilever tip governs the bit writing
mal properties. Phonons in nanowires can be different frommate and bit size; therefore, nanoscale transport properties are
those in bulk semiconductors mainly because the dispersiotie critical figures of merit. Fundamental study is motivated
relation could be significantly modified due to confinementby the fact that the thickness of the polymer film and the
in two directions. In addition, the presence of a surface camadius of curvature of the divot are more than an order of
introduce surface phonon modes. These result in many difnagnitude smaller than the radius of gyration of the polymer
ferent phonon polarizations other than the two transverse and bulk form. Therefore, heat flow and deformation within

D. Nanoscale 3D conduction and mass transport in
polymers
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the polymer will be strongly influenced by the partial orien- ergy conversion devices because they offer the ability to the
tation of molecular strands in the plane of the film. control both electronic band structure and phonon transport.
While the theory of polymer motion has evolved much
in the past two decad@&there is little theory and data of
direct relevance to the three-dimensional motion observed Heat transport is an important problem to the semicon-
during bit formation. The three-dimensional, multiscéle—  ductor industry, which is manifested in at least two key ar-
100 nm) nature of the conduction problem within the canti- eas: advanced packaging and device reliability. In the former
lever and into the polymer film may well render it beyond case, the challenge is how to maintain acceptable operating
the reach of atomistic simulations for a number of yearstemperatures with an increasingly dense circuit layout oper-
Furthermore, semiclassical phonon simulations such as thating at increasingly higher frequencies. In short, the pack-
Boltzmann equation and Monte Carlo techniques, while apage cooling requirement for silicon logic devices is projected
propriate in the silicon cantilever tip, are of little use in the to be greater than 175 W after 2010.The package thermal
disordered polymer. Modifications of continuum theory to problem is amplified when one considers that the increas-
account for anisotropy and partial orientation of molecularingly widespread proliferation of logic chips requires flexible
strands provide some help with the heat transport proB8m, package platforms for applications ranging from appliances
and may become more accurate when coupled with atomistiand personal digital assistants at one extreme to the high
simulations of individual molecules. compute node density required in modern server farms. Hy-
brid, chip-on-chip, and three dimensional chip construction

adds to the package complexity that must be addressed. Fur-
IV. THERMAL TRANSPORT IN NANOSTRUCTURED thermore, as performance requirements increase, as the num-

MATERIALS

A. Amorphous and nanoporous materials

ber of 1/0’s multiplies, and as the clock frequencies move
In this section we consider bulk or thin film materials aPove 10 GHz, a shift toward optical interconnects probably

cludes amorphous or glassy materials, materials with nano€ realized because optical transmitters will need to be inte-
cale grains, as well as nanoporous materials that contai@rated into the package or perhaps on-chip. Research into
voids on the order of a few nanometers. Also included in thig’€W ways to improve the package thermal performance is
category are multilayer films as well as epitaxial superlat-ongoing, much of which relies on novel opportunities offered
tices, which include a collection of nanometer-scale filmsby nanostructured materials. Examples range from high ther-
stacked on each other. The common feature in these matefi?al conductivity package fill or epoxy using nanotube com-
als is that one can identify a nanostructured unit as the buildPosites to chip-scale integrated thermoelectric refrigerators.
ing block. For example, in amorphous materials the local ~ The device reliability thermal problem refers most im-
ordering is on the scale of lattice constants while for epitaxfortantly to the reduction in electromigration lifetime for
ial superlattices the unit is a superlattice period. metallic interconnect systems, in which metal mass flow oc-
While phonon dynamics and transport in a single unit isCurs in response to electrical current carried in the intercon-
important and must be studied, the collective behavior of &ects until the metal line fails with a high resistance condi-
large number of units can add to more complexity, i.e., therdion. CMOS technology at dimensional scales below 0.25
may be some collective modes which are not found whemm has significant performance limitations due to RC delays
considering only single units. For example, when the phonoin the interconnect network, so much so that the traditional
coherence length scales are larger than the size of the unf based metallization has been discarded in favor of Cu and
phonon interference effects lead to modified dispersion relaCu alloys and the silicon dioxide interlayer dielectric mate-
tions. Hence, the appearance of both wave effects at nanogals are being replaced by more exotic materials with lower
cales and diffusive heat flow at bulk scales poses challengedielectric permittivity. In the latter case, SjGhin films with
in predicting thermal transport in these materials. a relative permittivitye,~4 is forecast to be replaced in a
Such predictions are important because nanostructuregtepwise fashion by materials with~3 and soon after that
materials find many applications. For example, with the sizéy materials withe,~2. This transition is being made at a
of electronic devices shrinking it is necessary to use materirate limited by our understanding and control of the micro-
als with low dielectric constants. Amorphous or nanoporousscopic and processing properties of the films.
materials are generally chosen for this purpose, although The advantage offered by these new insulator materials
their thermal conductivities are very low which results in has a concomitant set of problems, not the least of which is
poor thermal management. Can materials with low dielectrian amplification of the self-heating problem. Low permittiv-
constants and high thermal conductivity be designed? Thigy materials generally have low thermal conductivity, the
can be answered if we have a fundamental understanding abnsequence of which is an increase in the operating tem-
phonon dynamics and transport in such materials. Refractorgerature of the metallic traces, leading to reduced electromi-
ceramic films are also used in thermal barrier coatings in gagration resistance and premature circuit failure. $ffgoub-
turbine engines. The performance of such engines can Heshed a straightforward calculation that clearly demonstrates
significantly improved if the thermal conductivity of these this self-heating issue. Examining a multilevel metallization
films can be reduced, thus allowing operation at higher temidealization employing Cu and polyimide, as a prototypical
peratures. Finally, epitaxial superlattices of semiconductotow permittivity material, the temperature increase in inter-
films are under intense investigation for thermoelectric enconnect system was calculated as a function of the number of
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e ° ment thermal modeling methd® The results are summa-
Am{}rphﬂus - rized in Fig. 12, in which the measured thermal conductivi-
: . ties of thermally grown oxide, plasma enhanced TEOS
SIOE i " ° ® oxide, fluorine doped SiQ a-SiC, and various forms of
- > » L CDO are compared to the measured oxide mass densities,
. ® determined using x-ray reflectometr§fhe a-SiC samples
& are actually a carbon rich CDO materjarhe variability of
L . ® this measurement is estimated to b&% determined by
@ testing multiple samples and over a period=eil year. For
[ ] this family of materials the introduction of carbon is the most
important factor correlated to the drop in thermal conductiv-
ity. The preparation method and the chemical precursor pro-
duce smaller changes in thermal conductivity. Carbon dop-
Methyl Grﬂups {CH:’J ing, in turn, reduces the resultant mass density of the film, an
FIG. 11. (Color) Schematic representation of methyl doping of an amor- effect which is am.pllfled by the inclusion of (1%;‘_')“0'&'65
phous SiQ network. for x=1, 2, and 3 in the amorphous netwdfR:1*’Note also
that F doping has the same density reducing effect, albeit
smaller in magnitude.
metal layers in the design. For only a six layer system, typi- ~ The minimum thermal conductivity theory of Cahill and
cal of today’s logic designs, the increase of temperature eag0hf®® has been applied to these results to derive thermal
ily exceeded self-heat temperature limits currently in useconductivities. This model is an attractive option because it
Future designs will include more metal layers. Furthermoredepends only on the atomic number density and sound ve-
given that logic circuit design employs a wide range of locallocity of the films. However, using the sound velocity de-
metal densities, it is likely that Shen’s model underestimategived from the elastic modulus measured separately using
the reliability jeopardy. nanoindentation for each film, the results obtained show only
Given the above considerations, understanding the theg qualitative agreement with experiment, with errors of
mal conductivity of thin (-<500 nm) interlayer dielectrics *30%. A more successful approach would not only close
is of considerable interest. Using an example, consider ththe gap between model and experiment but, for technological
properties of carbon doped silicon dioxi@D0).2°®A sche-  relevance, also include the effects of local chemical bonding
matic representation of these materials is presented in Figand deposition process methodology.
11, in which thesp® network of the amorphous oxide is The CDO materials described above are interesting in
opened up by the introduction of chemical moieties, such athat the network is generally asp® bonded one, in which
the methyl group suggested in the figure. The thermal conthe material density is reduced by configurational rearrange-
ductivity of a set of these materials has been measured usingent to accommodate the dopant materials. The resultant
the time domain thermoreflectan¢EDTR) method!® and  molecular cage-like pores are on the atomic scale and prob-
the results in two cases independently validated using aably do not require explicit consideration in an elementary
electrical resistance measurement and full scale finite eleheoretical description. However, more aggressive materials,
those providing a dielectric permittivity near 2, can be pre-
pared using the explicit introduction of nanoscale porosity
and alternative local chemistry. The manner in which one
] includes nanoscale pores into a theoretical approach for ther-
- mal transport is not yet precise. For example, the description
of the transition from “cage-like” to nanoporosity needs to
. be clarified. Perhaps more importantly, the pore sizes of in-
] terest, which are a few nanometers so as not to limit the
mechanical strength of the films, are comparable to the rel-
evant thermal phonon wavelengths, which renders con-
] tinuum approximations suspect. The effect of porosity on the
s room temperature thermal conductivity of xerogel, a nanopo-
T rous form of a-Si0O,, was recently studied by Hu and
co-workerst% they proposed phenomenological two-phase
™ \CDO d ] mixture models that usefully describe the dependence of the
| | conductivity on porosity.
ool vy To explore the effect of porosity on the thermal transport
o 12141618 200 22 24 in lower permittivity amorphous materials, Costestial *°
Mass Density (gm/cm’) have investigated the thermal conductivity of hydrogen—
silsesquioxanéHSQ) films in the temperature range 80

FIG. 12. Room temperature thermal conductivities of carbon-doped silicon - 13111 . .
dioxide (CDO) films measured using time domain thermal reflectance <400 K using the @ method- HSQ is a spin-on mate-

TDTR. (The linear fit is merely a guide for the eye. rial with dielectric permittivities near to 2. Figure 13 shows

) SiC(O)-a
SiC(0)-b
CDO-e FSG1 Thermal -

Oxide

Thermal Conductivity (W/m/K)
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this is the property accessible to the most commonly used
] experimental techniques: time-domain thermoreflectance, see
SI0, e - Sec. VA, and the @ method for thin films:*%'3 (When the
F /’:‘// ] width of the heater/thermometer line in the 3nethod is
-7 comparable to the film thickness, the &ethod is also sen-
& sitive to the thermal conductivity in the plane of the fitf.
L . Data collected using combinations of narrow and wide metal
'..-' // FOx-A,+*" lines can be used to separate the in-plane and cross-plane
/=T T conductivities''¥
// .t Phonon transport in superlattices and multilayers can be
L/ . - divided into two categories, namelyi) €<<b; and (ii) €
S A >b, where ¢ is the phonon mean free path abdis the
Lo XLK-6 superlattice period. Consider the first regime. There have
. been a number of studies of thermal transport in multilayer
. films'?1415ith heat transport perpendicular to the plane of
the film. The general conclusion from these studies is that if
1 . the thermal conductivity of a thin layer of disordered mate-
50 100 500 rial is independent of layer thicknebs i.e., if phonons with
temperature (K) mean-free-paths comparable lomake a negligible contri-
FIG. 13. Comparison of data for hydrogen-silsesquioxane HSQ ang Siobqtlon to heat trans_,port, ar_]d that the microstructure of the
(filled circles to calculations of the minimum thermal conductivigashed  thin layer is approximately independent lof the measured
lines) for each material. The mass density of the “flowable oxide” sample, resistance of a multilayer sample is the series sum of the
FOxA, is p=1.5gcm? for the “extra-lowk’ sample, XLK-6, p  thermal resistance of the individual layers and the thermal
~0.90 gem™. resistance of the interfacé$°Thus, a simple way of pre-
dicting the thermal conductivity is to add up the bulk plus

the results of thermal conductivity measurements on a varinterfacial resistances of all the layers.
ety of HSQ samples that differ primarily by processing con- Figure 1 show; the Qata and predictions for the thermal
ditions, which is expected to modulate the porosity of resuIt—Conducw”‘fg3 ij‘ single interface. The values range from 3 to
ant films. Remarkably, the temperature dependence of the00 MW m “K™"at room temperature while the predictions
data is nearly identical for all samples, i.e., the conductivity®' the diffuse m'S’I‘S‘tCt‘lmOd?{DMM) tend to be on the
of HSQ is suppressed relative to Si@y a constant factor Order of 500 MWm“K~=. While this discrepancy contin-
that is independent of temperature in the temperature ranq_éels to exist, in many cases the interfacial resistance is neg-
of the experiments, 80T<400 K, and a significant differ- igible compared to the bulk resistance of a single layer. This
ence in porosity does not appear to modify the character dfften occurs when the films are amorphous. In such cases,
thermal transport. the thermal conductivity of multilayer films is found to be
Thus, the nearly identical temperature dependence of th@dependent of period. Studies of multilayers of disordered
thermal conductivities of SiQ FO,, and XLK suggests that oxides have failed to reveal a significant effect of interfaces:
the spectrum of heat-carrying vibrational modes is nearly théhe thermal conductivity of Zr2Y,0,/SIO; (Ref. 117 and
same in all three materials. It is thus attractive to conclude?™O2/Y20s (Ref. 12 multilayers are almost independent of
that heat transport in these materials is intrinsically local and@yer thickness with layer thickness as small as 4 nm. Appar-
that porosity does not play a role except to reduce averag%n“ya the lattice vibrations of these oxides are sufficiently
density. However, this is the basic physical picture of thedlike that the thermal conductance is too large to be observed
minimum thermal conductivity theory applied above for theby this approach. Multilayer coatings do not, therefore,
doped oxides® The results of this theory applied to the @ppear to be a promising route for lowering the conductivity
HSQ materials are presented in Fig. 13, where it is eviden®f thermal barriers. Significant decreases in conductivity
that with increasing porosity, there is an increasingly poothave been observed recently in nanocrystalline 2ZKQO;
match between the data and the model. Effective mediurfRef. 118 and attributed to the finite thermal conductance of
theory (Refs. 112 and 113in which the porous solid is 9rain boundaries. . _
treated as a composite material of a matrix punctuated by Theoretical and experimental studies on thermal trans-

than two decades. In most cases, phonon transport in super-

lattices fall into the second regime, i.€.>b. Hence, both
wave and particle-like phonon effects are observed, offering
Multilayers and superlattices are films that contain alternot only richness in physics but also difficulties in predic-
nating layers of two different materials stacked upon eachions. The origins of this work can be traced back to Naray-
other. In multilayers the films may be amorphous or poly-anamurtiet al;*'°they studied monochromatic phonon trans-
crystalline while in superlattices the films are single crystal.port across lattice matched GaAs/AlGaAs superlattices and
In this section, we concentrate on the thermal conductivity irshowed the existence of a phonon band gap. This is a
the direction perpendicular to the plane of the film becauseoupled behavior resulting from interference of waves re-

thermal conductivity (W m™ K™

g
o
I
.

|

B. Multilayers and superlattices
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TABLE I. Experimental research on thermal transport in semiconductor superlattices. Unless otherwise noted, the comments refer to crospptane tra
AM stands for “acoustic mismatch.”

Lowest thermal

Reference Materials Effects considered Temperature behavior Period behavior conductivity
124 GaAs/AlAs not applicable not applicable in-plane: max at 200 A in-plane: 12wk
125 GaAs/AlAs interface roughness in-plane: decrease 190—45@00 A/700 A only in-plane:~40
133 GaAs/AlAs AM, band gaps, roughness decrease 100—400 K increase 10—400 A 4
122 SilGe dislocations increase 40150 K maximum at 70 A ~1.6
67 SiISh 711G 29 AM not applicable 50 A/50 A only 22, in-plane: 54
123 SilGe doping, period, increase 80—150 K, decreaséd=40-90 A 1.2
dislocations constant to 330 K
slight decrease tb=140 A
127 SiIShGey 3 AM increase 100-300 K increase fbre=45-300 A 10
in-plane: max shifts with period
134 Sh A5 16/ Sip.76C& .24 AM increase 50-180 K, constant foh=67, 100, 133 A 8.4
constant to 300 K
128 InAs/AISb growth temp, annealing maximum at 150 K not applicable 25
135 InP/InGaAs thickness ratio increase 50-100 K not applicable 7
132 BiTe;/Sh,Te, doping, tunneling, not applicable lattice: minimum at 40 A 0.2
localization
12 PbTe/PbSe not applicable decrease 200—400 K 40 A only 1.6

flected from multiple interfaces. For this to occur, the meancannot propagate to the neighboring layer unless there are
free path of phonons must span multiple interface<l(). mode conversions at the interface. In addition to these ef-
In this regime, the phonon dispersion relation is modifiedfects, interfaces between two different materials with differ-
and zone folding occurs resulting in multiple phonon bandent lattice constants can contain dislocations and defects.
gapst?° Several effects can result from this modification of These can also scatter phonons and reduce thermal conduc-
the phonon dispersion. First, the group velocities of phononsvity. Finally, depending on the type of processing, there
are reduced significantly, especially for higher energy acoussould be both physical roughness as well as alloying at the
tic phonons. Second, because-k relations are modified, interface, which can also influence phonon transport. Hence,
there are many more possibilities for conservation of crystait is clear that there are many different effects that contribute
momentum and energy involved in normal and umklappto the resistance to heat flow.
scattering:?! Hence, the scattering rate is increased. To dissect the contributions of these effects, several ex-
In the regime when the mean free path is not largeperimental and theoretical studies have been performed.
enough for phonon band gaps to occur, single interface effable | lists the experimental work done in this area while
fects can also play a significant role. For example, if the twoTable Il lists the theoretical and computational ones. Most
materials in the superlattice have large mismatch in the phcexperimental studies have used superlattices of Si, Ge, and
non dispersion relations, phonons in certain frequency rangteir alloys as well as those of IlI-V. Table | also shows the

TABLE Il. Theoretical research on thermal transport in semiconductor superlattices. AM stands for “acoustic mismatch.”

Reference Superlattice Model Effects considered Comparison with experiment
121 general phenomenological minibands conductivity increases with period
136 SilGe sc lattice dynamics AM, phonon confinement, minibands room temperature reduction
agrees well with Si/Ge
137-139 Si/Ge; Boltzmann transport  AM, inelastic scattering, roughness  see references
GaAs/AlAs equation
140 SilGe fcc lattice dynamics minibands, velocity trend does not agree with experimental results
141 general transfer matrix phonon interference, tunneling poor agreement with experiment
142 GaAs/AlAs lattice dynamics velocity reduction poor agreement with experiment
143 SilGe valence-force potential velocity reduction, spectra mismatch periods too thin for comparison
144 Si/Ge & GaAs/AlAs fcc lattice dynamics minibands, tunneling good agreement for cross-plane;
poor agreement in-plane
120 general wave theory mini-bands, interface scattering trend agrees with lattice conductivifyeaf/ 8b, Te;
145 SilGe molecular dynamics all classical effects good agreeftvenmtpoints with experiment
146 general phenomenological particle-wave crossover high TC at ultra-short periods; model
cannot explain trend
147 SiGe quantum dot continuum quantum dot scattering not applicable
132 BibTe; /Sh,Te; Boltzmann transport AM, interface roughness, trend does not agree with data
equation localization
148 Lennard—Jones solids molecular dynamics all classical effects, strain not applicable

149 fcc molecular dynamics all classical effects not applicable
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FIG. 14. Thermal conductivity of Si/Géop) (Ref. 122 and Si/Sj;Ge,; ~ Pronounced, i.e., the growth of componénbn the surface
(bottom (Ref. 127 superlattices; the curves are labeled by the superlatticepf componenB creates a different interface than the growth
period in A. The thermal conductivity of Si/Ge superlatti¢as) increases of B on A. Strained- |ayer superlatt|ces such as Si—Ge can
with period thickness in the region of 30—60 A, but then drops dramatically
for period higher than 140 A, presumably due to presence of misfit dlslocahamor high densities of crystalline defects when the layer
tions and defects beyond a critical thickness. The thermal conductivity othickness exceeds the critical thickness for the extension of
Si/Si /Gey 3 with thickness ratio of 2:1 showed that as the period was de-misfit dislocations; growth on relaxed buffer layers reduces
creased from 300 AL00 periods in 3um thick film) to 45 A (667 periods  the density of threading dislocations but the misfit density
in 3 um thick film), the thermal conductivity decreased steadily and ap-_ . . L . .
proached the effective alloy which isSBe, 1. will still be large when the critical thlcknelgg is exceeded. The
agreement between the data of Caétlll."~“and BorcaTas-
cuic et al}?® seem to support this idea. The interesting ob-
effects considere¢interfacial roughness, phonon band gaps,servation that they both made was that the superlattice ther-
dispersion mismatch, ejcand the observed dependence ofmal conductivity was lower than that of the alloy with the
thermal conductivity on temperature and superlattice periodsame mass ratiosee Fig. 15 Hence, interface scattering
The data on Si and Ge superlattices suggest that for verglone is probably insufficient to explain this observation.
small period, when the layer thickness is less than the criticaPerhaps this may be due to zone folding which reduces pho-
one for the extension of misfit disclocations, the thermal connon group velocities and increases scattering rates and
ductivity of superlattices tend to decrease with decreasinghereby reduces thermal conductivity. Thermal transport in
layer thickness$?? As the layer thickness is increased beyondGaAs and AlAs superlattices have also been studied
10 nm, the thermal conductivity drops, presumably due towidely.85124-126These studies have shown that as the inter-
disorder created by extensive plastic deformafisee Fig. face density increases, the thermal conductivity decreases,
14(a)]. This is similar to the observations of BorcaTascuicclearly showing that interface resistance is important.
et all® More recently, Huxtableet al'?’ have shown that for
Interface disorder introduces diffuse scattering but intersuperlattices of Si and §iGe, 3, where the critical thickness
face disorder in a superlattice is typically modest. It is lim-is much larger than that for Si and Ge superlattices, the
ited to interface roughnega finite density of interface steps thermal conductivity scaled almost linearly with interface
and substitutional alloying at the interfaces caused by surfacgensity supporting the data of Cahiletal??> and
segregation during growth. Unfortunately, this physical andBorcaTascuit?®[see Fig. 14b)]. As the interface density in-
chemical interface roughness in an epitaxial superlattice isreased, the thermal conductivity approached that of the al-
sensitive to the material, growth method, growth temperaloy, but was never lower than that of the alloy, which is in
ture, and deposition rate—and is notoriously difficult to char-contrast with previous observations. Clearly, the mismatch in
acterize. Furthermore, asymmetry of the interface is ofteracoustic impedance between Si and Ge is more than that of
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Si and Sj/Ge&, 3. Hence, it is possible that thermal conduc- initial measurements and theories were for transport parallel
tivities below alloy values can be found only when there isto the layers. The simple viewpoint is that heat transport
large mismatch in acoustic impedance that creates significaghould be quite efficient parallel to the layers. If the inter-
band gaps in the phonon dispersion relation. faces are atomically smooth, then phonons would specularly
There have been two reports of thermal conductivity ofreflect from these interfaces. Each layer becomes a phonon
Bi, Te; and ShTe; superlattices. These are of interest in ther-waveguide which efficiently channels heat along each layer.
moelectric applications where the reduction of thermalThe initial measurements of thermal conductivity parallel to
conductivity has been a major challend®. the layers found values smaller than bulk values by a factor
Venkatasubramanidft showed as the period thickness in- of four. Yao* found in GaAs/AlAs superlattices that the
creased, the room temperature thermal conductivity reache@iermal conductivity was similar to that of a random alloy of
a minimum for a period thickness 5 nm, and this value waghe two materials. This was explained in Ref. 150 as due to
lower than the thermal conductivity of the corresponding al-the interface boundaries not being perfectly planar. Atomic
loy. It was suggested that this was due to phonon band-gagcale defects at the interface are efficient scattering centers
effects. However, Touzelbaest al** did not find any sig-  for the phonons.
nificant change in thermal conductivity when the superlattice ~ There is much more interest in thermal transport perpen-
period was varied. Hence, it remains inconclusive as tdlicular to the plane of the layers, which is called the “cross-
whether phonon band-gap effects are indeed present in thiane” direction. In some cases experiments show a thermal
system. conductivity significantly lower than that of the random alloy
Table Il lists the theoretical and computational work onof the two materials in the superlattic&**"***The simple
thermal transport in superlattices. Three approaches are ge@xplanation for this reduction is that the superlattice acts as a
erally adopted. The first is based on wave propagation, thEabrey—Perot interferometer, and allows only a few phonon
second on particle transport that can be modeled by Boltzrequencies to pass through. This feature was demonstrated
mann transport theory, and the third relies on molecular dyby phonon transmission spectroscapy.
namics. There have been many calculations of thermal conduc-
From the experimental and theoretical studies, it is cleativity in the cross plane direction. They can be divided into
that the mechanism of phonon transport in epitaxial superlathree groups. The largest number of calculations are based on
tices is not well understood and it is difficult to predict the the standard formula for the thermal conductivity
value of thermal conductivity. However, a few trends do

3
seem to appear. First, if interface resistance is to play a major K:ﬁE J %sz(Q)zwx(Q)Tx(Q)(M)a
role, the acoustic mismatch between the two films of the A (27) dT

superlattice must be sufficiently large,1.1. For incoherent ®)

phonons, acoustic mismatch gives rise to interface reflectioghere v,, (q) is the velocity of the phononr,(q) is the
while for coherent phonons, phonon band gaps are formegfetime, andng[w,(q)] is the Boson occupation function.
that reduce the group velocities. Second, interface roughnesshe above formula is derived from the Boltzmann transport

and alloying can also scatter phonons and thereby increasuation(BTE). Calculation by Kato et ai°* Hyldgaard and
interfacial resistance. Third, in some cases, the phonon thefgahan®® Tamura et al,’*° Simkin and Mahart?®° Bies

mal conductivity can be reduced below the alloy limit, which et 1,142 and Kiselevet al,**® all just calculate the actual

may occur due to band-gap formation. Although calculationgshonon modes of the superlattice and evaluate the above
predict this, eXperimentS have not prOVided UnmistakableormL"a_ Usua”y the ||fet|me7-)\(q), or else the mean-free-
proof. The image that seems to emerge from all these studiqﬁth €,q is selected to be the same as in the homogeneous
is the following. To reach the minimum thermal conductivity, material. These calculations show the thermal conductivity in
one perhaps needs to take different approaches to block phive superlattice is reduced significantly, sometimes by a fac-
non transport in different parts of the phonon spectrum. Fogor of ten, compared to that of the constituents of the super-
example, high-frequency phonons can be blocked by alloyattice. This large reduction agrees with the experimental
scattering since the wavelengths are generally on the order ﬂﬁdings‘
a few atomic spacings. Low frequency phonons are generally  Simkin and Mahatf® used a complex wave vector in
unaffected by alloy scattering since the scattering is geneicomputing the superlattice modes. The imaginary part of the
ally in the Rayleigh regime. However, they may dominatewave vector was a phenomenological way of including the
energy transport in an alloy. For such phonons, superlatticghean-free-path into the calculation of the phonon modes.
formation would lead to miniband formation since their This calculation showed a minimum in the thermal conduc-
mean free paths are generally much larger than for hightjvity as a function of superlattice period.
frequency phonons. Hence, what would indeed be interesting  There have been several calculations of the thermal con-
is to study thermal transport in superlattices of alloys thaljuctivity of the superlattice which have solved the Boltz-
have sufficient acoustic impedance mismatch. mann transport equation. That of Ren and Bwdid not
predict a large reduction of the thermal conductivity, and
disagrees with experiments. Several calculations from
Chen’s group®*52agree much better with experiment.
Thermal transport in semiconductor superlattices can be Recently, Daly and co-workefs''®® used large-scale
either parallel or perpendicular to the plane of the layers. Th¢1.3x 10° atoms) molecular dynamics simulations to calcu-

C. Superlattices: Theory and computation
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late the thermal conductivity of superlattices. 771 Spectrum
There have been very few calculations of thermal con- ‘ T } L

ductivity in the cross plane direction which included heat Nd: YVO H Ti: Sapphire

transfer by electrons as well as phonons. Bartkowiak and e N

Mahan’s modelindf® was semiclassical and assumed that

both the electron$(x) and phonond ,(x) had a local tem-

perature. The electrons and phonons can exchange energy

the bulk, and at the interfaces. They found a wide variety of Electro-Opfic

temperature distributions depending upon the various bound V°D'e"|’b'e M°dU'°‘°'I I

ary resistances for electrons and phonons. None of this be

Opﬂcal Isolator

havior has been verified or refuted by experimental measure < c°|o,
ments. All of their calculations depend on the concept of a / ' =T Fiter ohafodiod
local temperature. » Ob}gg,ve Y cump probe % Detector
Sample S 9» %—m--mw
Sam le Polarizing
V. NEEDS AND LIMITS OF METROLOGY llominator  Beam Splifier Apenure

The goal of successful commercial implementation OfFIG. 16. Schematic of the TDTR and picosecond acoustics apparatus in use
nanoscale materials places a burden on the metrology f the Laser Facility of the Frederick Seitz Materials Research Laboratory.
these materials and devices that extend beyond the charac-
terization of the fundamental materials properties. This bur-
den involves not only the small physical dimension of the  The consequence of the above considerations for the
material but also the general accuracy of the measuremergroblem of heat transport in nanostructures has been the in-
To illustrate this, perhaps the most familiar examples deriveéroduction of a wide variety of novel instrumentation well
from the Si semiconductor industry. Here, thin film metrol- suited for measurement of thin films and structures. Several
ogy is becoming increasingly challenging as Si semiconducpromising approaches have been introduced recently or are
tor device technology scales toward smaller dimensions andurrently under development. Three examples are described
the corresponding manufacturing process complexity growshelow.

Traditional thin film properties such as thickness and intrin-, __ )
. . . . A, Time-domain thermoreflectance
sic stress are being augmented by an increasing number of
other physical parameters, which together must be consid- The first thermal transport experiments using picosecond
ered in the development and manufacturing monitoring planthermoreflectance, alternatively referred to as time-domain
Such parameters include density, porosity, thermal condudhermoreflectancéTDTR), were reported in Refs. 155 and
tivity, grain texture, surface chemical residue, and bulk andl56. TDTR provides a direct method for measuring heat dif-
interface cohesion. The introduction of more complex defusion on nanometer length scales. Most engineering materi-
vices using new materials and process metheds., Si al- als have thermal diffusivitieD in the range 0.005D
loys, polymers, and 3D structupeslso contribute to the <1cnfs ! and att=200 ps, heat diffusion lengths
measurement challenge. Effective control of these properties Dt are in the range ¥01<140 nm. Therefore, picosec-
often becomes difficult as the device scaling continues. Foond time resolution offers nanometer-scale depth resolution
example, the control of the physical thickness and composiand, more specifically, picosecond thermoreflectance can iso-
tion profile of the MOS gate dielectric is generally of critical late the effects of interface conductance from the thermal
importance to the resultant device parameters. But with thisonductivity of a thin layer. By contrast, thermoreflectance
film currently having a required thickness of less than 1 nmmeasurements using longer pulse len@tswitched lasers’
the challenge is to control thickness and composition variaand the 3 method?® cannot distinguish between the thermal
tion on the atomic scale. conductivity of a film and the thermal conductance of its

Another factor to consider is that the ability to measureinterfaces.
many properties is becoming less and less feasible at the An example of TDTR experimental apparatus is pre-
nanoscale limit. A well known example is the measuremensented in Fig. 16. Picosecond time resolution is obtained
of dopant distributions under a gate as the gate widths movesing mode-locked lasers that produce a series<dfps
below the 50 nm scale and approach the “sparse dopantjulses at a repetition rate ef76 MHz. Extremely high time
limit. 1* As a result, an increasing number of traditional mea-resolution is achieved by splitting the laser output into two
surement methods are becoming insensitive or unsuitable fdream paths, a “pump” beam and a “probe” beam, and ad-
use due to the limitations of the physics employed. To adjusting the relative optical path lengths with a mechanical
dress these difficulties, not only is new instrumentation beinglelay stage. If the sample under investigation is metallic, or
sought, but also industry is relying increasingly on materialscan be coated with a thin metal film, then a small fraction of
device, and thermal-mechanical modeling to infer propertieshe energy from each pulse in the pump beam produces a
that cannot be directly measured. This approach, in turn, resudden jump in temperature 6f3 K near the surface of the
quires that the fundamental properties be precisely and accsample. The decay of the near-surface temperature is then
rately measured on test systems, designed to enable suttierrogated by the reflected energy of the series of pulses in
measurements. the probe beam. Determination of the thermal conductivity
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and interfacial thermal resistance is made by comparing the

experimental cooling curve to the theoretical model and op-  pcition. o
timizing the free parameters. For all but the shortest times,  gansitive

the temperature is homogeneous through the optical absorp- photodiode

tion depth of the thin metal film andAR;(t) : A —
=(dR/dT)AT4(t). The surface temperatuteT,(t) can be ' '
accurately calculated using one-dimensional heat flow since :
the thermal diffusion length is usually much smaller than the l
radius of the focused pump bedr.

In a modulated pump—probe experiment, the differences Temperature

in reflected probe intensity caused by the pump pulse appear Sensor —__
at the modulation frequency of the pump beam and are ex-
tracted with lock-in detection but interpretation of this
lock-in signal is not straightforward as the time delay be-
comes a significant fraction of the separation between pulses: Piezoelectric

Capinski and co-worket#® discuss calculations of the in- Scanner

phase and out-of-phase signals of the lock-in amplifier given

the time-domain thermal response of the sample; Cabhill Scanning Directions
et all provide a calculation starting from the frequency-
domain response.

Despite the promise of these methods, few quantitative
and systematic studies of thermal properties of materials
have used picosecond optical technigtfield;133156.158.159
Experiments by Maris and co-workers on interface thermal it
conductancl and superlattice conductivity® are the most ' ' T
complete. Data for the thermal decay at short tintes —p Solid-Sclid Conduction .
<50 ps are difficult to interpret quantitatively because - Liquid Conduction
hot-electrons can deposit energy beyond the optical absorp- _ _  ajr Canduction
tion depth,(ii) the temperature dependence of the complex
index of refractiond/dT is typically unknown (iii ) the dif- L
fusion equation fails on length scales comparable to the
mean-free-paths of the dominant energy carriers,(ia/r)dhe FIG. 17. (Color_) Schematic diagram of a scanning_ thermal microscope_

. A (SThM). It consists of a sharp temperature-sensing tip mounted on a canti-
assumption Of_equ'“bnum_ between phonons and electrons i ver probe. The sample is scanned in the lateral directions while the canti-
not always valid. At long times>500 ps, measurements are |ever deflections are monitored using a laser beam-deflection technique. To-
often plagued by shifts in the focal plane and beam overlapographical and thermal images can be thermally obtained. The thermal
created by |arge displacements of the delay ste@apinski transpor_t at the tip—sample_ contacts consists_ of air, liquid, and solid—solid

- 104 . . . . conduction pathways. A simple thermal resistance network model of the
and Maris® describe an optlcal deS|gn that Improves accu'sample and probe combination, shows that when the sample is at tempera-
racy at long delay times; the out-of-phase signal of thaureT,, the tip temperaturd, depends on the values of the thermal resis-
lock-in amplifier can also be used to correct systematidances of the tip-sample contai,s, the tip,R;, and the cantilever probe,
errors?) It is likely, however, that improved performance and Re-
dropping costs of solid-state mode-locked lasers will expand
applications of picosecond thermoreflectance. Reliable, low-
noise Ti:sapphire lasers that produce 100 fs pulses are con?—'
mercially available and can be operated with only a modest Access to nanofabrication facilities offers new opportu-
knowledge of the technology of ultrafast lasers. nities for probing directly the local temperature and thermal

Over the longer term, improved laser performance willtransport mechanisms in nanostructures. Two significant ap-
also make more sophisticated experiments possible. For eproaches will be commented on below: scanning thermal mi-
ample, the pump and probe light pulses can be applied toroscopy and the new area of microinstrumentation fabrica-
localized regions of the sample through the use of near fieldion.
optics. With this technique, it should be possible to study the A scanning thermal microscopéSThM) operates by
lateral flow of heat in a thin film, instead of just the flow of bringing a sharp temperature-sensing tip in close proximity
heat through the film. In addition, the accuracy of TDTRto a sample solid surfadsee Fig. 17. Localized heat trans-
measurements will be enormously enhanced if compact laséer between the tip and sample surface changes the tip tem-
sources that can be tuned over a wide wavelength range bperature. By scanning the tip across the sample surface, a
come available. The probe wavelength could then be chosespatial map of the tip-sample heat transfer is mapped out.
to match a peak in the thermoreflectance of the metal flmWhen the tip comes in local equilibrium with the sample,
This would increase signal to noise in the measurement prane obtains the spatial temperature distribution of the sample
cess, reduce the time needed for a measurement, and irsdrface, whereas if the temperature change is determined for
prove the accuracy. a known heat flux, one could obtain the local thermal prop-

Microfabricated probes
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FIG. 18. (Color) Topographicaltop) and thermal images of a multiwall carbon nanotib®VCN), 10 nm in diameter obtained by SThM. The bottom plot
shows the temperature distribution along the length of the wire while the plot on the side shows the cross-sectional temperature profile,lltdiddting f
half maximum of the temperature peak to be 50 nm.

erties. The spatial resolution depends mainly on three factorgort in these devices. In addition, SThM has also been used
namely, tip sharpness, tip-sample heat transfer mechanisrtg measure thermal properties of materials and perform calo-
and the thermal design of the probe. In the recent past, theémetry at nanometer scalé®
spatial resolution has been improved to 30—50 nm, allowing  There are three important elements determining the per-
one to study thermal transport phenomena at these lengformance of SThM, namelyi) thermal and mechanical de-
scales®® sign of the probefii) fabrication of probefiii) understand-
The idea of SThM was first proposed by Williams and ing of tip-sample heat transfer. Proper thermal design ensures
Wickramasingh¥! when they used a thermocouple at thenot only temperature measurement accuracy but also higher
end of a metallic wire to measure temperature. Tip-samplspatial resolutiort®®®’Fabrication of probes by MEMS pro-
heat transfer was used to image the surface topography cksses allows one to batch fabricate hundreds of probes on a
electrically insulating materials. Since then, significantsingle wafer using optical lithography, enabling multiple us-
progress has been made in improving thermocouple-basests to utilize such probé§%1®6Recent studies have revealed
measurements while other techniques based on contact pthe role of gas conduction, solid—solid conduction, and con-
tential, electrical resistance, and thermal expansion have alshiction through a liquid film bridging the tip and the
been developed, which are reviewed in detail bysample'®*1’A fundamental understanding of the tip-sample
Majumdart®? Most of the development has focused onheat transfer allows accurate estimation of sample tempera-
cantilever-based probes such that atomic force microscopésre distributions from the measured data. Recent progress in
(AFMs)%3 could be used as a platform for SThM. When athese areas has allowed thermal imaging of nanostructures
temperature sensor is mounted on the very apex of the tisuch as carbon nanotuB&swith 30—50 nm spatial resolu-
such probes can be used to image both the topography anidn (see Fig. 18 Such a high spatial resolution allows one
the temperature distribution of devices such as singldo study phonon physics at the length scale of phonon wave-
transistors®’” and vertical cavity laser$* Such studies have lengths and mean free paths, which could lead to greater
helped in identifying defects and failure mechanisms whileunderstanding of nanoscale thermal transport. In addition,
providing insight about electron, photon and phonon transthe spatial resolution is sufficiently high to study electrother-
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mal and photothermal effects in modern electronic and opto-
electronic devices.

Despite these recent advances, there are several una
swered questions that need to be resolved. It is well known
that the liquid film bridging the tip and the sample contrib-
utes significantly to tip-sample heat transfer. Can the effect
of liquid conduction be controlled by tailoring the surface . . . . . . . .
chemistry? What is the role of near-field radiation in tip- _~=~ -1 01 2 3 4 5 6
sample heat transfer, especially in a vacuum environment™ ",
How do phonons and electrons propagate through a poin 2
contact that is on the order of their wavelength? Can we
conduct SThM experiments at low temperature and observe ="
guantum transport effects? Because tip-sample thermal resis
tance depends on surface topography, topography-related a 5
tifacts in thermal images still remains a problem. There are %
two potential solutions: a thorough knowledge of tip-sample
heat transfer in order to model the effect of topography; or a
null-point measurement such that tip-sample temperature dif:
ference can be minimized thereby eliminating any heat flow.

The latter requires more sophisticated probes with multiple
sensors and feedback control. Future progress will be driver
towards multiple sensors and actuators on integrated cantile
ver probes such that one could simultaneously measure terr

E=1.890¢eV

S = N W

E=1995eV

QO = N W

1 0 1 2 3 4 5 6
E=2.198 eV
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perature and heat flux as well as electrical, optical, and othe -10 1 2 3 4 5 6
nanoscale properties while imaging a nanostructure. .
Finally, because new nanoscale materials and energ Tlme (ps)

conversion devices are being developed, there will also re- ) ) ) o )
FIG. 19. Normalized differential reflectivity for antimony at 300(éee Ref.

main a need to thermally probe them at nanoscales. For ex= =", . : .

. . . ). E. is the central energy of the pulses which are polarized perpendicu-
ample, thermoelectric properties of nanostructured semicony o the trigonal axis. The data show coherpy phonon oscillations of
ductors are markedly different than those of bulk materialsfrequencyQ,~4.5 THz and a slowly varying electronic background. The
By simultaneously measuring thermal, electrical, and therfine structure near zero delay is due to interference between overlapping
moelectric properties using a multifunctional SThM, onePUMP and probe beams.

could characterize low-dimensional nanostructures. An area
of research that is largely unexplored is SThM under "q“idHence, MEMS provides a platform to integrate nanostruc-

environment, in particular, of biological molecules. Proteins; ;.o and thereby forms a bridge between nano- and micros-
and DNA undergo structural changes and phase transitions g a5 |n the case of the SThM probe, the nanoscale tip is
different temperatures. Localized calorimetry of m°|eCU|esintegrated onto the rest of the cantilever and the probe. Fig-
could shed light on the binding behavior of biomolecules. .« g8 shows another example where two suspended micro-
One of the major limitations of scanning probe Micro- heaters are fabricated on a chip using standard MEMS
scopes is their inability to probe below a solid surface. Balyecnnigues? A carbon nanotube or any 1D nanostructure can
listic electron emission microscopBEEM) allows one o pe placed across the two heater islands and its thermal prop-
probe about 10-50 nm below a conducting or a semiconducisties can be measured using this device. An advantage of-
ing surface by detecting electrons that travel ballisticallyfo eq by MEMS is that hundreds of microinstruments can be

. 68 . .
through the materia:® However, an insulating surface can- it on a single wafer, providing low cost measuring devices
not be probed by this technique. Because thermal transpog, high-throughput experimentation.

occurs in all materials, it may be possible to use SThM to
probe materials below the surface using either ballistic orC Coherent optical methods
diffusive phonon transport. While diffusive phonon transport ™ P
has been exploretf® ballistic phonon transport has not yet Coherent optical methods, such as stimulated Raman
been studied using SThM. A combination of picosecond ul-scattering, have long been applied to measurements of the
trasonics and SThM might perhaps be able to map out mdifetime of optical phonons$® As illustrated in Fig. 19, laser
terials and their properties in three dimensions. excitation can lead to the generation of intense vibrations
The SThM probe falls under a general class of microin-showing a high degree of temporal and spatial coheréfice.
struments that allows one to thermally probe at a length scal@ransport measurements using optically generated coherent
that is an order of magnitude smaller than the characteristiphonons, particularly acoustic modes, may provide an alter-
dimension of the instrument. By using traditional MEMS native to conventional thermal methods for the determination
fabrication technigues, which allow one to make devices an@f the mean free path. Coherent, monochromatic phonon
structures down to about 300 nm, one could study transpotieams can be generated using a variety of techniques that
phenomena at length scales on the order of 10-50 nntombine optical cw or pulsed lasers and a suitable
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