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Organic solar cells (OSCs) provide a potentially cheap and environ-
mentally friendly way to address solar energy conversion.1–5

The photoactive layer of these devices consists of two organic
semiconductors, namely an electron donor (D) and an electron
acceptor (A). The presence of two materials with comple-
mentary electronic properties is necessary in order to dissociate
tightly bound excitons that form upon light absorption.6 The
way the donor and the acceptor are combined crucially affects
device performance.7,8 The two materials must be intimately
mixed to overcome the short exciton diffusion length (typically
5–10 nm in organic semiconducting materials9–13). At the same

time, however, the composite structure must provide contin-
uous pathways for charge extraction.

The usual method to obtain such an interpenetrated D–A
network, commonly referred to as the bulk-heterojunction
(BHJ), is to cast a blend from a single solution of both
components.14 Post-processing treatments, such as thermal
or solvent annealing,15 are often used to optimize the phase
separation and improve molecular organization within the
individual phases.16–18 This strategy has provided the most
efficient OSCs to date.19–22 The power conversion efficiencies
(PCEs) resulting from its application depend on the identities
of the D and A components but are also strongly affected by
the processing conditions.23–27 This, together with long-time
ageing phenomena producing morphological changes, may
represent an obstacle for the production of efficient and
durable devices.

An alternative route for device preparation is that proposed
by Ayzner and coworkers,28 in which the polymer poly(3-hexyl-
thiophene) (P3HT) and the soluble fullerene derivative phenyl-
C61-butyric acid methyl ester (PCBM) are spin cast sequentially
and separately using ‘‘orthogonal solvents’’, which dissolve
selectively one or the other component.29 These devices, often
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different results,60 but overall these have shown that annealing
tends to produce an accumulation of PCBM at the underlying
substrate (the anode), and to a lesser extent also at the air-film
interface (before the final deposition of the cathode). In order to
fully appreciate these results, it seems to be useful to place them
within the broader context of polymer–nanoparticle blends,62–64

in particular that of the self-assembly of nanoparticles at polymer
interfaces.65,66 A few years earlier, within a totally different
context (influence of nanoparticles on the stability of polymer
thin films against dewetting), Barnes et al.67 had already shown
that small nanoparticles such as C60 tend to segregate at an
underlying substrate. The effect was generic, as it occurred for
both polystyrene and polybutadiene, as well as chemically
different nanoparticles. However, it does depend on nano-
particle size, so that it is eventually suppressed on replacing
C60 with increasingly larger nanoparticles.62,68 These features
are consistent with classical density functional calculations69,70

and molecular dynamics simulations71 of coarse-grained polymer–
nanoparticle models, which predicted a first-order layering transi-
tion of the particles at a surface. This effect can be modulated by
specific interactions, but its origin is mainly entropic, as it can
occur also in purely repulsive, athermal systems. At high nano-
particle concentrations, such as those typical of OSCs, the theory
predicts the formation of several nanoparticle-rich layers. The
effect is stronger when the ratio between the diameter of the
nanoparticles and that of the polymer segments is around two,
close to that resulting from a coarse-grained model of P3HT:PCBM
blends.72

In this work, we present a combined experimental and
numerical study of bilayer devices with fixed PCBM and variable
P3HT content. One BHJ device is also included for comparison
purposes. Our study begins with the examination of optical
absorption spectra by means of the Tranfer Matrix Method
(TMM).73,74 We assume a simple function for the PCBM concen-
tration profile across the active layer, and obtain its parameters
by comparison of the measured and calculated absorptions.
Afterwards, information on the PCBM concentration profiles is
also obtained by comparison of the measured and calculated75

EQE spectra. Finally, we derive the Internal Quantum Efficiencies
(IQE) by computing the relative efficiencies of exciton diffusion,
exciton dissociation and charge collection.

2 Results and discussion
2.1 Device efficiencies and optical properties

Table 1 collects the relevant experimental parameters for the
bilayers (P1–P5) and the BHJ (B6) considered in this study. The
PCE was calculated by means of the following relationship:4

PCE ¼ Jsc � Voc � FF
IAM1:5G

(1)

where IAM1.5G = 100 mW cm�2 is the incident power density
according to the AM1.5G standard.76 Our PCE values are
comparable to those of Ayzner et al.28 Upon increasing the
P3HT content, the PCE increases reaching the maximum value
for device P3 (2.79%). Compared to device P3, device P4 shows

 

referred to as bilayers, show PCEs of around 3.5%, thus 
comparable30–32 or even higher32 with those of BHJ devices 
based on the same materials. Bilayers can be expected to show a 
more favorable PCBM-rich composition at the free-air surface33,34 

and, therefore, better efficiencies.35

Motivated by the need to rationalize bilayer efficiencies and 
improve the understanding of P3HT:PCBM miscibility, several 
studies have focused on the morphology of sequentially deposited 
active layers.31–33,36–40 It was found that the deposition of PCBM 
onto a P3HT film does not lead to a bilayer with a flat and sharp 
interface, as initially suggested.28 Rather, even in the  absence of
thermal treatment, PCBM diffuses into and mixes with the P3HT 
layer,31 resulting in a virtually constant concentration profile.39,41 

The process is likely to be assisted by the swelling of P3HT by the 
solvent used to deposit PCBM,32,39 and occurs without disrupting 
the crystalline P3HT domains.33,39 The last stage of this process 
may involve the reagglomeration of PCBM and the formation of 
pure PCBM domains within P3HT.40 Whether the morphology 
resulting from sequential deposition is analogous to that 
obtained via conventional single solution processing is still a 
matter of debate.32,37,38,42 In any case, it is clear that nano-
structuring of the D–A blends should be taken into account in 
performance analysis of both BHJs and bilayers.

Among the various parameters that affect device efficiency, the 
active layer thickness and the D/A ratio are of key importance. 
These can be controlled, to a reasonable extent, by varying the 
concentration of the casting solution(s). Previous work on 
BHJs14,43–46 has shown that increasing the active layer thickness 
generally improves photon absorption, although not monotoni-
cally, due to optical interference effects. At the same time, as the 
BHJ thickness is increased, charges have more chances to 
recombine at opposite sides of the D/A interface before reaching 
the corresponding electrodes. A similar trade-off was also found 
in bilayers where, under the assumption of a discrete D/A inter-
face, the limiting factor for device efficiency was attributed to 
misbalanced carrier transit times, rather than to electron–hole 
recombination.28 The optimal P3HT:PCBM volume ratio found in 
that work (4 : 1) was later confirmed in another study reported by 
Gevaerts et al.32 Here, however, the possibility of a sharp D/A 
interface was rejected, based on the comparison between experi-
mental and simulated external quantum efficiency (EQE) spectra. 
This study illustrates the benefits of a combined use of experi-
mental and numerical approaches, in order to disentangle the 
many nanoscale phenomena underlying OSC behavior. Purely 
numerical studies based on Kinetic Monte Carlo, Master Equation 
or Drift-Diffusion simulations are also possible and they can 
provide useful insights.47–49 However, these necessarily rely on 
assumptions about the device morphology and the elementary 
steps leading to the photogeneration of charges. These are still far 
from being clarified, as illustrated by the ongoing debate about the 
relative importance of ‘‘hot’’ versus ‘‘cold’’ exciton dissociation at 
D/A interfaces.50–58

Starting from the report of Campoy-Quiles et al.,59 several 
experimental studies have highlighted a non-homogeneous 
vertical concentration profile in annealened P3HT:PCBM BHJ 
devices.30,41,60,61 Different experimental techniques may produce



higher values of both Jsc and Voc, but its overrall efficiency is
lower due to a poorer fill factor. A further increase in P3HT film
thickness does not affect Voc, but appears to have a negative
impact on both Jsc and FF. This makes P5 the least performing
device in the set. Finally, the BHJ device, B6, has the volume
ratio, the fill factor and PCE between those of P1 and P2, but a
Voc value lower than both.

In order to rationalize the above observations, we begin from
the spectrally resolved total device absorption, Atot. We consider
the range between 300 and 650 nm, where P3HT:PCBM blends
absorb significantly. To analyse the experimental data, we used
the one-dimensional Transfer Matrix Method (TMM),73,74 which
can model the active layer absorption taking into account optical
interference effects. The device is described as a collection of
layers sequentially stacked on the top of each other along the
z axis (see Fig. 1). The thicknesses and complex refractive indices
of the layers comprising the solar cell must be provided as input
to the TMM model. In this work, the optical constants of all
materials were determined by variable angle spectroscopic
ellipsometry, as detailed in the Experimental section. Published
data77 were preferred only for P3HT, due to better agreement with
the experimental device absorption spectra (see ESI† for details).
It is well known that the P3HT absorption is quite sensitive to its
degree of order.78 The data employed in our final fits77 correspond
to P3HT samples with relatively high crystallinity, consistently
with the extensive annealing process carried out on our films
(see the Experimental section).

The photoactive film was represented as a set of consecutive
layers of thickness l = 2 nm. The PCBM volume fraction at the
centre of each layer was represented by a sigmoid function:

f ðzÞ ¼ 1

1þ b � ecðz�dÞ: (2)

The complex refractive index of each layer was calculated by
averaging those of the pure components (eP3HT(PCBM)):

e(z,l) = f (z)ePCBM(l) + (1 � f (z))eP3HT(l). (3)

The parameters b and d were chosen to keep the overall
amount of PCBM constant (see ESI† for details). The parameter
c was varied to describe a variety of PCBM distributions:
conventional bilayers (c 4 0), uniform and homogeneous
bulk-heterojunctions (c = 0). Negative values of c were also
considered to account for the accumulation of PCBM at the
PEDOT:PSS layer, already observed in some BHJs.59,60,79

Fig. 2 shows the experimental and fifty simulated absorption
profiles of each device. These were obtained increasing c by
0.008 nm�1 in the range [+0.2, �0.2] nm�1. Devices P1, P2 and
B6 (top panel) show similar experimental absorption spectra.
The comparison with the simulated profiles suggests a fairly
uniform distribution of PCBM across the active film (c C 0).
This is evidenced by the intensity of the broad spectral feature
at 400 nm, and by the peaks at around 520, 550, and 600 nm,
which are associated with the p–p* transitions in ordered films
of pristine, regioregular P3HT.78,80–83 The best least-squares fits
have been highlighted in Fig. 2, and the corresponding values
of c are reported in Table 2, together with the associated root-
mean-square deviations (sA). The negative values of c obtained
suggest the possibility of PCBM accumulation at the PEDOT:PSS
anode in these thin devices (o100 nm). As discussed in the
Introduction, this is consistent with other experimental work on
BHJ devices and polymer–nanoparticle blends, as well as some
theoretical analyses.

Evaluating the PCBM distribution on the basis of optical
modeling is more difficult for the thicker devices (bottom panel),

Table 1 Overview of experimental device parameters: P3HT (PCBM)
nominal layer thicknesses (LP3HT(PCBM)), volume ratios, short-circuit current
density from the solar simulator (Jsc), open-circuit voltage (Voc), fill factor
(FF) and power conversion efficiency (PCE%)

Device LP3HT : LPCBM [nm] Jsc [mA cm�2] Voc [V] FF PCE (%)

P1 40 : 44 (0.9 : 1) 6.38 0.57 0.66 2.41
P2 50 : 44 (1.1 : 1) 6.55 0.59 0.71 2.74
P3 90 : 44 (2.0 : 1) 6.64 0.59 0.71 2.79
P4 146 : 44 (3.3 : 1) 6.75 0.61 0.63 2.59
P5 194 : 44 (4.4 : 1) 4.78 0.61 0.47 1.37
B6 88a (1.1 : 1) 6.71 0.55 0.69 2.55

a Total device thickness.

Fig. 1 Sketch of the photoactive layer scheme used in TMM calculations. 
Note that L = LP3HT + LPCBM. Cathode (anode) positions are set at z = 0(L). 
The position of the mid points of each layer along the z axis is shown. 
For clarity, the remaining layers have been omitted.

Fig. 2 Experimental (red) and simulated total absorption spectra for each
device. A color gradient is used to highlight the change in absorption on
going from c 4 0 (orange) to c o 0 (green). The insets show the
corresponding PCBM volume fractions, f (z). Best least-squares fits are
highlighted in blue.
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as the simulated absorption becomes less sensitive to the active
layer composition. For device P3 and P4, the simulations suggest
the possibility of a small and positive PCBM concentration gradient
(see Table 2). For device P5, a negative value of c is obtained again.
The differences between simulation and experiment for devices P4
and P5 suggest that the results of optical fitting can only be
indicative in these cases. This is further confirmed by the values
of sA, which were the highest in the set. Different factors can be
responsible for this outcome. The PCBM volume fraction in thick
devices can differ33 by that described by eqn (2). Other factors can
be the approximations made in calculating the refractive indices
(see eqn (3)), and the fact that the optical model does not account
for diffuse scattering nor the spatially-dependent optical constants
of the active layer.77 In any case, the comparison between the
experimental and numerical data always indicates a substantial
mixing between PCBM and P3HT. This conclusion is supported by
a number of studies,32,33,37–39 and is consistent with our simula-
tions of the EQE spectra, to be discussed below.

Because of their dependence on wavelength, the device
absorption spectra are not well suited to compare different
devices. A simpler and more convenient measure of the absorp-
tion efficiency can be defined as follows:

ZA ¼
JA
sc

JMAX
sc

: (4)

Here JMAX
sc is the maximum current density that could be

extracted from a device (assuming l1 = 300 nm and l2 = 650 nm):14

JMAX
sc ¼ q

hc

ðl2
l1

PAM1:5GðlÞldl ¼ 16:813 mA cm�2; (5)

where PAM1.5G is the AM1.5G solar irradiance,76 q is the elementary
charge, h is Planck’s constant and c the speed of light in vacuo. J A

sc

is the current density that the device would generate at short-
circuit, assuming that all the photons absorbed within the active
layer contribute to the photocurrent:

JA
sc ¼

q

hc

ðl2
l1

AactðlÞ PAM1:5GðlÞldl: (6)

The active layer absorption can be obtained by subtracting
the parasitic absorption by the electrodes (Aprs) from Atot:77

Aact(l) = Atot(l) � Aprs(l). (7)

The value of Aprs depends only slightly on the PCBM
distribution. Here, Aprs was calculated setting c = 0 in eqn (2).

Table 3 collects the calculated values of JA
sc and ZA. The

absorption efficiency decreases on going from device P1 to P2.
Beyond this point, it increases with the P3HT content, to reach
a value of 78.6% for device P5. To better understand this result,
we estimated the values of ZA for devices with gradually
increasing P3HT content using the TMM model. In order to
compare across devices with different thicknesses, a uniform
PCBM distribution was assumed in these calculations. As
shown in Fig. 3, these simulations interpolate well the experi-
mental values. It is interesting to note that ZA reaches a maximum
value for L E 210 nm, which is about five times the nominal
PCBM thickness (44 nm). The 4 : 1 ratio between P3HT and PCBM
is close to that found by Ayzner and coworkers,28 for optimally
efficient bilayers with nominal PCBM thicknesses of 22 and
34 nm. However, even though devices P4 and P5 show the highest
values of ZA, they do not have the highest PCEs. This suggests
that the ‘‘4 : 1 rule’’ is not completely general and there is a more
complex relationship between bilayer efficiency and composition.
In other words, optical absorption does not represent the main
limit to the efficiency of the devices with high P3HT content.

Fig. 4 displays the experimental EQE profiles of the investigated
devices. As one can see, the devices with lowest P3HT content
(e.g., P1, P2 and B6) show quite similar EQE spectra, characterized
by peak values of around 520 nm. The shoulder at 615 nm, whose
formation is promoted by thermal annealing,59,82,84 also visible in
the EQE profiles of the remaining devices. In P3, P4, and P5,

Table 2 Values of b, c, and d (see eqn (2)) obtained from least-square fits of
the experimental absorption data. The values of b and d were estimated as
explained in the ESI. Root-mean-square deviations are listed in the last column

Device b c [nm�1] d [nm] sA (�10�2)

P1 0.91 �0.024 20.91 3.93
P2 1.14 �0.048 23.78 3.16
P3 2.05 0.024 32.48 2.65
P4 3.32 0.080 34.67 4.44
P5 4.41 �0.040 72.78 4.29
B6 1.09 �0.032 22.12 3.69

Table 3 Experimental values of ZA and JA
sc calculated setting l1 = 300 nm

and l2 = 650 nm. In all cases, the parasitic absorption was calculated
assuming an uniform PCBM distribution across the active layer

Device ZA [%] JA
sc [mA cm�2]

P1 67.4 11.329
P2 61.1 10.282
P3 63.0 10.596
P4 75.6 12.724
P5 78.6 13.127
B6 62.5 10.502

Fig. 3 Average absorption efficiencies calculated by the TMM, as a func-
tion of the active layer thickness L. The values of ZA from Table 3 are also
reported. For comparison purposes, an uniform PCBM distribution across
the active layer has been assumed.
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however, higher EQE values are observed at short wavelengths, due
to enhanced optical absorption (see Fig. 1).

A deeper analysis of the bilayer efficiencies calls into play
other factors, collectively described by the IQE, associated with
charge and exciton transport. Spectrally resolved IQE profiles
can be obtained by combining the active layer absorption and
the EQE:77

IQEðlÞ ¼ EQEðlÞ
AactðlÞ : (8)

The results are shown in Fig. 5. The IQE spectrum is
expected to have a flat profile in a device where exciton
diffusion and charge transport are equally efficient within the
D and A materials.85 Indeed, the IQE is almost flat for device P1.
For P2 and P3, the IQE decreases in the region below 400 nm,
where PCBM absorbs. This suggests that exciton transport
might be less efficient in PCBM than in P3HT.85 We shall
briefly return to this point later on. A further increase in the
P3HT content decreases the IQE at all wavelengths, leading to a
significantly poorer performance of P5.

Detailed interpretation of IQE(l) can be difficult and there-
fore it is preferable to introduce a spectrally averaged IQE, ZIQE.

Instead of integrating eqn (8), which suffers from fluctuations
in Aact(l), it is preferable to define it as follows:

ZIQE ¼
JEQE
sc

JA
sc

; (9)

where JEQE
sc is the short-circuit current density, calculated

integrating the EQE over the solar spectrum:

JEQE
sc ¼ q

hc

ðl2
l1

EQEðlÞPAM1:5GðlÞldl: (10)

The spectrally averaged external quantum efficiency, ZEQE,
can be calculated combining eqn (4) and (9):

ZEQE ¼ ZA � ZIQE ¼
JEQE
sc

JMAX
sc

; (11)

taking the ZA values from Table 3.
The values of ZIQE and ZEQE are listed in Table 4. Except for

the thinnest device (P1), increasing the P3HT content decreases
ZIQE. This loss is, nonetheless, compensated by the increase in
optical absorption efficiency, so that the values of ZEQE for
devices P4 and P5 remain close to 40%. The value of ZIQE for
device B6 is comparable to that of P2 and P3.

The value of J EQE
sc obtained from eqn (10), and reported in

Table 5, is often correlated with the short-circuit current density
under the solar simulator.14 However, the monochromatic
illumination intensity in EQE experiments is typically in the
nanowatt regime (10�4–10�3 mW cm�2), seven orders of magni-
tude smaller than that used in the standard J–V measurements.86

This results in a far lower charge carrier density, so that we may
expect J EQE

sc C Jsc only in devices where bimolecular recombina-
tion losses are negligible.50 The second column of Table 5
contains the ratios Jsc/J

EQE
sc . These indicate that bimolecular

recombination plays a significant role at short-circuit only in
the thickest device (P5). This conclusion is confirmed by the

Fig. 4 EQE profiles of the investigated devices.

Fig. 5 IQE profiles of the investigated devices.

Table 4 Values of ZIQE and ZEQE obtained from experimental data and
calculated parasitic absorptions

Device ZIQE [%] ZEQE [%]

P1 60.97 41.04
P2 67.56 41.30
P3 66.73 42.15
P4 58.11 44.00
P5 49.88 39.45
B6 65.13 40.68

Table 5 Device parameters obtained from experimental data and calcu-
lated parasitic absorptions. The value of ZED has been estimated via eqn (12)
(see the text)

Device JEQE
sc [mA cm�2] Jsc/JEQE

sc [%] ZED [%]

P1 6.903 92.4 77.6
P2 6.953 94.2 84.4
P3 7.086 93.6 83.9
P4 7.400 91.2 75.0
P5 6.594 72.4 81.1
B6 6.839 98.0 78.2
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measured dependence of the short-circuit current on the incident
light intensity I. Fitting the response by the power law Jsc p I a, we
found this to be almost linear for all devices (a = 0.98), except for
P5, which displayed a sublinear dependence (a = 0.92).

So far, we have shown that ZIQE does not exceed 70% for the
devices under investigation and, for most of them, this limit
cannot be ascribed to bimolecular recombination processes. To
further clarify the origin of IQE losses, we assume that ZIQE can
be written as the product of three factors:85,87

ZIQE = ZEDZGPZCC. (12)

These terms represent the efficiencies of exciton diffusion
toward the D/A interface (ED), generation of geminate pairs
upon exciton dissociation (GP), and collection of free charge
carriers at the corresponding electrodes (CC). Their values can
be estimated on the basis of our results and the available
literature. According to the previous paragraph, ZCC can be
approximated as Jsc/JEQE

sc . Following the work of Howard et al.,50

we may set ZGP = 0.85, thereby assuming that 15% of geminate
pairs are lost soon after their formation, regardless of the
device thickness and morphology. The resulting values of
ZED, reported in last column of Table 5, show that about 80%
of the excitons generated by light harvesting reach the D/A
interface. These results may be summarized by saying that
exciton diffusion and geminate recombiantion are the main
IQE loss factors in most devices. Bimolecular recombination,
conversely, plays a minor role at short circuit, and severely
affects only device P5.

2.2 Device simulations

In the previous section, we have highlighted the possibility of
PCBM accumulation at the anode in the thinner bilayer devices.
To further test this finding we performed numerical simula-
tions of the EQE spectra. These were calculated by combining
the TMM model for light absorption (with the AM1.5G spectrum
between 300 and 650 nm, with a 3 nm window) with our three-
dimensional master equation (3DME) approach.75,88 This method
can simulate explicitly the dynamics of excitons, geminate pairs
and free charges but, to simplify the model and minimize the
number of assumptions, only the exciton-related processes were
simulated in this work. The pair and charge dynamics were taken
into account implicitly, through the geminate recombination
and charge collection efficiencies derived in the previous section
(i.e., we set ZGP = 0.85 and took ZCC = Jsc/J

EQE
sc from Table 5). The

EQE spectra were then calculated as follows:

EQEðlÞ ’ GED
sc ðlÞ
GPH

ZGPZCC; (13)

where Gsc
ED is the geminate pair generation rate from the 3DME 

simulations and GPH = PAM1.5G(l)l/hc is the spectral photon flux. In 
all calculations, the exciton diffusion length and the coefficient were 
set to 4.5 nm and 1.33 � 10�4 cm2 s�1, respectively. These values are 
consistent with those of Cook et al.89 for PCBM, and comparable to 
those from a number of studies on pristine P3HT.90–94

The photoactive layer was represented by a three-
dimensional network of A and D sites with spacing l = 2 nm

(equal to that used in the optical data analysis). Periodic
boundary conditions were applied to the simulation box along
the x and y axes, with lengths of 40 nm. Eqn (2) was used to
model the PCBM volume fraction along the z axis and calculate
the exciton generation rates. The distribution of A and D sites
along the x and y axes was determined assuming the existence
of well-defined, phase-separated but percolating PCBM
domains within a pure P3HT matrix. This assumption was
necessary in order to limit the freedom in the choice of the
morphologies. Preliminary simulations, performed to asses the
relationship between the model parameters and the EQE
spectrum, revealed that the parameter c in eqn (2) had the
largest influence on the EQE profile. At a given value of c, the
distribution of A and D sites along the x and y axes, conversely,
was found to affect significantly only the EQE intensity, due to
the change in the extent of the D/A interface, and the exciton
dissociation efficiency.

Hereafter, we shall compare the results of EQE simulations
performed for two sets of parameters. The first set (SA, here-
after) was drawn from Table 2, and refers to the TMM fits to the
absorption spectra. The second set (SEQE, hereafter) was
obtained by optimizing c iteratively by comparison between
simulated and experimental EQE spectra. In all calculations,
the morphology parameters were also optimized to match the
experimental EQE intensity as closely as possible. Further
details about these simulations can be found in the ESI.†

Fig. 6 compares the simulated and the experimental EQE
profiles. Table 6 collects SEQE parameters. For devices P1, P2,
and B6, SEQE parameters were similar (P1) or coincident (P2 and
B6) to SA ones. For thicker devices, the two sets of c values were
substantially different. For devices P3 and P4 negative values of
c were found to better describe the experimental behavior. For
device P4, morphology optimization (see ESI†) did not signifi-
cantly improve the EQE spectrum. Finally, for device P5, a
uniform PCBM distribution c = 0 gave better results than that
resulting from the TMM fit (c = �0.040). The results of these
calculations likely exclude the possibility of high positive,
or negative, concentration gradients in P3HT:PCBM blends,

Fig. 6 Comparison between experimental (green) and simulated EQE
profiles, corresponding to SA (blue), and SEQE (red). For coincident values
of c, one best-fitting profile was obtained (purple).

http://dx.doi.org/10.1039/c4cp03827d


in favor of smooth and uniform distributions of both compo-
nents across the active layer.

Fig. 7 shows the PCBM volume fractions corresponding to 
SEQE parameters. It is interesting to note that, except for device 
P5, all values of c are small and negative, and a significant 
fraction ( f C 0.7) of PCBM is in contact with the anode of 
devices P1, P2 and B6. Our PCBM fractions look similar to 
those observed by Campoy-Quiles et al.59 in P3HT:PCBM films 
deposited on a PEDOT:PSS/SiO2 substrate. The idea of P3HT:PCBM 
interdiffusion is also supported by other studies,33,38,95 where, 
however, no clear evidence of PCBM accumulation at the anode 
was found. This difference can be due to the fact that the 
experimental characterization of the PCBM distribution was 
perfomed on systems different than our devices (in particular, 
P3HT:PCBM films deposited on SiO2/Si, or Si, substrates). At the 
same time, these studies suggest that step-wise functions could 
better describe the PCBM fraction in annealed bilayers than 
eqn (2). The implementation of these models will be addressed 
in future studies.

3 Summary and conclusions

In this work, we have examined the effect of the donor content 
on the performance of sequentially deposited P3HT:PCBM 
bilayers, with the aim of understanding the interplay between 
the different factors responsible for device efficiency. The 
analysis of the optical absorption data, using a flexible model 
to describe the vertical concentration profiles, has shown the

occurrence of significant mixing between P3HT and PCBM, in
agreement with much current evidence. In both bulk hetero-
junction and bilayer devices with an active layer thikness of
100 nm or less, our best fits to the optical data highlighted the
accumulation of PCBM at the interface with the anode.

The evaluation of spectrally averaged quantities has shown
that increasing the P3HT content (at fixed PCBM content)
improves the photon absorption but tends to depress the
IQE. The trade-off between these factors sets the maximum
power conversion efficency at about 2.8% and the optimal
P3HT:PCBM volume ratio at 2 : 1. This ratio contrasts with that
of 4 : 1 reported in the literature for devices with lower PCBM
content, suggesting a more complex relationship between
device efficiency and photoactive layer composition. Combining
our results and literature estimates, we have shown that exciton
diffusion and geminate recombination can be the main factors
limiting the IQE (ZIQE o 70%). Conversely, bimolecular recom-
bination effects are small at short-circuit, and play a role only in
the device with the highest P3HT content. This finding is
consistent with recent work of Shuttle et al.,96 and suggests that
‘‘bilayers’’ and BHJs behave similarly, in this respect.

In the last part of the paper, we have used a variant of our
3DME model75,88 to simulate the EQE spectra. Only the exciton
dynamics has been simulated explicitly, while the pair and charge
dynamics have been treated implicitly via geminate recombina-
tion and charge collection efficiencies. The results from our fits
to the EQE data agree with those from optical data analysis for
the devices with lower P3HT content (P1, P2, and B6). Smoother
and more uniform PCBM fractions were found for the remaining
devices, similar to those observed experimentally.39

Our results suggest that even the best devices have a signi-
ficant fraction of PCBM at the interface with the PEDOT:PSS
anode. This finding is somewhat unexpected for bilayers31 but,
as discussed in the Introduction, it is consistent with the ability
of PCBM to diffuse through P3HT28,41 and with many results
demonstrating a vertical concentration gradient in BHJs.30,41,59–61

It seems to be related to a general tendency of small nanoparticles
to accumulate at polymer–solid interfaces,67,68 which has been
confirmed also by statistical mechanical analyses of the behaviour
of simple polymer–nanoparticle models.69,70

4 Experimental
4.1 Device preparation

For the present study, we considered five ITO/PEDOT:PSS/
P3HT/PCBM/Ca/Al bilayers and one BHJ. The bilayers were
prepared starting from a transparent anode made by a pre-
patterned ITO glass (Kintec, 15 O sq�1). A 60 nm hole-transport
layer of PEDOT–PSS (Stark, VP Al 4083) was deposited on top by
spin coating dried on a hot-plate at 100 1C for 5 minutes in air
and then inserted in a glove-box for further device assembling.
The active layers were deposited by spin coating following a
procedure developed by Ayzner et al.28 The P3HT (Plexcore
OS2100) with high molecular weight (Mn: 62 602 Mw: 119 010)
and 99% regioregularity was purchased from Plextronics.

Table 6 Values of b, c, and d best fitting the experimental EQE data (SEQE).
The values of b and d were estimated as explained in the ESI

Device b c [nm�1] d [nm]

P1 0.91 �0.040 20.86
P2 1.14 �0.048 23.78
P3 2.05 �0.020 34.77
P4 3.32 �0.010 49.51
P5 4.41 0.0 0.0
B6 1.09 �0.032 22.12

Fig. 7 PCBM volume fractions (f ) calculated according to eqn (2) and the
values of c reported in Table 5.
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The polymer was dissolved in o-dichlorobenzene at concentra-
tions of 10, 15, 20, 25 mg ml�1. The solutions were kept at 50 1C 
and stirred overnight prior to spin coating onto the PEDOT: 
PSS/ITO substrates. The first solution was spin coated at two 
different rates. The resulting P3HT film thicknesses, measured 
using a profilometer (Dektak), were 40 � 2, 50 � 2, 90 � 3, 
146 � 2, 194 � 2 nm. We shall, hereafter, denote these devices 
P1–P5 (see Table 1). After drying for at least 30 minutes, a 
PCBM overlayer (Solenne b.v.) of 44 � 4 nm was deposited from 
dichloromethane (10 mg ml�1). Prior to cathode evaporation, 
the deposited films were annealed on a hot plate at 150 1C for 
30 minutes. The electrodes, 20 nm Ca and 100 nm Al, were 
thermally evaporated through a shadow mask of 6 mm2, in a  
vacuum chamber at 2 � 10�6 mbar. A bulk-heterojunction 
P3HT:PCBM device (1 : 1.22 w : w, 1.1 : 1 v : v), hereafter B6, 
was also prepared. The active layer, 88 � 2 nm, was deposited 
from o-dichlorobenzene and solvent annealed by slow drying 
into a petri dish for 2 hours. Then a thermal treatment on a hot 
plate at 90 1C for 5 minutes was carried out prior to the cathode 
deposition.

4.2 Device characterization

The current density–voltage ( J–V) characteristics of all cells 
were measured at room temperature inside the glove box in a 
nitrogen atmosphere, using a Keithley 2600 sourcemeter under 
100 mW cm�2 solar simulation (AM1.5 ABET Sun 2000), as 
measured using a calibrated KG5 + Si cell. The EQE spectral 
responses were recorded by a Xe lamp dispersing through a 
monochromator, using a Si calibrated photodiode to measure 
the incident light power intensity at each wavelength. The 
devices were taken outside the glove box for the EQE measure-
ments, after mounting them on a sealed cell to avoid moisture 
and oxygen exposure. Device optical absorption spectra were 
measured in reflection mode. An integrating sphere was used to 
capture the scattered light and increase accuracy. The white 
light source and the monochromator were the same as those 
used to measure the EQE spectra.

4.3 Optical constant measurements

The optical constants for ITO, PEDOT:PSS, P3HT, and PCBM 
were determined with variable angle ellipsometry using a 
Woollam VASE ellipsometer. Published data77 were used for 
Ca and Al. Each material was characterized individually in the 
range from 300 to 900 nm. At least two incident angles for each 
sample were considered in order to increase the quality of the 
measurements. PEDOT:PSS, P3HT, and PCBM samples were 
prepared by deposition on a Si substrate, under conditions 
similar to those used for the preparation of solar cells (see 
above). Use of Si instead of the glass/ITO substrate allowed us 
to remove backside reflection effects and improve sensitivity. 
ITO was deposited on glass. The thickness of each layer was 
determined by profilometry and used as a constant in the 
fitting procedure. Different models were used to fit the data 
and calculate the optical constants. A Cauchy model was used for 
PEDOT:PSS, while a general oscillator model for the absorbing

media. As discussed in the ESI,† published P3HT data77 were used
instead of ours in all TMM simulations.
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55 S. Gélinas, A. Rao, A. Kumar, S. L. Smith, A. W. Chin,
J. Clark, T. S. van der Poll, G. C. Bazan and R. H. Friend,
Science, 2014, 343, 512–516.

56 G. Grancini, M. Maiuri, D. Fazzi, A. Petrozza, H.-J. Egelhaaf,
D. Brida, G. Cerullo and G. Lanzani, Nat. Mater., 2014, 12, 29–33.

57 K. Vandewal, S. Albrecht, E. T. Hoke, K. R. Graham,
J. Widmer, J. D. Douglas, M. Schubert, W. R. Mateker,
J. T. Bloking, G. F. Burkhard, A. Sellinger, J. M. J. Fréchet,
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