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Abstract

In the last three decades, zero-dimensional, one-dimensional, and two-dimensional carbon
nanomaterials (i.e., fullerenes, carbon nanotubes, and graphene, respectively) have attracted
significant attention from the scientific community due to their unique electronic, optical,
thermal, mechanical, and chemical properties. While early work showed that these properties
could enable high performance in selected applications, issues surrounding structural
inhomogeneity and imprecise assembly have impeded robust and reliable implementation of
carbon nanomaterials in widespread technologies. However, with recent advances in synthesis,

sorting, and assembly techniques, carbon nanomaterials are experiencing renewed interest as the



basis of numerous scalable technologies. Here, we present an extensive review of carbon
nanomaterials in electronic, optoelectronic, photovoltaic, and sensing devices with a particular
focus on the latest examples based on the highest purity samples. Specific attention is devoted to
each class of carbon nanomaterial, thereby allowing comparative analysis of the suitability of
fullerenes, carbon nanotubes, and graphene for each application area. In this manner, this article
will provide guidance to future application developers and also articulate the remaining research

challenges confronting this field.
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1. Introduction

Recently, the emerging need for high-speed electronics and renewable energy has motivated
researchers to discover, develop, and assemble new classes of nanomaterials in unconventional
device architectures. Among these materials, carbon-based nanomaterials have attracted
particular attention due to their unique structural and physical properties. Carbon nanomaterials,
composed entirely of sp” bonded graphitic carbon, are found in all reduced dimensionalities
including zero-dimensional fullerenes, one-dimensional carbon nanotubes (CNTs), and two-
dimensional graphene. With nanometer-scale dimensions, the properties of carbon nanomaterials
are strongly dependent on their atomic structures and interactions with other materials.
Consequently, significant recent effort has been devoted to the mass production of structurally
homogeneous samples and their large-scale assembly into device architectures with well-
controlled surfaces and interfaces. Although developments in the growth and post-synthetic
purification of monodisperse carbon nanomaterials have been reviewed elsewhere,'” this topic
is briefly summarized below in Section 1.

Advances in producing highly monodisperse carbon nanotube and graphene samples have
renewed interest in employing them as the basis of electronic, optoelectronic, photovoltaic, and
sensing applications, thus forming the central theme of this review. In Section 2, we discuss
digital electronics, analog electronics, and optoelectronic devices based on CNTs (individual
CNTs as well as CNT thin films) and graphene. Section 3 explores photovoltaic applications of
fullerenes, CNTs, and graphene, while Section 4 focuses on chemical and biological sensing
enabled by carbon nanomaterials. The review concludes with a summary of the most salient

points and a perspective on the future prospects and challenges for this field.



Although this review summarizes much of the historically significant work on carbon
nanomaterials, the most recent developments are emphasized. Moreover, no comprehensive
literature review exits on the impact created by sorted carbon nanomaterials in device
applications. Consequently, readers who are interested in more thorough coverage of the early
literature are referred to previously published review articles since this review highlights major
breakthroughs following the advent of sorting techniques. For example, the fundamental
properties of carbon nanotubes relevant to electronic and optoelectronic applications have been
reviewed extensively in Ref.®”, while large-area electronics based on carbon nanotube thin films
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£

are discussed in Re Electronic applications of graphene with a particular emphasis on
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fundamental physics are covered in Re while research on graphene-based optoelectronic

and photovoltaic applications is covered in Ref'®. Fullerene-based photovoltaics are summarized

17, 18
£,

in Re and sensing applications using carbon nanotubes and graphene are overviewed in

Ref."”?. In addition to these review articles, several pedagogical books have been written on
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carbon nanotubes, and similar treatises on the fundamental properties and applications of

- 26
graphene are currently in press.

1.1. Carbon allotropes

Carbon is well known to form distinct solid state allotropes with diverse structures and
properties ranging from sp® hybridized diamond to sp” hybridized graphite. Mixed states are also
possible and form the basis of amorphous carbon, diamond-like carbon, and nanocrystalline
diamond. Diamond is a metastable form of carbon that possesses a three-dimensional cubic
lattice with a lattice constant of 3.57 A and C-C bond length of 1.54 A. In contrast, graphite is

the most thermodynamically stable form of carbon at room temperature and consists of a layered



two-dimensional structure where each layer possesses a hexagonal honeycomb structure of sp
bonded carbon atoms with a C-C bond length of 1.42 A. These single atom thick layers (i.e.,
graphene layers) interact via noncovalent van der Waals forces with an interlayer spacing of 3.35
A. The weak interlayer bonding in graphite implies that single graphene layers can be exfoliated
via mechanical or chemical methods as will be outlined in detail below. Graphene is often
viewed as the two-dimensional building block of other sp” hybridized carbon nanomaterials in
that it can be conceptually rolled or distorted to form carbon nanotubes and fullerenes.

Fullerenes are the zero-dimensional form of graphitic carbon that can be visualized as an
irregular sheet of graphene being curled up into a sphere by incorporating pentagons in its
structure. Fullerenes come in various forms and sizes ranging from 30 to 3000 carbon atoms. As
a fullerene is elongated in one dimension, it approaches the structure of a carbon nanotube
(CNT). Conceptually, CNTs are seamless cylinders of single or few layered graphene with a
high aspect ratio (i.e,. length to diameter ratio) that ranges from 10> to 10’. The structure,
diameter, and electronic type of a single-walled carbon nanotube (SWCNT) are determined by
the chiral vector (i.e., roll-up vector) that defines the circumference of the SWCNT with respect
to the graphene lattice (Fig. 1a). Multi-walled carbon nanotubes (MWCNTs) consist of nested,

concentric shells of SWCNTs with a spacing between individual walls of 3.4 A.

1.2. Synthesis and growth of carbon nanomaterials

The first carbon nanomaterial to be successfully isolated was Cg (i.e., buckminsterfullerene)
using laser ablation of graphite in a high flow of helium by Kroto, et al.>” Although reports of
even numbered carbon clusters® existed prior to the landmark Cg paper, these clusters were

produced in large size distributions and thus were unsuitable for characterization. Fullerenes



have since been synthesized by a large number of groups using a variety of processes which

29, 30

include electric arc discharge, electron beam ablation, and sputtering. Most of these

processes use graphite electrodes or targets as the carbon source. In some cases, composites of

graphite and metal oxides are employed as targets to generate endohedral fullerenes where a

31,32

metal atom is encapsulated inside the fullerene carbon cage. Fullerenes have been detected in

33-35

common combustion flame soot and have also been synthesized using bottom-up chemical

methods.*®

CNTs were subsequently isolated as an offshoot of fullerene synthesis since the initial
techniques that resulted in CNT synthesis were either intended to produce fullerenes’’ or derived
from existing fullerene production techniques such as the Kratschmer-Huffman method.® * The

first observations of CNTs and their subsequent large-scale synthesis using arc discharge

38, 40, 41

techniques were reported by lijima and coworkers. Laser ablation was later demonstrated

as an alternative method for growing CNTs by Smalley et al.*** Since it was observed that

transition metals embedded in graphite electrodes/targets produced carbon nanotubes with higher

37, 44

yield and reproducibility, chemical vapor deposition (CVD) using transition metal

nanoparticle catalysts was then developed to produce high quality single-walled and multi-

.4 Vertically aligned arrays can also be grown on

walled CNTs in vertically aligned arrays.
metallic’’ and quasicrystalline®™ substrates. Extending the metal nanoparticle catalyst concept,
CNTs were later synthesized by pyrolysing metal carbonyls in the presence of other

49, 50
hydrocarbons.™

When optimized in a high pressure carbon monoxide (HiPco) environment,
the carbonyl pyrolysis process led to high yield production of SWCNTs.”' The synthesis of both

SWCNTSs and MWCNTs have since been thoroughly studied and reviewed by many."***> CNTs



synthesized by arc discharge, HiPco, and CVD (using Co-Mo catalysts) are now commercially

available in kilogram quantities.

Graphene, although often referred to as the mother of all graphitic carbon, was the final
carbon nanomaterial to be isolated on an insulating substrate and electrically characterized by
Geim and coworkers in 2004.°° While graphene had been theoretically discussed and some

4,”" 3% the most definitive evidence of

attempts at mechanical isolation were made prior to 200
monolayer graphene and its electrical properties was provided by the Manchester group using
mechanically exfoliated graphene. Although historically significant, this so-called “Scotch tape”
technique for producing graphene lacks sufficient scalability for most applications. To address
this issue, epitaxial graphene has been realized by graphitization of both doped and undoped
silicon carbide (SiC) single crystal wafers at high temperatures.”” ® Although this recent work
has triggered substantial interest in epitaxial graphene, it should be noted that reports of SiC
graphitization date back several decades.®’ Furthermore, claims of epitaxial monolayer graphite
(MG) on metal carbides at high temperatures using hydrocarbon precursors also exist from the
early 1990's as have been comprehensively reviewed elsewhere.® Nevertheless, only the recent
work on SiC has demonstrated graphene growth with sufficient quality for electronic
applications. While this approach to epitaxial graphene offers wafer-scale growth, it is difficult
to achieve uniform monolayer graphene coverage, and the product suffers from inferior
electronic properties compared to mechanically exfoliated graphene.®

Solution-processing is another important technique to synthesize graphene at low cost in a
scalable manner. The earliest reports of 'graphite oxide' synthesis trace back to the work of

Hummers,” Brodie,* and Staudenmeier.”® Similar methods were employed by the Ruoff group

in 2006 to create graphene oxide (GO) that was mostly single layered.®® ®” All of these methods

10



result in an aqueous dispersion/colloid of thin GO flakes by subjecting graphite to highly
oxidizing conditions that functionalizes the basal plane of graphene with hydrophilic functional
groups.®® %7 The resulting GO can be partially reduced to form reduced graphene oxide (r-GO)
via chemical methods,”® annealing in reducing environments,” or laser irradiation.”’ Several
variants of these oxidation and reduction processes have been developed and are summarized in
recent reviews.””* Although this method is promising for large-scale solution processing of
graphene-based materials, the harsh oxidizing conditions irreversibly damage the basal plane of
graphene, leading to deterioration of its properties. This problem can be partially circumvented
by directly exfoliating graphene from graphite using ultrasonication with suitable choice of

75-77

surfactants and solvents. In all cases, solution-based methods for preparing single-layer

graphene result in relatively small flakes that are sub-optimal for wafer-scale applications.

CVD growth on metallic substrates such as nickel’”® ™ and copper®® ®!

provide an alternative
pathway to large-area graphene. The concept of CVD synthesis of thin graphitic layers on
transition metal surfaces has been discussed for several decades with the first demonstration of
few layer growth on nickel substrates by exposure to a gaseous hydrocarbon source.*> The
earliest confirmed monolayer growth on Ni (111) was published in 1979.* Many reports
followed on Pt, Ru, Pd, Re and Ir, which have been reviewed elsewhere.® Only recently the
process has been optimized and extended to polycrystalline films/foils as well as other metals
such as copper. CVD-grown graphene is continuous with uniform thickness over large areas,
thus making it promising for electronic applications. CVD graphene on copper/nickel and

solution-processed graphene are currently produced in bulk quantities and are commercially

. . 5. 84 . .
available. Readers are referred to recent reviews™ ™" for more details on graphene synthesis.
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1.3. Sorting and purification of carbon nanomaterials

As outlined above, synthetic methods for carbon nanomaterials tend to lack control over all
structural parameters, resulting in raw materials that possess considerable polydispersity in their
physical and electronic structure. Since most applications require uniformity and reproducibility,
methods for sorting and purifying carbon nanomaterials to improve their monodispersity are of
critical importance. For example, fullerene production methods commonly yield mixtures of
Ceo, C70, and many higher homologues, necessitating the use of high performance liquid

87. 88 o isolate

chromatography (HPLC),* column chromatography,* or selective chemistry
monodisperse fullerene populations.

For CNTs, the polydispersity problem has been even more crucial since the electronic
structure of CNTs is highly dependent on diameter and chiral vector. Although synthetic
procedures have been developed to selectively grow SWCNTs in high yields, the as-grown
material is a mixture of both metallic and semiconducting SWCNTs having a wide range of
diameters and chiralities. Even advanced growth procedures that produce a narrow diameter
distribution of SWCNTs® do not provide electronic type selectivity because many metallic and

semiconducting chiralities can have nearly the same diameter. Several attempts to selectively

remove semiconducting and/or metallic SWCNTs have been accomplished using controlled

91, 92 93, 94 95-97

breakdown,” selective chemical reactions, electrophoresis, and chromatography
techniques as reviewed by Hersam® *® and Zhang et al.”’ Perhaps the most flexible and
commercially successfully method for sorting SWCNTs is centrifugal sorting in density
gradients. This method, commonly known as density gradient ultracentrifugation (DGU), enables

separation by diameter and/or electronic type by varying the surfactant concentration.'® '*! DGU

12



also allows sorting of double-walled carbon nanotubes,mz’ 13 individual SWCNT chiralities,104
and SWCNT enantiomers,'* using both ionic and non-ionic'*® surfactants.

Since the properties of few-layer graphene are strongly dependent on the number of
layers, similar polydispersity issues exist for graphene when the thickness is not carefully
controlled during synthesis. To address this issue, centrifugal sorting techniques have been
developed to separate graphene by thickness.'”” '® Similarly, centrifugation has also been

109, 110 .
* 7 However, unlike carbon

employed for lateral size sorting of solution-processed graphene.
nanotubes where single chirality growth has proven to be elusive, growth of single-layer
graphene over large areas has been achieved. Specifically, in CVD synthesis of graphene, the
number of graphene layers in the resulting film is tunable by proper choice of metal and growth
conditions. For example, the growth process on copper is self limiting to one layer due to the low
solubility of carbon in copper. Furthermore, by tuning the growth conditions, CVD on copper
can be extended to grow bilayers over large areas.''' Multilayer graphene can also be grown

using metals that have higher solubility for carbon such as nickel. The implications of these

highly monodisperse carbon nanomaterials for various applications are discussed below.

2. Carbon Nanomaterials for Electronics and Optoelectronics

The highly delocalized electronic structure of sp® hybridized carbon nanomaterials suggests
their utility as high mobility electronic materials. Furthermore, the ability to tune the band gap of
semiconducting CNTs via control of diameter provides unique opportunities for customizing
optical and optoelectronic properties. For these reasons, carbon nanomaterials are often cited as

a potential successor to conventional semiconducting materials such as silicon’ in electronic and

13



optoelectronic applications. This section provides an overview of recent efforts to employ

carbon nanomaterials for this class of devices.

2.1. Carbon nanotubes for electronic and optoelectronic applications

The diverse range of CNT electronic properties as a function of their chiral vector coupled
with their quasi-one dimensional structure presents a number of attractive opportunities for
electronic applications. For example, semiconducting CNTs are promising channel materials in
field-effect transistors (FETs), whereas metallic CNT thin films are potentially useful as
transparent conductors. A CNT FET is a three-terminal switch where current is passed through

the CNT connected to two electrodes (source and drain; Fig. 1b).!1?

Switching is achieved by
modulating the carrier density in the CNT by a third electrically isolated electrode (gate). Here,
we first briefly review the fundamental aspects of CNT charge transport that make them
attractive materials for electronic applications.

First, the small capacitance of CNTs (< 0.05 aF/nm) enables low switching energies, efficient
gate coupling, and minimal parasitic capacitance for low-power, high-speed electronics.
Secondly, the atomically smooth surface of CNTs with no dangling bonds results in decreased
carrier scattering and therefore increased carrier mobility. In addition, the surface structure of
CNTs minimizes issues related to surface states and interface roughness that are prevalent in
conventional semiconductor technology. Thirdly, the one-dimensional structure of CNTs
eliminates small angle scattering of carriers, resulting only in forward scattering and back
scattering. Since the momentum transfer required for back scattering is high and can only be
provided by sharp defects and high energy optical phonons, carrier back scattering is suppressed,

113

especially under low-field conditions. Furthermore, long-range Coulomb scattering is also

14



relatively ineffective, ultimately implying that the elastic mean free path in CNTs can be up to a

few microns.''* On the other hand, significant inelastic scattering can be induced by low energy

13119 and radial breathing mode (RBM) phonons.''® Scattering phase-space

acoustic phonons
restrictions in one-dimensional CNTs result in an inverse relationship between carrier mobility
and temperature (1/T) as opposed to the 1/T° behavior in three-dimensional metals.''” Therefore,
CNTs can have unusually high low-field mobility at room temperature in contrast to other high
mobility semiconductors such as InSb that can have ultrahigh mobility at low temperature but
significantly reduced mobility at room temperature.''® Specifically, CNTs have shown field-
effect mobilities exceeding 100,000 cm?*/Vs ''* at room temperature and current densities up to
10® A/em® without electromigration.!'” *° At high bias, energetic electrons can interact with

119, 120

optical phonons resulting in current saturation in metallic CNTs and velocity saturation in

semiconducting CNTs.'?' At even higher energies, strong electron-electron interactions can
induce impact excitation as discussed in detail below.

The one-dimensionality of CNTs also imposes limitations for nanoelectronic applications. In
particular, the contact between a one-dimensional CNT with a three-dimensional metal electrode

gives rise to a fundamental lower limit of contact resistance (~ 6.45 kQ) even in the ballistic

122

regime. Furthermore, unlike Ohmic contacts in Si FETs, Schottky contacts between most

metals and CNTs further increase the contact resistance.'” '** Since CNT FETs are intrinsically

125

ambipolar, ~ the difference in metal work function and CNT Fermi level can be tuned to enable

126

both p-type (hole conducting) and n-type (electron conducting) FETs. In the absence of

intentional doping or electrode work function tuning, CNT FETs are generally p-type in ambient

127, 128

conditions due to atmospheric adsorbates such as oxygen. In addition to quantum

resistance, the intrinsic band structure of CNTs also results in a carrier density dependent

15
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quantum capacitance of 10"° F/um.'* Therefore, the performance of a CNT FET can be limited

by this quantum capacitance rather than geometrical capacitance when integrated with ultra-thin
high-k gate dielectrics.
The unique optical properties of CNTs also present opportunities for novel optoelectronic

devices. Semiconducting CNTs are direct band gap materials that possess free electron-hole pair

130, 131

excitations as well as strongly bound electron-hole pair states called excitons. The one-

dimensional nature of CNTs produces van Hove singularities in the density of states that result in

strong optical absorption and emission with energies determined by the CNT chirality.'”> The

130

exciton binding energies in CNTs are higher (few hundred meV) ™ than conventional bulk

semiconductors such as GaAs (< 10 meV)"* due to strong Coulombic interactions. The large

binding energy of one-dimensional excitons results in large radiative lifetimes (up to 100 ns)'**

135

and fluorescence lifetimes (up to 100 ps) at room temperature, thereby enabling

straightforward study of exciton dynamics at room temperature (in contrast to fabrication-
intensive coupled-quantum well heterostructures of III-V semiconductors)."*® Excitons in CNTs
can be created optically as well as electrically, and the corresponding radiative recombination
results in photoluminescence and electroluminescence in CNTs. Electroluminescence in CNTs

137

has been demonstrated at room temperature in ambipolar FETs ”" as well as through impact

excitation in unipolar FETs."*®

2.1.1. Single carbon nanotube transistors for digital electronics

139 and the first

The first electrical characterization of a metallic CNT was reported in 1997,
semiconducting CNT FET was demonstrated by the same group in 1998 (Fig. 1c)."* These

early studies sparked significant interest in a host of novel transport phenomena and electronic
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devices based on CNTs such as Luttinger liquid behavior,"*' quantum wires and single electron

transistors,m’ 142,193 pallistic transistors,144 and ambipolar FETs.'®

The importance of metal
contacts was quickly realized for efficient charge injection in CNTs, and high work function
metals such as Pd were found to provide Ohmic contacts to p-type CNTs in ambient
conditions.'* Along with high mobility, CNT FETs also show high on/off ratios (10" = 10°%) and
low off-currents, both of which are desirable for low-power digital electronics. Additional
metrics of device performance include transconductance and sub-threshold swing.
Transconductance (d(I14)/d(V,)) is the variation in drain current (I4) with respect to gate bias (V)
at a constant drain bias (Vg), while sub-threshold swing is given by (d(V,)/d(Log(l4))), which
indicates the variation in gate bias required for an order of magnitude change in drain current. A
high transconductance and a low sub-threshold swing are highly desirable for high-speed
electronic circuits. Transconductance as high as 30 uS has been achieved in FETs based on
single CNTs.'*  Although Schottky contacts in CNT FETs result in a sub-threshold swing of
100-150 mV/decade, which is larger than the quantum limit for themionic emission from the
contacts (60 mV/decade), a sub-threshold swing lower than the thermal limit (40 mV/decade) has

been achieved in CNTs via band-to-band tunneling in dual-gated CNT FETs.'*

Early research
on CNT FETs focused primarily on thermally grown thick oxides as gate dielectrics; however, it
was soon realized that ultra-thin high-x gate dielectrics, such as ZrO, and HfO,, achieve far

better gate coupling in small channel devices.'* '¥’

The scaling of channel length remains an
active area of research as CNT FETs have recently been demonstrated at the sub-10 nm scale
(Fig. lc).!?

Progress in CNT electronics has moved beyond individual transistors. In particular, a

complementary metal-oxide-semiconductor (CMOS) architecture is desired for energy efficient

17



circuits. CMOS circuits consist of pairs of p-type and n-type transistors, and in steady state, one
of the transistors is always in the off state, resulting in a low standby current dissipation.'*®
Stable n-type doping in CNTs remains a significant challenge. Early demonstrations of logic
gates, such as inverters and NOR gates, was achieved n-type CNTs by using a low work function

1'* or by annealing the devices in vacuum.”® '*'  Ambipolar CNT

metal electrode such as A
FETs (Fig. 1d)° can also been used in logic gates; however, the threshold voltages for the n-type
and p-type branches have to be precisely controlled by using different work function gate
electrodes. This strategy has been employed to fabricate 5-stage ring oscillators on single CNTs

with operating frequencies up to 52 MHz (Fig. le)."*?

The difficulty in precisely controlling
threshold voltage in CNT-based devices has inspired the exploration of alternative circuit
architectures beyond CMOS. In this regard, pass-transistor logic was recently demonstrated in
complex circuits such as adders from 6 transistors instead of the 28 transistors required in
CMOS-based architectures.'™ Despite significant progress, single CNT FETs have not yet
advanced into commercial technology mainly due to two technical bottlenecks — heterogeneity in
CNT-based device performance and large-scale assembly of CNTs. As outlined above,
significant advances have been made in addressing CNT structural polydispersity with highly
purified semiconducting CNTs now commercially available. In addition, directed assembly

strategies such as dielectrophoresis are being actively pursued to address the second issue.”* '°*

161

2.1.2. Carbon nanotube thin-film transistors for digital electronics
In recent years, the proliferating popularity of hand-held, portable consumer electronics has

motivated researchers to develop semiconductor materials that can be incorporated in large-area,

18



flexible macroelectronics. Amorphous Si and emerging organic and inorganic semiconductors
have already found widespread usage in commercially available electronic devices, sensors, and
flexible displays.'®* '® CNT TFTs (Fig. 2a)'® have shown equal or higher field-effect mobility
than most of the organic and inorganic semiconductors that are being investigated for these

2

applications.'®® In addition, CNT thin films are chemically inert in ambient, and possess

attractive mechanical and optical properties that make them well-suited for flexible, stretchable,

1% 11" However, the integration of CNT thin films with flexible

and transparent electronics.
substrates also presents unique fabrication and processing challenges that must be overcome. In
this section, we present an overview of large-area CNT TFT electronics with a focus on device
characteristics and performance metrics required for practical applications.

The earliest reports of CNT TFTs employed as-grown random CNT networks on oxide gate
dielectrics with a bottom-gate geometry.'® These CNT TFTs exhibited a field-effect mobility of
10 cm?/Vs (300 cm?/Vs) at an on/off ratio of 10° (10), thereby revealing the underlying trade-offs

between the different device parameters such as field-effect mobility and on/off ratio. Charge

transport in these CNT TFTs is found to be dominated by percolation effects as confirmed by

164, 166 167, 168

simulations and experiments. Percolation effects show a power law behavior of

164, 167169 channel width, CNT network density,

channel resistance with channel length (Fig. 2b),
and CNT alignment.'® The field-effect mobility of CNT TETs (< 100 cm*/Vs) is significantly
less than that for a single CNT (> 10,000 cm?/Vs) mainly for the following two reasons. First,
the assumption of a parallel plate capacitor geometry overestimates the capacitance of a random
network of CNTs and therefore underestimates the field-effect mobility. Analytical models have

been developed for more accurate calculations of the capacitance of random CNT thin films that

take into account the effects of sub-monolayer coverage of CNTs, nanotube-nanotube capacitive

19



" However, even these more realistic

coupling, and the quantum capacitance of CNTs.
descriptions cannot account for the two orders of magnitude lower field-effect mobility in CNT
thin films. Therefore, the second reason for reduced mobility can be attributed to the CNT-CNT

ML 172 The contact between a metallic CNT

contact resistance in the percolating CNT network
and a semiconducting CNT is approximately 1000 times more resistive than that between two
metallic or two semiconducting CNTs.'”" Overall, realistic modeling of a CNT TFT has to take
into account this complex set of variables within a percolation model, including variable contact
resistance due to CNT heterogeneity, metal-CNT contact resistance, and capacitive coupling
between CNTs and the gate electrode. The physics is further complicated by large drain current
hysteresis in ambient conditions due to atmospheric adsorbates and trapped charges in the oxide

gate dielectric.'””> 2% 173

While significant advances have been made in developing
phenomenological models that accurately predict scaling behaviors, quantitative predictions of
basic device parameters such as on/off ratio are still lacking. From a technology perspective, it is
often sufficient to gain an intuitive understanding of trade-offs in device performance
parameters. In particular, for as-grown CNTs, a trade-off exists between on-state current (and
thus field-effect mobility) and on/off ratio (Fig. 2¢)'®’ due to increased percolation of metallic
CNTs in thicker films.

In addition to as-grown random CNT networks, as-grown aligned CNTs have been
considered for TFTs. Almost perfectly aligned (alignment angle < 0.01°) CNTs with nanotube

densities up to 50 CNTs/um have been grown by CVD on miscut quartz substrates (Fig. 2d)."™*

17 Printing methods have also been developed to transfer these aligned CNT arrays onto plastic

substrates.'”*  Although these aligned CNT films result in large device currents and high field-

effect mobilities, the on/off ratio is compromised due to directly bridging metallic CNTs.'”> To

20



overcome such low on/off ratios for digital circuits, multiple approaches have been utilized to
minimize the effect of metallic CNTs, including selective removal of metallic CNTs in as-grown
CNT TFTs and reducing the population of metallic CNTs in solution-processed CNT TFTs. The
earliest report of selective removal of metallic CNTs utilized controlled electrical breakdown of
metallic CNTs by Joule heating, while the semiconducting CNTs were electrostatically depleted
with an appropriate gate bias.'”’ This method is particularly successful for CVD-grown aligned

175, 178, 179
However,

CNTs where all of the CNTs directly bridge the source-drain electrode gap.
this process causes collateral damage to nearby semiconducting nanotubes that leads to
reductions in on-state currents. This process of correlated breakdown has been systematically
investigated in dielectrophoretically aligned nanotube array transistors.'*" '*!

Metallic CNTs from random CNT thin films have also been selectively etched by
methane plasma etching.'®  Another method for minimizing the effect of metallic CNTs is to

1" This strategy has allowed the

define a parallel array of narrow CNT strips in the channe
demonstration of large-area, flexible integrated circuits consisting of more than 100 transistors
(Fig. 2e, ). Optimum device performance can also be realized by fine-tuning the density of
CNTs above the percolation threshold of all CNTs and below the percolation threshold of just
the metallic CNTs (Fig. 2¢).'"” A recent effort using a selective cycloaddition reaction of metallic
nanotubes in an as-grown film has been particularly successful in achieving field-effect
transistors with high mobility (>100 cm?*/Vs) and on/off ratios of 10°.°" Further improvement in
as-grown CNT TFTs has been achieved by realizing covalent bonding between CNTs grown by
CVD (Fig. 2g)."® In this case, reduced CNT-CNT junction resistance yields a high field-effect

mobility (~70 cm?/Vs) with a high on/off ratio, allowing flexible circuits consisting of 21-stage

ring oscillators to be realized."® Nevertheless, despite this significant progress, the presence of
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metallic species in as-grown CNTs continues to limit the full potential of CNT thin films in
electronic applications.

Post-growth solution processing to produce monodisperse CNTs has not only significantly
reduced the issues related to CNT heterogeneity but has also allowed CNTs to be integrated with
flexible substrates using low-temperature, solution-based assembly methods. As discussed
above, density gradient ultracentrifugation (DGU) has enabled the scalable production of

4,100, 101, 103, 104, 106, 185-186

semiconducting and metallic CNTs. By reducing the fraction (< 1%) of

metallic species in sorted CNTs, substantially thicker CNT films can be incorporated into TFTs
than is possible with as-grown CNTs. Consequently, DGU-sorted semiconducting CNT inks
result in high performance devices with concurrently high field-effect mobilities, current

187, 188

densities, and on/off ratios. These CNT inks are compatible with facile assembly methods

such as drop-casting, dip-coating, and transfer printing, thus allowing wafer-scale fabrication of
logic gates (Fig. 3a)."®™ DGU-sorted CNT TFTs have also been used for light-emitting diode
(LED) control circuits.'"® Furthermore, 99% single-chirality (6,5) SWCNTSs have enabled high-
current (up to 0.1 A) CNT TFTs.'"™ Solutions of semiconducting CNTs have also been

190

incorporated into aligned arrays of CNTs by evaporation driven methods (Fig. 3b,c) ~ and

- . 191
dielectrophoresis

to obtain further improvements in on-state current. = The marked
improvements of monodisperse semiconducting CNT inks compared to as-grown CNTs can be
attributed to a fundamental shift in the trade-off relationships between competing device
parameters. While metallic CNTs begin to dominate at low densities of as-grown CNTs (~1
CNT/um’, average CNT length ~5 pm, Fig. 2¢),'"’ the density of DGU-sorted semiconducting
CNTs can be increased (~25 CNT/um?, average CNT length ~1.3 pm) without compromising the

192

on/off ratio.”” Besides DGU, sorted CNTs from gel-based techniques have also resulted in high
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performance TFTs with on/off ratios exceeding 10*°” !> Recent developments in self-sorting
and alignment of nanotubes using amine terminated surfaces have also resulted in TFT devices
with high on/off ratios (~10%).> '*

These significant developments have advanced the field of CNT TFTs into a new regime
where concurrent improvement in other device components such as gate dielectrics is required to
fully realize the potential offered by purified CNT inks (Fig. 3,a,b,c)."® "** !> Ultra-thin, high-
K gate dielectrics are desirable for low-power, hysteresis-free operation of TFTs. Large-area
printed electronics using aerosol jet printing of semiconducting CNTs with ultra-high
capacitance ion-gel dielectrics (~10 pF/cm?) enables sub-3 V operation logic gates and 5-stage
ring oscillators with operating frequencies up to 5 kHz (Fig. 3d,e,f).""” In addition, a new class
of ultra-thin, self-assembled nanodielectrics (SANDs) has been successfully integrated with
purified CNTs to achieve significant improvements in all device performance metrics, including
hysteresis-free operation in ambient conditions (Fig. 3g,h).192’ 96199 These SAND gate
dielectrics consist of a multilayer structure of vapor-deposited organic chromophore and
inorganic oxide grown by atomic layer deposition (Fig. 3g)."”> The advantages of SANDs over
commonly used high-k inorganic oxides can be attributed to their reduced trapped charge
densities and leakage currents. A recent systematic study achieved an intrinsic field-effect
mobility of ~150 cm?/Vs and a sub-threshold swing of ~150 mV/decade with an on/off ratio
05192

exceeding 1 Importantly, large-area processability and compatibility with plastics makes

SAND:s ideal for printed electronics.'”®
Although monodisperse semiconducting CNT inks appear to be the most viable route toward

CNT TFT applications, these sorted CNTs also introduce new challenges that require further

research. For example, the surfactants used in dispersing CNTs in aqueous solution must be
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efficiently removed from the device channel for reduced contact resistance and CNT-CNT
junction resistance. In addition, the selective preparation of semiconducting CNTs with lengths
that are longer than currently available (~1-2 pm, compared to the as-grown CNT length > 10
um) would also improve device performance. Finally, an assembly strategy that achieves dense
arrays of aligned, individual CNTs (as opposed to bundles of CNTs'"”’) would likely allow CNT
TFT performance to approach the performance limit of single CNT FETs. Strategies based on

DNA linkers show promise for addressing this challenge.””*"'

2.1.3. Carbon nanotubes for radio frequency analog circuits

While CNT-based digital electronic applications still face significant challenges as outlined
above, radio frequency (RF) analog circuits may prove to be a more realistic short-term goal.*"*
A high on/off ratio, which is essential for low power digital electronics, is less important for
analog electronic applications where one of the main goals is power amplification at high
frequencies. With these relaxed performance metrics, new materials and device concepts have
advanced more quickly in RF applications than in CMOS-based digital electronics. The large

- 119
current density

and low capacitance of CNTs are highly desired properties for RF circuits.
Field-effect mobility (determined by the drift velocity of carriers) is considered an important
metric for digital electronics, but is of reduced significance in short gate length (Lyae) RF devices
where the speed of operation is determined by the saturation velocity (vs) of carriers.”” Instead,
the small signal equivalent circuit of an RF device is characterized by the current gain (power
gain) defined as the ratio of output current (power) to the input current (power). The gain rolls

off at high frequency, and an important figure of merit for RF circuits is the cutoff frequency (fr),

which is defined as the highest frequency at which the current gain is unity. The cutoff
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frequency is determined by fr ~ gw/F(C,, Cp), Where g is transconductance and F(Cg, Cp) 1s a
function of the gate capacitance (Cy) and the parasitic capacitance (C,) between the gate and
source-drain electrodes.””® Alternatively, the cutoff frequency in small channel devices can also
be expressed as fr ~ Vsa/Lgae. Calculations suggest that CNTs have a higher vy, of 4 x 107 cm/s
121 compared to that in state-of-the-art GaAs (2 x 107 cr/s) and Si (107 cm/s) devices, resulting
in an intrinsic cutoff frequency of ~1 THz in 10 nm channel devices.”"*

152 \While more

Early studies of single CNT-based ring-oscillators reported fr up to 52 MHz,
recent CNT-based RF devices have yielded fr in the range of 100 MHz — 2.6 GHz.*** ?®
Furthermore, the nonlinear transfer characteristics of CNT FETs and CNT-metal Schottky diodes

206208 T large discrepancy

have been used as mixers and rectifiers at frequencies up to 50 GHz.
between intrinsic and experimental fr results from the two orders of magnitude higher parasitic
capacitance of the electrodes compared to the gate capacitance of a CNT. As discussed above,
the contact resistance of CNT FETs is higher than the fundamental quantum limit (6.45 kQ) for
each of the contacts. However, the input impedance of a RF circuit must match the 50 Q
impedance in the external circuitry, which has been achieved in isolated cases via capacitive

205

coupling between the contacts and CNTs at 4 K. Both of these issues can be partially

addressed by utilizing parallel arrays of CNTs where the transconductance can be significantly
increased without increasing the limiting parasitic capacitance from the electrodes (Fig. 4a).””
One approach to achieve this goal is to use CVD-grown parallel arrays of CNTs on quartz
substrates where unity power gains have been achieved up to 9 GHz.***'° Another approach is
to align unsorted solution-processed CNTs using dielectrophoresis, leading to an input

impedance of 50 Q up to 20 GHz.*'' However, the presence of metallic CNTs in these studies

significantly degrades the performance by decreasing the output impedance (and thus the gain)
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of the devices. Therefore, monodisperse semiconducting CNT thin films have also been
considered for RF electronics, allowing the extrinsic ft to be pushed beyond 5 GHz with linearity

up to 1 GHz.*'"* Recently, DGU-sorted 99% semiconducting CNT thin films were assembled by

213

dielectrophoresis to achieve the highest reported fr of 80 GHz to date (Fig. 4b).”” Finally, Fig.

4c compares the highest performing CNT RF devices with graphene FETs (discussed in detail
below), GaAs high electron mobility transistors (HEMTs), InP HEMTs, and Si FETs as a
function of gate length.'* In spite of the high intrinsic limit for CNTs (~1 THz), the extrinsic f;
of CNT devices is still one order of magnitude lower than the highest fr of 660 GHz for 20 nm
GaAs HEMTs.

CNT-based RF devices have recently been incorporated into fully functional proof-of-
concept circuits. At least two groups have reported CNT circuits being used as a demodulator

209, 215

for RF signals. However, replacing only one part of the radio with a CNT device does not

constitute a major technological advance since the size and performance of the radio remains

215

limited by other components such as the batteries and antenna. Therefore, one group has

utilized CNT FETs as both the RF mixer and audio amplifier in a fully working AM (amplitude

09

modulation) radio system that was able to detect signals from a local radio station.*”’ In

addition, fully operational roll-to-roll printed RFID tags and ring oscillators using CNT TFTs

have been demonstrated at 13.56 MHz.2'¢

2.1.4. Carbon nanotubes for optoelectronics
Semiconducting CNTs are direct band gap materials that have been incorporated in a variety
6,9,217

of optoelectronic devices such as light detectors, light emitters, and transparent conductors.

As previously discussed, van Hove singularities in the one-dimensional density of states and
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strongly bound excitons make CNTs interesting candidates for optoelectronics (Fig 5a)."*? The

218, 219

exciton binding energy depends on the diameter of CNTs as well as on the dielectric

219

constant of the surrounding environment.”~ The earliest experiments on CNT optical excitations

were conducted in dispersed aqueous solutions containing individual CNTs coated with

surfactants.'*" 132

In most cases, photoexcitation generates excitons in the second sub-band of
CNTs (Ey,), followed by radiative decay to the first sub-band (E,,) (Fig. 5a).'** Consequently, a
two-dimensional plot of photoluminescence as a function of excitation and emission energies

132

(Fig 5b) provides peaks that uniquely identify the CNT chirality. °~ Early experiments showed

the fluorescence quantum efficiency (Qr) of dispersed CNTs to be 10~ -10™ with an effective

radiative lifetime of 1-10 ns at room temperature.'>*

Recent experiments on as-grown
suspended CNTs have yielded Qr up to 10%.”2' The limited Qr in CNTSs can be ascribed to
multiple non-radiative processes such as exciton-exciton annihilation,"** presence of low energy
dark excitons that cannot relax to the ground state radiatively,”’” and efficient non-radiative,

phonon-mediated decay of excitons from E11.222

The wide range of Qp values reported in
literature also suggests sensitivity of the radiative decay rate to the quality of the CNTs and the
nature of the surrounding environment. The diameter-dependent CNT excitonic binding energy
allows tunability of the photoresponse, especially in the near-infrared (900 nm — 2000 nm).

In addition to photoluminescent applications, semiconducting CNTs are suitable candidates
for photocurrent and electroluminescent devices. For example, CNTs have been utilized as the

basis of light-emitting transistors and photodetectors.'””

The first study of electroluminescence
in ambipolar CNT FETs revealed a number of interesting observations: (1) Unlike conventional

p-n junctions, electroluminescence in ambipolar CNT FETs does not require extrinsic doping;

(2) The maximum electroluminescence efficiency is observed in the off-state; (3) Polarization of
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the emitted light was parallel to the CNT axis."”’ In addition, the position of light emission from
the CNT channel can be tuned by controlling the recombination site via biasing conditions, as

demonstrated later by the same group.”*

However, the emitted light power (~100 pW) and Qg
(10%) are rather low for typical light-emitting applications.”** In addition, spectral broadening
was observed in small channel devices due to hot carrier recombination mediated by optical/zone
boundary phonons. Improvement in emission power per unit area has been attempted by

225

utilizing large arrays of electrolyte gated aligned CNTs™ and top-gated aligned 99%

semiconducting CNTs' in ambipolar device operation. However, these devices show decreased
Qr (10™) compared to individual CNT FETs.”> Increasing the electroluminescence intensity was
also attempted in random CNT TFTs;**® however, red-shifting and spectral broadening was
observed due to exciton transfer from large band gap CNTs (narrow diameter) to small band gap
CNTs (large diameter) in the heterogeneous mixture of as-grown CNTs. The exciton energy
transfer mechanism was later confirmed by a spatially and spectrally resolved
photoluminescence experiment on a crossed junction of CNTs with different chiralities sorted by
DGU.**” Spectral red-shifting of the electroluminescence spectrum from aligned bundles of
monodisperse CNTs was also attributed to the same mechanism.'”

Electroluminescence can also be achieved in unipolar CNT FETs by impact excitation
processes from hot carriers.”*® 2% At high electric fields, the electrons in CNTs can gain
sufficient kinetic energy to drive electronic excitations across the band gap upon scattering. The
impact excitation process in CNTs is found to be at least 3 orders of magnitude more efficient

9, 138

than in conventional bulk semiconductors. Impact excitation can also be induced by high

local electric fields from inhomogeneities such as defects, trapped charges, and CNT-metal

231

contacts,” while localized unipolar CNT electroluminescence is achieved in artificially

28



constructed regions of high electric field in the channel. One approach is based on the
fabrication of CNT FETs where a portion of the CNT is supported by a dielectric and the

remainder is suspended over a trench etched in the channel (Fig. SC).138

The abrupt discontinuity
in the dielectric constant results in band bending that accelerates electrons, thus generating
excitons via impact excitation that can recombine radiatively (Fig. 5d).””’ The Qr of this device
was reported to be 1000x higher than that from ambipolar CNT FETs. Another efficient
approach for achieving sufficiently large electric fields for impact excitation is by creating p-n
junctions between electrostatically doped p-type and n-type regions in the same CNT (Fig. 5
e,n). 2% Additionally, impact excitation processes in CNTs are not constrained by the same
selection rules as optical excitations and can lead to the creation of excitons as well as free
electron hole pairs.*® Electrically driven thermal light emission corresponding to interband
transitions, in contrast to featureless blackbody radiation, has also been observed in suspended
quasi-metallic CNTs.>*

The application of semiconducting CNTs to photodetectors has also been studied
extensively.” ° Photodetection can be thought of as the inverse of electroluminescence where
optically generated excitons are separated into free electrons and holes to produce a photocurrent
with an applied field*® or an open circuit photovoltage in an asymmetric field configuration.”*
Early photoconductivity measurements on individual CNT ambipolar FETs showed internal Qg
up to 10% with expected resonances at optical energies corresponding to CNT excitonic states.”
Sufficiently large fields to separate excitons can also be generated locally by asymmetric
Schottky contacts,*® p-n junctions,’ and local charge defects.”® An electrostatically gated p-n

junction in a CNT has shown efficient generation of multiple electron-hole pairs per absorbed

photon through a process similar to impact excitation in electroluminescence.”” While the
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mechanism of photodetection in individual CNT devices is mostly based on generation and
dissociation of excitons, the photoconductivity in CNT networks is often dominated by the
thermal effects of nonradiative recombination. In particular, bolometric increases in CNT
resistance due to increased local temperature have been shown to be a viable method for
photodetection.**

Since the highest Q for light emission in CNTs has not exceeded 107, there is currently a
limited scope of practical applications for CNTs in light-emitting optoelectronic applications.
Consequently, researchers have attempted to incorporate CNTs into alternative technologies such
as light-emitting diodes based on conjugated polymers to obtain enhanced electroluminescence

1

efficiencies.”*' Since CNT thin films are flexible, optically transparent, and highly conductive,

they have been considered as an alternative to indium tin oxide (ITO) in organic light-emitting

242

diodes and organic TFTs.” In particular, CNTs hold promise for overcoming the limitations of

ITO for large-area flexible electronics such as brittleness and patterning-related issues, while

maintaining desirable properties such as high optical transparency and low sheet resistance.**

DGU-sorted 99% pure metallic CNTs have been shown to enhance sheet resistance by over 5

185

times compared to as-grown CNTs. Additional sorting by diameter can also produce

conductive films with tunable optical transmittance (Fig. 5g).'"™ CNT thin film electrodes
provide up to 3 times lower contact resistance than commonly used Au electrodes in organic
semiconductor TFTs (Fig. 5h).*** ***  Furthermore, CNT-based transparent conductors have
application in photovoltaics as will be described below.

45

CNTs have also been considered as components of non-linear optics.”*> For example,

dispersed CNTs can serve as saturable absorbers with up to 40% attenuation efficiency and

246

passive mode-lockers for femtosecond lasers.”” The advantage of CNTs in this application is
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that they offer facile fabrication with widely tunable wavelengths based on CNT diameter. In
this regard, the isolation of monodisperse CNTs with E;; excitation near the fiber optic

communication wavelength (1550 nm) is particularly useful.

2.2. Graphene for electronics and optoelectronics

While the explosion of research interest in graphene was triggered by the seminal paper on
single layer graphene by Geim and Novoselov in 2004, the unique electronic properties of
graphene were known from theoretical predictions for more than half a century. Specifically, the
first calculations of the electronic structure of graphene were reported in 19477 and the
physical structure of graphene (Fig. 6a)'® is often discussed in condensed matter physics
textbooks. The existence of single layer graphene was also known as an undesirable coating on
metal surfaces since the electrical properties in this form had been difficult to characterize.”> The
two breakthrough results of the 2004 paper’® were the successful isolation of a truly two-
dimensional material and the carrier concentration dependent conductivity of graphene that was
reminiscent of a FET (Fig. 6b)."? Both of these results were considered counterintuitive at the
time. In particular, isolated two-dimensional materials were previously thought to be impossible

248, 249

to isolate due to thermodynamics arguments. In fact, other examples of known monolayer

materials only existed when tightly bound to other bulk materials.**

In contrast, single layer
graphene is stable on an arbitrary substrate, and can even be freely suspended in space or
dispersed in solution, thus implying that it can be considered as an intrinsically stable two-
dimensional material. From the perspective of conductivity, early calculations performed on
short-range defect scattering had predicted a constant electrical conductivity in graphene at a
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finite carrier density. Consequently, the linear dependence of conductivity on carrier
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252-255 In this

concentration in graphene forced researchers to revisit electronic transport models.
section, we will outline the electronic structure of graphene and then critically assess its viability
for applications in digital electronics, RF analog electronics, and optoelectronics.

The unique electronic structure of graphene stems from its honeycomb lattice in which a
carbon atom is bonded to a neighboring three carbon atoms through sp” hybridized bonds (Fig.
6a).'* The unit cell of graphene consists of a pair of two neighboring carbon atoms. The -

orbitals of these carbon atoms delocalize to form bonding and anti-bonding bands that cross each

other at the corners of the Brillouin zone (K or Dirac points) (Fig. 6¢).'* Near the K points, the

, where E is energy, k is the wave vector, 7 is

bands have a linear dispersion relation, £ =hv, |k

Planck’s constant divided by 2z, and v is the Fermi velocity in graphene (~10° m/s) (Fig. 6¢).'>
' This linear dispersion relation has similarities with that for massless photons (light), in
contrast to the parabolic dispersion relation of electrons in conventional semiconductors. In
addition, at low energies near the K points, the electron states have contributions from two sub-
lattices (two carbon atoms in a unit cell) that can be represented by spinors, resulting in a
Hamiltonian that is reminiscent of the Dirac Hamiltonian in quantum electrodynamics (QED).
However, the electron spin in the Dirac-like equation is represented by a new quantum number
that is often called a pseudospin (in addition to the real spin of the electrons). The QED-like
spectrum in graphene allows the observation of novel phenomena such as Klein tunneling®® and
led to the measurement of two new kinds of anomalous quantum Hall effects (Fig. 6d).”>" >
Therefore, the linear dispersion and pseudospin are two central features of graphene and have led
to the phrase “massless Dirac fermions” as a descriptor for carriers in graphene.

Another relevant feature of the graphene band structure is a zero band gap at the Fermi level,

which limits the ability of a gate voltage to modulate current flow in FETs. From the perspective
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of charge transport, intervalley backscattering is nearly forbidden in graphene because of the
required large momentum transfer that can only be supplied by small crystal defects (which are
relatively rare in clean samples) or high energy optical phonons (that are only relevant for high-
field ‘[ranspor‘[).113 Intravalley backscattering is also rare due to the conservation of chirality (or
helicity) of Dirac fermions.”” Consequently, the elastic mean free path in graphene has been
found to be as long as a few microns, resulting in field-effect mobilities up to 200,000 cm?*/V's in
suspended graphene.”® Moreover, since its two-dimensional structure is completely exposed to
the environment, high carrier concentrations (up to 4 x 10'* cm™) can be realized by electrostatic
gating.”®' In this manner, graphene can concurrently attain high mobilities at high carrier
concentrations. However, the exposed two-dimensional structure of graphene also implies that it
is susceptible to interactions with substrate/environmental impurities and adsorbates. In
particular, Coulomb scattering from charged impurities has been found to be the dominant factor
in limiting the field-effect mobility of substrate-mounted graphene to 20,000 — 40,000
cm?/Vs.?> 2225 Similar to CNTs, inelastic scattering in graphene by acoustic phonons®®*** is
rather weak, which implies that the field-effect mobility at room temperature remains dominated
by impurity scattering. Remote interface phonon scattering in graphene from polar oxide
substrates (such as SiO;) has been shown to further reduce the mobility to 10,000-20,000
cm?*/Vs** at room temperature, thus inspiring efforts to integrate graphene with alternative gate
dielectrics. For example, graphene on ultra-flat boron nitride (BN) has shown intrinsic mobility
approaching 500,000 cm?/Vs. 2> 26¢

Fundamental charge transport experiments are often performed on graphene obtained by

mechanical exfoliation. On the other hand, large-area production methods for graphene are

needed for wafer-scale electronic circuits. As outlined above, two common methods for large-
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area production are epitaxial graphitization of SiC substrates and CVD growth of graphene on
Cu and Ni films. Thus, epitaxial graphene and CVD-grown graphene exhibit field-effect
mobilities in the range of 1000-1500 cm?®/Vs (highest 30,000 cm?/Vs*®") and 2000-5000 cm?*/V's

(highest 37,000 cm?/Vs*®*), respectively.

2.2.1. Graphene for digital electronics

The high field-effect mobility of graphene has inspired significant efforts to explore its
utility for digital electronics. In principle, the high mobility allows faster switching circuits, and
the ideal two-dimensional structure enables ultimate scaling of the device channel?" The low
contact resistance of graphene, in contrast to CNTs, also enables high conductance devices.
However, the lack of a band gap and the resulting low on/off ratio (5-10) seriously compromises
the prospects of graphene for digital electronics where an on/off ratio of 10* — 10° is desired.
Graphene shows a minimum conductivity of 4-8 e*/h even at zero carrier concentration (i.e.,
unbiased gate) and thus it cannot be turned off completely. Although the origin of the minimum

conductivity is not completely understood,'* '

it is widely accepted that graphene-based digital
electronics will require a method to open a band gap in graphene.

Here, we discuss band gap engineering in graphene, focusing on the two most successful
approaches to date. First, a band gap can be opened in graphene through quantum confinement

214

in narrow graphene nanoribbons (GNRs) (Fig. 7a)” ", as discussed even before the realization of

269

graphene FETs.”™ Unlike CNTs that can be found in metallic and semiconducting forms, GNRs

are predicted to only exist in semiconducting forms. The confinement-induced band gap can be

written as AE = ahv,. / d(nm), where o is the fine-structure constant of graphene and d is the

width of the GNR.*”> ?"' Due to large vy, a large confinement gap is expected in graphene
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compared to conventional semiconductors. This inverse relationship between band gap and

GNR width has been verified experimentally by several groups. The band gap also depends on

the type of GNR edge (i.e., zig-zag or armchair).”’" *"

In particular, a 2-3 nanometer wide
perfect armchair GNRs can achieve a band gap of 500 meV. Transport in zig-zag edge GNRs is
less understood, although the existence of ferromagnetic metallic edge states have been

predicted.””

The smoothness of the GNR edge is also critical since disordered edges can
contribute to scattering and charge localization, thus reducing mobility.>”

Various methods have been explored to fabricate GNRs® including patterning by

nanolithography,”’* unzipping CNTs by plasma®’® or chemical etching,”’® chemical exfoliation of

277 278, 279

graphene (Fig. 7b),”"" nanocutting graphene and nanotubes via catalytic nanoparticles,

epitaxial growth of graphene on templated SiC,*** and directly synthesizing GNRs by self-

1

assembly of polycyclic aromatic hydrocalrbons.28 Each of these methods has advantages and

limitations. For example, nanolithography methods do not provide edge selectivity or

274
In contrast,

smoothness, and have not produced GNRs with widths smaller than 20 nm.
chemical exfoliation of graphene has produced sub-10 nm GNR FETs with an on/off ratio up to
10° and mobility of 100-200 cm?/Vs (Fig. 7b).*”" Although graphene FETSs are usually p-type in
ambient conditions, chemically reactive GNR edges can be functionalized with nitrogen to
obtain n-type GNR FETs.*** The band gap energy versus GNR width is plotted in Fig. 7c from a
compilation of experimental and theoretical data.?!* 274277 283-285

Quantum confinement in graphene can also be achieved by creating nanomeshes in
micron-scale graphene FETs, leading to on/off ratios up to 100.* Similarly, a lateral confining

potential can be achieved through covalent chemical modification of graphene. For example,

chemisorption of aryl diazonium salts on graphene has provided evidence of band gap opening in
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7 One advantage of this approach is that

scanning probe microscopy and spectroscopy.”®
graphene can potentially be patterned in arbitrary geometries containing chemically
functionalized semiconducting regions with non-functionalized regions for metal contacts.
Covalent modification also offers possibilities for additional functionalization in the exposed

. 288
regions of graphene.

Although graphene is considered chemically inert, stoichiometric
derivatives have been obtained by reacting with atomic hydrogen, fluorine, and oxygen. Fully
hydrogenated graphene (graphane) is obtained by reacting both sides of graphene with atomic
hydrogen,”™ and graphane has been shown to be a wide gap semiconductor with a band gap of
3.5 eV. Fully fluorinated graphene (fluorographene) obtained through reaction with xenon
difluoride also has a band gap of ~3 eV.*® Oxygenation of graphene can also be achieved by

' The resulting chemically uniform and reversible

reacting graphene with atomic oxygen.”’
epoxide bonds in atomic oxygen functionalized graphene should be contrasted with insulating
graphene oxide obtained from Hummer’s method® that contains a heterogeneous mixture of
carboxylic, hydroxyl, and carbonyl groups.***

The second approach to create a band gap in graphene is to break the pseudospin symmetry
of the K and K' carbon atoms in graphene.”’" Since the two carbon atoms are only 1.4 A apart, a
sublattice selective interaction or chemical modification are viable routes to break the symmetry.
For example, superlattice interactions in a boron nitride-single layer graphene stack®* *** or

boron nitride-bilayer graphene stack™”

could in principle induce a band gap, although the
requisite atomically precise alignment of graphene on boron nitride has not yet been achieved. A
band gap can also be opened by creating a lateral superlattice potential in epitaxial graphene

grown on SiC.”***#*7 However, SiC-induced n-type doping pushes the Fermi level of graphene

into the conduction band, so this approach has not yielded useful electronic devices.
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Alternatively, band gaps have been achieved in bilayer graphene (BLG) and trilayer graphene.
BLG consists of Bernal stacking of two graphene layers where half of the carbon atoms in one
layer align with carbon atoms in other layer, and the other half of the atoms occupy the centers of
the hexagons (Fig. 7d).””® Intrinsic BLG is also gapless with parabolic valence and conductance
bands touching each other at the K point (Fig. 7a).”" However, a vertically applied electric field
has been predicted to modify the valence and conduction bands, which would ultimately lead to a
finite gap (Fig. 7a,d,e).””> ** An electric field induced band gap of more than 100 meV was

% as well as optical measurements.””" *** Since the band gap

observed in electrical (Fig. 7e)
depends on the strength of the vertical field, ultra-thin high-x gate dielectrics are desired for a
large band gap. Since the deposition of a top-gate dielectric on graphene is also important for RF
electronic applications, this topic will be discussed in detail below. Thus far, the highest on/off
ratio reported is 100 at room temperature (band gap ~ 130 meV) for a 10 nm thick HfO, top-gate
dielectric.”® Similarly, vertically applied electric fields in trilayer graphene have produced a
band gap of more than 100 meV.**

In addition to a band gap, controlled n-type and p-type doping are desired for CMOS-based
graphene digital electronics. Graphene FETs are intrinsically ambipolar but, unlike CNTs,
graphene doping cannot be controlled by varying the work function of the contact metal.
Decorating graphene with charged species shifts the charge neutrality point to either positive or
negative gate bias but the transfer characteristics around the Dirac point remain ambipolar.®* 3
In contrast, chemical modification of graphene by substitutional doping has been predicted to
dope graphene in a manner that results in asymmetric electron and hole conduction.’®

Molecular simulations suggest that replacing a sp® hybridized carbon atom in graphene with

boron and nitrogen could dope graphene n-type and p-type, respectively.**>>°”  Carbon-boron-
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nitrogen hybrids have also been grown, but it was found that boron and nitrogen tend to
segregate to form domains of hexagonal boron nitride within the graphene lattice.’” Thus far,

substitutional doping has led to reduced mobilities.®> 3¢ 3%

Moreover, no experimental
evidence of band gap opening has been reported yet by substitutional doping. Therefore, many

fundamental materials issues remain to be addressed before graphene can be realistically

considered for CMOS-based digital electronics.

2.2.2. Graphene for radio frequency analog circuits

The materials and device architecture requirements for high performance RF electronics
were introduced above when discussing CNT-based RF analog circuits. Here, we highlight the
properties of graphene that are best suited for RF electronics and summarize recent progress
towards graphene-based RF analog devices. Since switching a device ‘off” is not essential for
analog circuits (e.g., amplifiers), the lack of a band gap in graphene does not necessarily impede
its potential for RF electronics.’* A large cut-off frequency (fr) requires a large
transconductance and small parasitic capacitance of the device channel. For a small signal RF
amplifier, an AC input signal is superimposed on the DC gate-source voltage, and the output
amplified signal is measured at the drain-source terminal while the device is in the ‘on’ state.'*®
One critical aspect of this amplification process is that the drain conductance is desired to be

148 ..
In other words, current saturation in the

minimal (i.e., large output impedance) for high fr.
output characteristics is an essential feature of high speed RF electronics. We discuss this issue

in detail below because graphene FETs, unlike CNT FETs, show rather unusual current

saturation. Overall, the following four features are desired for high speed RF electronics: (1)
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Short gate length; (2) Large transconductance; (3) Small contact resistance; (4) Drain current
saturation.

Graphene is an excellent candidate for the first three RF device requirements. As a true two-
dimensional material, graphene should be ideal in the limit of short gate length devices.
Furthermore, high carrier mobility in graphene at room temperature (typically 10,000-20,000
cm?/Vs on Si0,)’* ** results in a normalized transconductance parameter of up to 7 mS,*"
which is higher than the transconductance in state-of-the-art Si MOSFETs and GaAs HEMTs.*"*

The contact resistance of graphene (500-1000 Qcm’'!

) is much smaller than that for a single
CNT (12.9 kQ), but it is still an order of magnitude higher than in Si MOSFETs and GaAs
HEMTs.>'* On the other hand, the saturation velocity in graphene (4 x 107 cm/s) exceeds that of
GaAs HEMT and Si MOSFETs by approximately a factor of two.>'?

A potential issue for graphene RF devices is the absence of strong drain current saturation
(Fig. 8a).>"> This weak saturation behavior in graphene can be explained as follows. At low
bias, graphene shows a linear I4-V4 characteristic where transport is dominated by one carrier
type throughout the channel (Fig. 8a). Current then begins to saturate at a V4 such that V4 — V, is
equal to the charge neutrality point gate voltage such that the Dirac point enters the channel near
the drain electrode. At even higher bias, the channel region near the drain is doped with opposite
charge carrier types, and the I-Vg curve enters a second linear region (Fig. 8a).*"

Bottom-gate graphene FETs impose a large parasitic capacitance, and thus they are not
compatible with the fabrication of short channel devices. Consequently, top-gate FETs with
high-k gate dielectrics are a more relevant geometry for high speed RF electronics.”'* Although

the inert basal plane of graphene is not amenable to the growth of most dielectric materials,

several methods have been developed to grow top-gate dielectrics on graphene since the first
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report of a top-gate graphene FET in 2007.”" Two of the most common methods are oxidation

315316 and atomic layer deposition (ALD) of

of evaporated metals (e.g., Al) on graphene
dielectrics seeded by a spin-coated polymer on graphene.™® *'” The first method has limited
applicability since it limits the choice of dielectric materials to oxides of reactive metals, and it
involves evaporation of hot metal atoms directly on graphene. The second approach involves a
low- k 5-10 nm thick polymer film that reduces the effective gate capacitance. Other approaches
based on seeding ALD through ozone functionalization®'® also degrade the underlying graphene.
In contrast, self-assembled monolayers of perylene-3,4,9,10-tetracarboxylic dianhydride

319 This non-

(PTCDA) have shown to be an effective seeding layer for oxide growth by ALD.
covalently bound molecular layer also effects minimal perturbation of the electronic structure of
the underlying graphene.”™  ALD-grown ALO; and HfO, gate dielectric stacks have
demonstrated a high gate capacitance of 700 nF/cm” at a low gate leakage current density of 5 x
10° AJem?® "

Early studies of graphene-based RF devices using top-gated, mechanically exfoliated
graphene on highly resistive Si substrates demonstrated a cut-off frequency (fr) of 26 GHz.**!
However, a completely insulting underlying substrate is necessary for further increases in speed.
Therefore, epitaxial graphene grown on insulating SiC has been a natural choice for RF device
research. A breakthrough study reported wafer-scale arrays of graphene RF devices on SiC (gate
length of 240 nm) operating at fr = 100 GHz (Fig. 8b).>** This high f; was achieved despite the
modest carrier mobility (1500 cm?/Vs) in epitaxial graphene. Similar devices later enabled
wafer-scale integrated circuits containing broadband RF mixers operating at 10 GHz (Fig. 8¢).**

Recently, CVD-grown graphene transferred onto diamond-like carbon substrates achieved fr =

155 GHz at a gate length of 40 nm.*** Unlike Si MOSFETS, these devices show no carrier
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freeze-out at low temperatures (4.3 K). Self-assembled core-shell nanowires have also been

> Nanowires enable

employed as high performance top-gates for graphene RF devices.’”
fabrication of self-aligned source-drain electrodes, resulting in reduced parasitic capacitance.
Graphene FETs with a channel length 140 nm (defined by the nanowire diameter) show a
transconductance of 1.27 mS/pm and fr of 100-300 GHz. It is also possible to achieve
reasonable RF performance using solution-processed single layer graphene, with devices
fabricated on flexible substrates showing unity current gain at 2.2 GHz (Fig. 8d).**°

Recently, graphene has also shown promise for frequency multiplication. The v-shaped
transfer curve of graphene FETs has been exploited for frequency doubling at frequencies up to
100 kHz.>*" Similarly, a circuit consisting of two graphene FETs in series produces a w-shaped
transfer curve that has been utilized as a frequency tripler operating at 1 kHz.**® Overall,
considering the impressive advances achieved over the relatively short span of graphene-based
RF research, this application appears considerably more promising than graphene-based digital

electronics. However, the absence of strong current saturation is a clear weakness that will need

to be addressed for graphene to realize its full potential for commercial RF applications.

2.2.3. Graphene for optoelectronics

Graphene has several attributes that makes it well-suited for optoelectronic applications.'®
For example, its linear dispersion with zero band gap suggests the possibility of widely tunable
optical excitations (Fig. 9a)"*, leading to an optical absorption spectrum that is featureless over
wavelengths ranging from 300 nm to 2500 nm.”* A single layer of graphene absorbs 2.3% of

the incident light with minimum reflection (<0.1 %) over this wavelength range.”® The

transmittance of graphene (1-nma ~ 97.7 %) is given by the effective fine structure constant (o) of
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graphene that depends on the dielectric constant of the environment.”*’

The absorption peak at
250 nm results from a saddle-point singularity near the M point in the Brillouin zone of
graphene.””**! Graphene is not luminescent but its chemical derivatives such as graphene oxide

(GO) exhibit photoluminescence over a broad range.*> **°

This light emission has been
speculated to occur in islands of sp® carbon within GO or at oxygen-induced defect sites.
Recently, electroluminescence from pristine graphene was also reported,™ although the
underlying light emission mechanism was found to be different from that in GO. Specifically,
optical phonon-assisted radiative recombination of carriers results in light emission in graphene
(similar to metallic CNTs).***

While graphene itself may have limited potential as a light-emitting material, it is effective as
a transparent conductor in flexible organic light-emitting diodes (OLEDs), organic TFTs, and
organic photovoltaics (OPVs). Graphene-based transparent conductors show performance
metrics close to that of ITO in addition to superior mechanical flexibility.'® However, the
minimum finite conductivity of undoped graphene (4-8 ¢*/h) results in a sheet resistance (Rs) of
4-7 kQ for high-quality single-layer graphene, thus necessitating chemical doping methods for
graphene-based transparent conductors, as will be described in detail below. Here, we compare
the performance metrics of CNT thin films and graphene-based transparent conductors with ITO
in Fig. 9b."® The theoretical curves of graphene at two different doping levels and mobilities are
also plotted. The best CNT thin films show slightly larger R than ITO at the same transparency.
On the other hand, graphene outperforms ITO for transparencies above 90%, and it is expected
to improve further with the availability of higher quality large-area graphene (Fig. 9b).

Graphene has also been used in photodetectors where optically generated electron-hole

pairs can be separated by an externally applied bias. Unlike CNTs and conventional bulk
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semiconductors, the linear dispersion of graphene provides a uniform photoresponse from the
THz to the ultraviolet range.'® In addition, the high mobility of graphene has been reported to

yield ultra-fast photodetection up to 40 GHz.>*

Since the operation speed in this early report
was limited by parasitic capacitance, it is anticipated that the intrinsic photoresponse speed of
graphene could be as high as 500 GHz. An internal built-in electric field at metal-graphene
contacts can also provide an efficient way to achieve photodetection. Metal-graphene contacts
have shown internal photocurrent efficiencies of 15-30% and external photocurrent yield of 6
mA/W (Fig. 9¢,d).>*® Recently, photoresponse was also observed in a p-n junction created via

top-gate architecture on graphene FETs.”">**

This device exploits hot carriers in graphene, the
non-local transport of which contributes to the photoresponse in additional to the expected
photovoltaic effect.

Another related optical application of graphene-derived materials is in bioimaging. In
particular, photoluminescence in nanoscale graphene oxide has been used for live cell imaging in
the visible and near infrared.'"® For in vivo applications, issues surrounding the potential toxicity
of graphene will need to be addressed, although a recent report suggests that encapsulation of
graphene in the biocompatible block copolymer Pluronic can reduce toxicity and inflammation in

the lungs of mice.*”’

These biocompatible dispersion methods could lead to additional
opportunities for graphene-based biomedical applications including imaging contrast agents and

drug delivery.

2.2.4. Emerging graphene device concepts
While the absence of a band gap poses a serious issue for graphene-based digital electronics,

the unique electronic properties of graphene hold promise for fundamentally different device
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architectures. One such device is the bilayer pseudospin field-effect transistor (BiSFET).
BiSFET, two single layers of graphene are separated by an ultra-thin dielectric. Under certain
conditions, the electrons in one graphene layer and holes in the other graphene layer can form
bound excitons. These bosonic quasiparticles then reduce the tunneling resistance through the
ultra-thin dielectric, leading to significant current flow at low bias. However, at elevated bias,
the bosonic state is disrupted, inducing increases in the tunneling resistance and corresponding
reductions in current. The net result is a decreasing current with increasing voltage (i.e.,
negative differential resistance). While simulations predict that the BiSFET should be
operational at room temperature, this device has not yet been demonstrated experimentally,
presumably due to challenges in fabrication. Nevertheless, a related device architecture has led
to a successful switching ratio of up to 10* by utilizing an alternative operating principle.’*!
These vertical graphene heterojunctions were fabricated by separating two graphene layers with
atomically thin boron nitride and MoS; on a SiO,/Si substrate. Biasing the Si substrate (gate)
changes the Fermi level on the two graphene layers by different amounts due to differences in
screening. The resulting difference in carrier density then induces tunneling which can be
further controlled by applying a vertical bias via the top layer of graphene (drain), ultimately
yielding an output characteristic that resembles a MOSFET. Recently, a novel triode-like device,
termed a barrister, was also realized using a Schottky junction between the graphene and a

342 This device relies on the lack of Fermi level pinning due

hydrogenated Si substrate (Fig. 9e,f).
to the absence of dangling bonds in graphene and hydrogen-passivated Si. In this case, the gate-
controlled Schottky barrier allows current modulation by up to 5 orders of magnitude (Fig. 9f).

Inverters and half-adder circuits were also demonstrated using graphene barristers, thus

providing a pathway for graphene-based digital logic.
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3. Carbon Nanomaterials for Photovoltaic Applications

In addition to electronics, an emerging applications area for carbon nanomaterials is
phovoltaics. The mechanical flexibility, chemical stability, and elemental abundance of carbon
nanomaterials present unique opportunities for solar technology. For example, fullerenes are
effective electron transport materials in organic photovoltaics (OPVs), while CNTs and graphene
hold promise as transparent conductors. Recent work has also shown progress in the utilization
of CNTs and graphene as the photoactive components in solar cells. This section will explore
recent progress and future prospects of fullerenes, CNTs, and graphene for solar energy
applications.

3.1. Fullerenes in photovoltaics

Although fullerenes were the first carbon nanomaterials to be experimentally isolated,
they are relatively underutilized in electronics in comparison to CNTs or graphene. However, in
solar technology, the situation is the reverse as fullerenes and their derivative are among the most
important electron acceptor materials in OPVs. OPVs are solar cells fabricated from conjugated
organic small molecules or polymers. The low temperature, solution-based processing of organic
materials makes OPVs a promising option for large-area, mechanically flexible solar technology.
Fullerenes were recognized as strong electron acceptor materials for OPVs as early as 1992 with
the first report of charge transfer from poly/2-methoxy-5-(2 -ethylhexyloxy)-p-phenylene
vinylene] (MEH-PPV) to Cg by Sariciftci et al.>** Thereafter, the same group reported the first
photovoltaic cells from bilayer heterojunctions of MEH-PPV (donor) and Cgy (acceptor).”*

345

Other donor polymers were subsequently reported in a follow up study. However, the

45



efficiency values of bilayer devices were limited to about 0.05% due to the limited surface area
of the bilayer heterojunction and the short diffusion length of photogenerated excitons.

In an effort to address the limitations of bilayer OPVs, the bulk heterojunction concept
was introduced in which the donor and acceptor were incorporated into an interpenetrating
network. Due to the poor miscibility and solubility of Cg, it is challenging to form bulk
heterojunctions from pristine fullerenes. Consequently, the Wudl group developed a chemically
modified form of Cgp in 1995 ([6,6]-phenyl-Cs;-butyric acid methyl ester (PCBM) (Fig. 10 (a))

that improved solubility in many organic solvents.**

PCBM was subsequently combined with
MEH-PPV to form a phase-segregated, interconnected bulk heterojunction with large junction
area. These bulk heterojunction OPVs had efficiencies that were approximately 60x higher
(2.9%) than bilayer heterojunction devices.**’ PCBM has since become one of the best
performing fullerene derivatives and is often cited as a benchmark for new acceptor materials.
Recent PCBM analogs include 1-(3-methoxycarbonyl)propyl-1-thienyl-[6,6]-methano-
fullerene (ThCBM)*** and [6,6]-phenyl-C7,-butyric acid methyl ester (PC7:BM)** as shown in
Fig. 10b>° and 10c¢**°. Since PC7;BM absorbs a significantly larger proportion of incident solar
light, it is a promising candidate for higher efficiency OPVs, although significantly more
expensive.”' Similarly, metalloendohedral fullerenes have shown improved efficiency values.’

Additional recent developments in fullerene-based acceptor materials for OPV devices are well

summarized in recent reviews by He et al.**® and Delgado et al.**°

3.2. Carbon nanotubes in photovoltaics
The unique optical, electrical, chemical, and mechanical properties of CNTs make them

enticing materials for photovoltaic applications. Furthermore, the optical excitation of strongly
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bound excitons in semiconducting SWCNTs at room temperature shows similarities to the

conjugated organic molecules and polymers that are commonly employed in OPVs."! *** 1

n
addition, CNTs show significantly higher carrier mobility and reduced trap density compared to
organic electronic materials. Consequently, CNTs are gaining popularity as components of
photovoltaic devices.>>>*

One of the earliest attempts focused on the incorporation of CNTs with the conjugated
polymer poly 3-octyl thiophene (P30T) as the active layer in OPVs. While this CNT-P30T
device showed a large open circuit voltage (V) of 0.75 V, the power conversion efficiency
(PCE) was low at 0.062%.” Annealing the CNT-P30T system for 10 min at 120°C led to
modest improvements in PCE to 0.22 %.**° Later, Berson et al.**' incorporated both single-
walled and multi-walled CNTs (in separate devices) as additives to a poly 3-hexathiophene
(P3HT):PCBM active layer mixture, resulting in a 100% increase in short circuit current density
(Jsc). However, a tradeoff was observed between the Jsc and the fill factor (FF) which is the ratio
of maximum obtainable power to the product of Voc and Jsc, as well as between Jsc and Vo,
ultimately limiting PCE values to 1.3% and 2% for SWCNTs and MWCNTs, respectively. This
tradeoff was attributed to increased short circuit contacts by CNTs with high aspect ratios.”®!
Recently, CNT-induced crystallinity and improved ordering of the active layer have been
predicted by molecular dynamics simulations®** and observed experimentally.’® *** CNTs have
also been incorporated hierarchically between various layers of an OPV device, namely the

365 It was observed

anode, hole transport layer, bulk heterojunction active layer, and cathode.
that the presence of CNTs at the anode or hole transport layer were beneficial to the cell

performance, improving PCE to 4.9% versus 4% for the control device. This improvement
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resulted from a reduction in the series resistance due to conductive pathways from
interpenetrating CNTs in the hole transport layer.’®’

All of the above studies utilized as-grown material that contains both metallic and
semiconducting CNTs, suggesting that further improvements may be possible using
electronically and/or optically monodisperse CNTs. For example, a comparative analysis of
enriched semiconducting and metallic CNTs in time-resolved microwave conductivity
measurements revealed the negative impact of metallic CNTs in OPVs. In particular, 90%
semiconducting SWCNT-P3HT composites showed a 45% increase in carrier decay time
compared to 88% metallic SWCNT-P3HT composites.’®® This effect was recently exploited in
functional OPV devices where purified semiconducting SWCNT:P3HT blends were used (see
Fig. 11a (inset)) to get PCE values of 0.72%.*%* In this case, the SWCNT is apparently acting as
the electron acceptor. However, photosensitive capacitor measurements by the Arnold group
have shown that semiconducting SWCNTSs can either act as acceptors with conjugated poly
thiophenes or as donors in blends with fullerenes.*®” Subsequent work illustrated the use of
enriched semiconducting SWCNTs as donor materials in SWCNT/Cg bilayer heterojunction
devices, achieving PCE values of 0.6 % with an internal quantum efficiency approaching 100%
(Fig. 11b).*%*

From these reports, it is clear that CNTs can be successfully incorporated into the active
layer of OPVs. However, the debates continues whether semiconducting SWCNTs are
appropriate acceptor materials to completely replace fullerene derivatives or are better suited as
additives to improve morphology, absorption, charge separation, and charge collection. Recent
studies on planar heterojunctions®® do suggest that semiconducting SWCNTs can be as effective

as fullerenes for electron acceptors, and that their performance in the bulk heterojunction
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geometry370 is primarily limited by bundling and CNT-CNT contacts.’® *™ The detailed control
of CNT morphology in bulk heterojunction OPV's remains an active area of investigation.

In addition to the active layer of photovoltaic devices, CNTs show promise as transparent
conductive electrodes. As discussed above, indium tin oxide (ITO) is the most common
transparent conductive electrode in organic light-emitting diodes and OPVs.””' However, due to
their greater mechanical flexibility and the earth abundance of carbon, CNTs hold promise for

overcoming the brittleness that can compromise device lifetime with ITO, especially on flexible

372,373

substrates, and the scarcity of indium. The earliest reports on CNT electrodes for OPVs

focused primarily on MWCNTs,””* "> the high surface roughness and inhomogeneity of which

led to suboptimal performance. Subsequent work addressed these issues, leading to CNT-based

376,377
0.

electrodes with OPV device performance comparable to that of IT Although similar

performance metrics were reproduced in later studies,””® the anisotropic nature of CNT films
showed a strong dependence of transparency and cell performance on incident light angle.’”” The
polydispersity of as-grown CNT films also compromised performance since the contact

resistance between CNTs of different electronic types is about 100x higher than that CNTs of the

171, 380

same electronic character. Thus, CNT films of monodisperse metallic or semiconducting

CNTs are expected to have a lower Ry compared to a heterogeneous mixture of as-grown CNT

films. Recently, the effect of SWCNT electronic type purity was systematically studied in the

381

transparent anode for OPVs.”"" Electrodes based on 99.9% pure metallic SWCNTs were found to

perform 50x better than 99.9% semiconducting SWCNTs and showed comparable performance

381

to that of control ITO-based devices.” The improvement was primarily due to a rise in Jsc as

381

seen in Fig. 11c.”™ The SWCNT films used in this study were doped with nitric acid to reduce

roughness and sheet resistance.’” Since nitric acid treated semiconducting SWCNTs exhibit
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38238 the dramatically

lower sheet resistance than comparably treated metallic SWCNTs,
reduced PCE for semiconducting SWCNTs appears counterintuitive. However, it was shown that
the films were dedoped by the hole transport layer PEDOT:PSS in the fabricated OPVs,”®' thus
compromising the sheet resistance of the semiconducting SWCNTSs to a much greater degree
than the metallic SWCNTs. Further improvements in sheet resistance and thus OPV power
conversion efficiency can be achieved with longer CNTs as is evident in Fig. 11d.*”

Beyond OPVs, CNTs have been explored in a variety of other photovoltaic devices,

384 The earliest studies

especially photoelectrochemical or dye sensitized solar cells (DSSCs).
incorporated as-grown CNTs in the titania (TiO,) nanoparticle matrix to improve cell
efficiency.”® PCE values of ~4.5 % were achieved, which was comparable to that of control

386

cells.” Refluxing acid treatment of CNTs introduces carboxyl groups that improves the binding

of TiO, nanoparticles and dye molecules, thereby raising Jsc by 25% without compromising
Voc. #7388 3 Vertically aligned MWCNT forests and TiO, composites also improve Jsc by 5x
versus bare TiO,.**" In one of the seminal papers in this field, CNT electrodes were incorporated
with TiO, nanoparticles to fabricated DSSCs having internal power conversion efficiencies of
16% compared to 7.3% for bare TiO, at 350 nm.”' This improvement was mainly attributed to
better dispersion of the TiO, nanoparticles and enhanced charge transport to the electrode by the
CNTs.”' When this assembly was packed in a full cell and sensitized with a dye, the IPCE
values were maintained. Furthermore, the Jsc value increased by 45%, which corroborates the
high IPCE values, but the V¢ fell somewhat due to charge equilibration between the TiO, and

the CNTs. The net result was an external PCE value of ~0.18%. **

PCE values greater than 5%
have also been recently achieved using vertically aligned CNT forests as counter electrodes in

iodine free DSSCs.*” In terms of monodisperse CNTs, Belcher and coworkers dispersed

50



semiconducting SWCNTs in TiO, nanoparticles via virus-templated self-assembly.*** The TiO,
nanoparticles were directly biomineralized on top of the CNTs to achieve superior contact and
charge separation. A TEM image of the resulting biomineralized TiO,-CNT structure is shown in
Fig. 11e.*** For semiconducting CNT contents as low as 0.2 wt% in TiO,, the PCE value was
10.3% compared with 8.3% for no CNTs and 6.2% for 0.2 wt% metallic CNTs.**

Another emerging class of photovoltaic devices is based on semiconducting quantum

dots.>”?

CNTs have been utilized in such systems as acceptor materials, analogous to the role of
fullerenes in OPVs. Early attempts at using CNTs as acceptors with porphyrins resulted in
monochromatic (435 nm) IPCE values of 8.5%.*”° Subsequently, cadmium sulphide (CdS)
nanoparticles were covalently attached to CNTs, and the photoelectrochemical behavior of the
resulting system showed an internal quantum efficiency of 25%. The photocurrent improved
with increasing CNT content, which led to the conclusion that the CNTs were acting as efficient
charge separation and transport sites.”’ Soon studies using CdTe*”® and CdSe™” followed with
similar results. A schematic of the CNT-quantum dot charge separating junction is shown in Fig.
11£>° Stacked-cup CNTs were also used with CdSe, leading to a 10-fold increase in

400

photocurrent compared to the control sample.”" It has been hypothesized that both metallic and

semiconducting CNTs would play a similar role in charge separation and transport for such

% however, no studies using electronic type sorted CNTs have been reported to date.

devices,
Although both metallic and semiconducting CNTs may act as effective charge carriers,
semiconducting CNTs with a finite band gap could also act as charge separation sites, whereas

metallic CNTs could act as recombination centers in addition to increasing the short circuit

current, thus suggesting the attraction of monodisperse semiconducting CNTs in this application.
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Since semiconducting SWCNTs are direct band gap materials, they can potentially be used
alone as the active layer in photovoltaic devices. Moreover, multiple exciton generation in
CNTs* and photovoltage multiplication in CNT arrays*®' provide further motivation for CNT-
based solar cells. However, the difficulty in achieving stable n-type doping of CNTs in ambient
conditions has hindered efforts to realize large-area CNT-based p-n junctions. To overcome this
issue, researchers have begun integrating CNTs with conventional n-type semiconductors to
realize a photovoltaic effect. A pioneering approach in this direction was taken by the Wu group
who integrated double-walled carbon nanotubes (DWCNTs) with a single crystal n-type silicon
wafer to create a p-n junction thin-film solar cell with a PCE value greater than 1%.' A

2 I this heterojunction geometry, the

schematic of this device structure is provided in Fig. 11g.
CNTs participate in charge separation as well as charge collection. Further optimization of the
Si-CNT interface improved the efficiency to 7%. Here, the CNT networks contained both
metallic and semiconducting species that created both metal-semiconductor Schottky junctions
and semiconductor-semiconductor heterojunctions with Si, respectively.*”® These results were
then reproduced by another group who used air-brushed CNT networks. These CNT network
films were additionally doped with thionyl chloride (SOCI,), leading to cell efficiencies of
4.5%.** A similar doping strategy was employed by the Wu group using nitric acid (HNOs) as
the dopant, leading to improvements in efficiency to 11% versus 6% for undoped CNTs.*”® The

current-voltage characteristics of their cells before and after doping are shown in Fig. 11h.*”

406 407

CNTs have also been integrated with CdTe nanobelts™™ and Si nanowires ™ to form
nanostructured versions of the CNT-semiconductor solar cell design. Future work will likely

explore the integration of semiconducting p-type CNTs with other inorganic n-type
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semiconductors with the goal of further improving the performance and processability of CNT-

semiconductor solar cells.

3.3. Graphene in photovoltaics

Due to the lack of a band gap in graphene, it is not well-suited as an active layer material
for efficient carrier generation and separation in photovoltaic devices. However, modern solar
cells consist of an assembly of several layers such as transparent conducting electrodes and
charge blocking interfacial layers. In this regard, the large conductivity and high transparency of
single layer graphene make it a promising material for transparent conducting electrodes in
OPVs. In addition, graphene and its chemically modified derivatives are potentially candidates
for charge blocking interfacial layers. This section reviews recent efforts to incorporate
graphene in photovoltaic devices.'® %% 4%
The first demonstration of a graphene-based electrode in a solar cell was in a DSSC device

in 2007. Here, reduced graphene oxide (r-GO) was used as the electrode*'’

without degrading
cell efficiency compared to a control device with an ITO electrode. Similar r-GO electrodes were
employed in small molecule’'' and polymer*'> OPVs as well as hybrid solar cells.*”® The cell

411-413

performance in all of these reports was equal or inferior to control ITO devices mainly

because of the large sheet resistance of graphene (1k€)/sq to 1MQ/sq). In particular, the

414 contribute to

discontinuous boundaries between interconnected r-GO flakes, as seen Fig. 12a,
the large sheet resistance. Recently, an r-GO/CNT composite significantly reduced the sheet
resistance (R, = 240 Q/sq) at 86% transparency, albeit with a PCE of only 0.85%.*"

To overcome the limitations imposed by percolating networks of small r-GO flakes,

researchers have turned to large-area continuous graphene grown by CVD. Wang et al. were the
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first authors to report CVD-grown graphene as anodes for polymer (P3HT:PCBM) OPVs.*!®

They reported PCE values of 0.21% for as-grown graphene and 1.71% for graphene modified
with pyrene buanoic acid succidymidyl ester (PBASE). Nevertheless, the PCE values of the
chemically treated graphene remained inferior to the control ITO device (3.10%) due to the
lower Jg. value in the graphene anode device. The lowest reported sheet resistance value of CVD
graphene is 210 Q/sq at a 72% transparency,”'® which is still significantly larger than that of
ITO. For CuPc¢/Cgo based OPVs,417 the PCE values observed for CVD graphene and control ITO
devices were nearly equal (1.18% and 1.27%, respectively) even though the R; value for ITO (25
Q/sq) was more than two orders of magnitude lower than that of graphene (3.5 k(/sq). In
addition, the graphene-based devices were more robust to repeated bending versus the ITO
devices which failed at a bending angle of 60%, as seen in Fig. 12b.*'7 CVD-grown graphene
films have been used subsequently in CdTe/CdS-based quantum dot solar cells with PCE values
of 4.17 %"

Doping strategies have been attempted by many groups to achieve higher carrier
concentrations and thus lower R values in graphene. Following early reports on CNTs,**!- %
doping of graphene has been achieved through chemical treatments with nitric acid and gold
chloride.**” *'**** However, even these doped CVD graphene anode devices fail to surpass the
performance of control ITO anode devices.*® A recent effort to dope mechanically exfoliated
few layer graphene intercalated with FeCls resulted in a record low R value 8.8 Q/sq with a
transparency of 84% in the visible range. For CVD graphene, the lowest R, value reported to
date is 30 Q/sq with a transparency of 90%.’* These values are well within the minimum
industry standard of 100 Q/sq at 90% transparency.*”® However, these reports did not integrate

these high-performance graphene transparent conductors into fully fabricated photovoltaic
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devices. Stable chemical doping following device integration thus remains an important area for
future investigation.

Beyond transparent anodes, graphene-based materials have been explored as charge
blocking interfacial layers for OPVs. The conventionally used hole transport layer (HTL),
PEDOT:PSS, suffers from photo-induced degradation, ITO corrosion, and sensitivity to ambient

424-426 1 ithium fluoride is the canonical

conditions that compromises the lifetime of OPV devices.
electron transport layer (ETL), but is typically deposited in vacuum, thus conflicting with the
solution processing methods that are often cited as the advantage of OPVs compared to
competing photovoltaic technologies. While pristine graphene is not a promising choice for
charge blocking layers due to its zero band gap, chemically functionalized graphene (e.g.,
graphene oxide (GO)) can possess a tunable band gap and work function based on processing
conditions.*” *** The work function of GO is ~4.7-4.9 ¢V, thus presenting a small hole injection
barrier from P3HT, which has a work function ~4.3 eV. In addition, the band gap of GO, which
can vary over the range of 2.8 eV to 4.2 eV, is sufficiently large to prevent electron transport
from PCBM. GO was first demonstrated as a HTL in OPVs by the Chhowalla group in 2010.*
In particular, OPV devices with P3HT:PCBM as the active layer were fabricated with varying
thicknesses of spin-coated GO as HTLs in addition to two kinds of control devices using
PEDOT:PSS as the HTL and no HTL. The highest PCE value (3.5%) was observed for the
lowest GO HTL thickness of ~2 nm, and the PCE steadily fell with increasing GO thickness due
to increasing series resistance and decreasing optical transmittance. The best GO PCE value was
nearly equal to the control device with 30 nm thick PEDOT:PSS as the HTL (3.6%).* Similar

results were obtained by Yun et al. with GO partially reduced by p-toluenesulfonyl hydrazide.**"
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Further advances in the use of GO as a HTL were demonstrated by Murray et al.**' In this
case, the device active layer consisted of poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-
bO]dithiophene-2,6-diyl][3-fluoro-2-[(2-ethylhexyl)carbonyl]-thieno[ 3,4-b]thiophenediyl]]
(PTB7) and the fullerene electron acceptor PC;1BM, which achieves significantly higher PCEs
than do P3HT:PCBM OPVs.** *** The reported PCE values for the GO (7.39%) and control
PEDOT:PSS devices (7.46%) were nearly equal as seen in Fig. 12¢.*' More importantly, the
GO-based devices were far more durable and robust under high humidity (80%) and high
temperature (80°C) conditions. In addition, it was found that the PTB7 stacks in a more ordered
manner compared to PEDOT:PSS, thus leading to better electronic coupling and charge
transfer.*!

Recently, cesiated GO (GO-Cs) was also used as an electron transport/hole blocking
layer between PCBM and OPV cathodes. The cesium neutralizes the peripheral carboxyl groups
(-COOH) in GO to —COOCs groups, yielding a work function of ~4 eV (see band diagram Fig.
12d) that provides selective electron transport. Both GO and GO-Cs were used together in
normal and inverted OPV geometries with P3HT-PCBM as the active layer, and achieved
equivalent or superior performance versus control devices using PEDOT:PSS and lithium
fluoride (LiF) as the HTL and ETL, respectively.** GO-CNT composites have also been used as
effective HTLs in P3HT:PCBM devices by the Huang group. It was found that a non-percolating
amount of CNTs (1:0.2 GO:CNTs) in the GO film improved the carrier transport and afforded
PCEs comparable in efficiency to PEDOT:PSS.**> GO-CNT composites have since been used in
tandem cells in both regular and inverted geometries.*® All of the above examples used solution-
processed GO or functionalized graphene to coat an ultra-thin films. However, solution-

processed graphene films are often discontinuous and electronically inhomogeneous, thus
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leading to unwanted recombination currents.””' Efforts to covalently modify large-area CVD
graphene may overcome this limitation, and future work will likely explore CVD graphene that

28 43 P
7 and/or fluorine®’ to achieve improved graphene-

is covalently modified with diazonium salts
based HTLs.

Although pristine graphene lacks a finite band gap, various forms of chemically
functionalized graphene materials have been used in the active layers of OPV devices. The first
attempt was to use GO as an acceptor material in a simple mixture with donor polymers such as
P3HT and P30T.** ** The reported PCE values were low (1.1-1.4%) but comparable to other
non-fullerene acceptor devices.*® *** Subsequent attempts involved covalently grafting Ceo
directly onto the basal plane of r-GO via a nucleophilic addition reaction.**® Although cells with
the grafted composite (see Fig. 12¢*%) had somewhat improved efficiencies (1.22%) compared
to non-grafted mixtures (0.44%) in a bilayer geometry, they remain inferior to conventional
P3HT:PCBM BHI devices.**" A similar approach was adopted on the donor side by grafting
P3HT onto r-GO. However, no significant improvements in device performance over direct
mixtures or control devices were observed, and the PCE values remained less than 1%.*4

Graphene has also been explored as an additive to the active layer of DSSCs. In this case,
graphene provides efficient charge transport and reduced recombination in addition to higher
optical absorption due to increased light scattering. A schematic illustration of this system is
provided in Fig. 12f.*** The PCE value of a standard TiO,-ruthenium dye-based DSSC with the
graphene additive was reported to be 6.97% compared to 5.01% for the control sample.***

In addition to providing enhanced charge transport and reduced recombination, graphene

has served other unique roles in emerging variants of organic solar cells. The Huang group has

recently demonstrated the use of GO as a surfactant to assemble CNTs and Cg into an all-carbon
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photoconductive composite with a PCE value of 0.21%.**

In another approach, GO was mixed
with PEDOT:PSS to facilitate the fabrication of tandem OPVs from P3HT:PCBM active
layers.*** Thus far, graphene has not acted as a primary light absorber in OPVs or DSSCs even
though such cells have been hypothesized to have PCE values of 12% in a single cell geometry
and 24% in a tandem geometry.** However, graphene quantum dots (GQDs) have been
employed as light absorbers inTiO,-based DSSCs as seen in Fig. 12g.*¢
Graphene-semiconductor Schottky junctions have also been considered for photovoltaic
applications. The first graphene/p-Si Schottky junction was demonstrated by the Wu group
using CVD graphene, leading to a PCE of 2.2%.*7 Subsequently, the same photovoltaic effect

448, 449 - L 450, 451 -
** and cadmium chalcogenides.”™™ ™ Since these devices

was realized using Si nanowires
increased the junction surface area, the PCE increased to 2.86%. Chemical doping of planar
graphene/p-Si junctions using AuCls has since been attempted to tune the work function, but the
observed PCE values were less than 0.1%.%* An alternative graphene-Si Schottky junction solar
cells was achieved by chemical doping CVD graphene with bis(trifluoromethanesulfonyl)amide
(TFSA).** In this study, the junction between n-doped silicon and p-doped graphene yielded
more than a 4-fold improvement in PCE response (8.6%) compared to undoped graphene cells
(1.9%). The current-voltage curves and cell schematic are shown in Fig. 12h.** The observed
enhancement in PCE resulted from both reduced sheet resistance of the doped graphene as well
as an increase in Schottky barrier height for more efficient charge separation.*” Future efforts

will likely focus on chemical methods to further improve the integration of graphene with

complementary photovoltaic materials.

4. Carbon Nanomaterials for Sensing Applications
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While the sensitivity of the electronic properties of carbon nanomaterials to the
surrounding environment poses challenges in some applications, it offers a distinct advantage for
sensors. For more than a decade, carbon nanomaterials have been used to sense a variety of
analytes including gases, solvents, and biomolecules. @ While carbon nanomaterial-based
electronic sensors have outperformed conventional technologies in terms of sensitivity, many
challenges remain in terms of selectivity, reversibility, reusability, and scalability.***” In this
section, we review the achievements and challenges for carbon nanomaterials in chemical and
biological sensors. Due to the presence of extensive reviews on carbon nanomaterial-based

. 20,458,19, 21, 459-462
electrochemical sensors,”""> > "

this section will focus primarily on electronic sensors.
4.1. Carbon nanotubes for sensing applications

One of the earliest reports of gas sensors based on single CNT FETs was made by Kong
et al. in 2000.* Large shifts in threshold voltages were observed in the negative and positive
directions upon exposure to ammonia (NH3) and nitrogen dioxide (NO,), respectively, as seen in
Fig. 13a.* The sensitivity (defined as ratio of resistance before and after gas exposure) ranged
from 100 to 1000 with response times of a few seconds to one minute. These performance
metrics indicated that single CNT devices outperformed commercially available metal oxide or
conducting polymer sensors.**” * The authors speculated that bulk doping of the CNTs by
adsorbed gases was likely contributing to the observed resistance modulation. However, the lack
of definitive proof regarding the sensing mechanism inspired a series of subsequent studies

466

focusing on the mechanism of chemical sensing by CNT FETs.”™ Through these studies, the

467

range of analytes was expanded to include alcohols,*®” oxygen,*®® benzene,** hydrogen,*”® and

471

water.””! While some papers confirmed bulk doping as the underlying mechanism,**® others
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reported that the observed resistance change was a contact effect and not a bulk doping

123, 472, 473
phenomenon.'? 47> 47

The debate ultimately revealed that semiconducting CNTs can act as
Schottky barrier transistors, and that the barrier height between the metal and nanotubes can be
tuned by the metal work function. Since the work function of the metal can be modulated by
local dipoles induced by adsorbed gas molecules, the threshold voltage and polarity of CNT
FETs will correspondingly change as a function of the surrounding environment.*’*

In contrast to semiconducting CNTs, chemically induced Schottky barrier height
modulation in metallic CNTs produces a lower variation in resistivity and thus reduced
sensitivity. However, chemiresistive sensing is still possible using single metallic CNT devices.
In this case, a stronger chemical interaction (e.g., covalent interaction) is needed to obtain large
resistance changes. A significant advance in this direction was achieved by the Collins group
who developed a point functionalization scheme wherein a controlled density of defects is
created on a CNT (metallic or semiconducting) via an electrochemical redox reaction.*”
Selective functionalization of various chemical species is then achieved on these defect sites,
thereby tuning the detection selectivity. This scheme has been used to detect single molecule
reactions in CNT devices*® *”’ in addition to oxidization or reduction events based on the redox
potential.*”* Selective electrodeposition of metals can also be performed at these defect sites,
thus enabling hydrogen sensors for Pd-decorated CNT FETs.*"®

Although the aforementioned methods enable sensitivity down to the single molecule
level, detection selectivity requires additional attention. To address this requirement, CNTs were
non-covalently functionalized with moieties having selectivity to specific target analytes. For

example, polyethyleneimine (PEI)-coated CNT FETs are selectively sensitive to NO,, while

. . 479 . . .
Nafion-coated devices are selective towards NHs."'” In a unique approach to selective sensing,
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the Johnson group used semiconducting SWCNTs encapsulated with single-stranded DNA (ss-
DNA) as shown in Fig. 13b. The DNA sequences were chosen to have specific binding affinity
for a series of analytes including methanol, propionic acid, trimethylamine (TMA),
dinitrotoluene (DNT), and dimethyl methylphosphonate (DMMP). The ss-DNA functionalized
CNT devices showed a significant current modulation as high as 20-30% versus 0-1% in bare

. 480, 481
control CNT devices at the same exposure dose.™

Highly selective interactions between ss-
DNA and CNTs of different chiralities may provide further tunability for this class of chemical
sensors.”

In an effort to simplify fabrication, research has also been devoted to using CNT thin
films and vertically grown CNT arrays for chemical sensing applications. Early reports used as-
grown heterogeneous CNT thin films as chemiresistive sensors for NO,, " NH;,* and
DMMP.** Specificity issues were addressed to some extent by implementing both covalent*®
and non-covalent™ functionalizations of these CNT thin films. Since each device is effectively
averaging the influence of the large number of CNTs in the thin film, device-to-device
reproducibility with high sensitivity can be achieved over large areas.”®® In a related approach,
CNTs were also functionalized with metal nanoparticles that improved selectivity for a variety of
gases.™® In this case, the sensing selectivity originates from the metal-CNT barrier height
modulation following gas exposure.*’ Gas sensors based on vertical arrays of CNTs have also

488, 489
d.™

been reporte The conductance of vertically aligned conducting polymer-CNT films was

found to be highly sensitive to vapors of small organic molecules such as THF, ethanol, and
cyclohexane.*®

Another approach for gas sensing using large-area as-grown CNTs is the chemosensitive

capacitor. CNT films (see Fig. 13c) were used as one electrode of the capacitor, while a heavily
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doped silicon wafer was employed as the other electrode. The authors observed that the
capacitance of this device was extremely sensitive (down to 0.5 ppb). The capacitance changes
were also fast (~4 sec), reversible, and selective (using non-covalent functionalization) as seen in
Fig. 13d, thus providing an advantage over conventional chemicapacitive sensors that take
minutes to respond and refresh.*” The sensing mechanism was attributed to both capacitance and
conductance changes. ! #%4%

A potential issue with sensors based on as-grown CNT films is the differential response
of the constituent metallic and semiconducting CNTs. For example, although the channel length
and network morphology can be tailored to achieve a net semiconducting character in the final
device characteristics, the metallic CNTs in the channel will have a relatively weak response to
adsorbates. It is also well known that metallic and semiconducting CNTs interact differently with

381, 494, 495
adsorbates and dopants.” > "

Monodisperse CNTs thus present an opportunity for improved
sensing as explored in two recently published reports.®® **’ In a paper by Nakano et al.,
monodisperse semiconducting CNTs showed an order of magnitude improvement in sensitivity

compared to as-grown CNTs as shown in Fig. 13e.*

The other study focused on arrays of
semiconductor CNT (sorted via selective dispersion and DGU) devices, revealing that CNTs
with narrow diameter distributions near 1.4 nm have the highest sensitivity to hydrogen (see Fig.
13f).48

Beyond gases and small organic molecules, the electrical response of CNTs can be
modulated by biomolecular adsorbates, thus providing opportunities for biological sensors. An
early study used as-grown CNT TFTs to detect proteins.*”” In these devices, non-specific binding

was suppressed by passivating the CNTs with polyethylene oxide (PEO) based molecules. The

PEO end of these molecules was then biotinylated (i.e., covalently attached to biotin), enabling
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selective sensing of streptavidin as shown in Fig. 14a.*? Similar results were also obtained with

499,500

staphylococcal protein A (SpA) and human immunoglobulin (IgG). The biotin-steptavidin

501 qso:
Similar

pair interaction was also detected in single CNT FETs in an independent study.

studies were subsequently completed to sense more complex biomolecular systems including
. 502 . . 503 . 504 .

glucose oxidase-glucose,”” thrombin aptamer-thrombin,™” adenoviruses,” prostate specific

5

antigen-antibody interactions,”” and the enzymatic hydrolysis of starch.’® Recently, single

molecule level lysosome dynamics have also been detected in single CNT FETs.”"’

Additional research has focused on detecting DNA hybridization with an eye towards
DNA sequencing. The first report of DNA hybridization on CNT TFTs showed specific
detection of complementary DNA sequences via conductance modulation as shown in Fig.
14b.°® Although the authors speculated that charge transfer doping was the underlying sensing
mechanism, it was later shown by Tang et al.’”” that the sensing was contact dominated. In
particular, it was observed that efficient DNA hybridization on gold electrodes reduces the work
function of gold, thus changing the Schottky barrier height at the metal-CNT contact as depicted

*% While CNT TFT-based electronic biosensors are relatively unstudied, one example

in Fig.14c.
on unsorted CNT TFTs shows that the sensitivity in detecting streptavidin using biotinylated
CNT networks decreases with CNT network density (see Fig. 14d), suggesting larger sensitivity

for semiconducting CNTs versus metallic CNTs.”'® Consequently, monodisperse semiconducting

CNTs may lead to further improvements in CNT TFT biosensors.

4.2. Graphene for sensing applications
Like SWCNTs, every carbon atom in single-layer graphene is on the surface, which

implies that its electronic properties should be sensitive to the surrounding environment.

63



Consequently, the electrical conductivity of graphene is strongly modulated by adsorbates,
providing clear opportunities for sensing. As was the case for CNTs discussed above,
electrochemical sensing has been achieved with graphene; however, previous reviews have

already covered this topic in detail,*" 4" >!!

so this section focuses on graphene-based electrical
detection strategies.

The ultra-high sensitivity of graphene FET sensors was first demonstrated by the
Manchester group.’'? Bottom-gate graphene FETs showed thermally reversible detection of
common chemical vapors such as NO,, NH;, CO, and H,O (see Fig. 15a and 15b). The
measurements reveal exceptionally high sensitivity down to the single molecule level through
modulation of the transverse Hall resistance (pxy) at high magnetic field (10 T). The Hall bar
geometry of these graphene devices eliminated the contacts as sensing sites, thus avoiding the

512

ambiguities introduced by the FET geometry discussed earlier for CNTs.” © Later, theoretical

investigations of charge transfer doping in graphene substantiated the proposed doping

mechanism.’"?

In an effort to simplify device testing and fabrication, large-area solution-processed GO

514

and r-GO films have also been investigated for chemical sensing (Fig. 15¢).” " A variety of

chemical species including nerve agents and explosives have been detected down to the ppb
level. A comparison with CNT TFT sensors in the same study revealed 1000x lower noise levels

. PR 514
in r-GO sensors as seen in Fig. 15c.

Reductions in noise level and improved sensitivity have
also been observed by suspending graphene’' and/or removing resist residues.’'® A similar
report by the Kaner group corroborated charge transfer doping as the sensing mechanism for r-

17

. 5 . .. . .
GO chemical sensors. An alternative method for realizing macroscopic chemical sensors

using graphene-based materials was recently reported by Yavari et al.’'® Their approach uses
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three-dimensionally interconnected graphene foam (Fig. 15d) obtained by growing CVD
graphene on a Ni foam'” and then etching away the Ni. This strategy results in a robust foam
structure of few layer graphene with a high specific surface area (850 m?/g). These sensors
showed sensitivities of about 20 ppm for NH3; and NO,, and were fully reversible by Joule

518

heating.”” While graphene sensors have demonstrated high sensitivity, selectivity is much less

frequently addressed. An exception is a recent study that achieved a degree of sensing selectivity

by identifying different gases via low frequency noise spectral density.”*

In another report,
large-area CVD graphene was utilized as the base material for chemical sensors, °*' although the
sensitivity was inferior (~100 ppb) to r-GO sensors (0.1-5 ppb).

Graphene has also been investigated for biosensing applications. Following the historical
trajectory of CNT biosensors, graphene biosensors have been used for the label-free detection of

proteins.*?

While these initial reports lacked sensing selectivity, subsequent studies have
achieved selective detection of biomolecules using non-covalently functionalized graphene. For
example, a Pt nanoparticle modified r-GO FET was used to specifically detect DNA,** and r-GO
functionalized with a Au nanoparticle-antibody conjugate was used to detect a protein specific to

524

the antibody.”™" Non-covalently functionalized CVD graphene similarly allows highly sensitive

and specific detection of glucose and glutamate in solution.’*
Graphene has been predicted and demonstrated to be a promising system for high fidelity
DNA sequencing due to its single atom thick structure. The initial concept of using a nanogap in

graphene for this purpose was proposed in a theoretical paper by Postma.’*

The graphene
nanogap is meant to act as an electrode as well as a membrane pore for sequencing ss-DNA

passing through the gap. Since each base has a unique electronic structure and unique density of

states, the traversal of each base type is expected to give rise to a specific value of conductance
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across the gap. Repeated fingerprinting could then sequence DNA,* as was later verified
independently using first principles calculations.’®” This concept has received much attention,
leading to more theoretical studies with different pore geometries and pore edge
functionalization.”®®>** Other papers emphasized the use of graphene nanoribbons either in

531, 532 : . 529, 530 :
*>> or with a circular nanopore™ °”" for sequencing.

suspended form
In practice, DNA translocation is observed to induce ionic current blockades across

533 . . .. . . . .
graphene nanopores.”™ This concept is similar to earlier work on inorganic solid state nanopore

534 . Ce .
These fluctuations in ionic current across graphene nanopores have been verified

systems.
independently by three groups.™ 7 Fig. 15¢ shows the experimental setup.”®’ In all cases, the
nanopores (2-40 nm) were sculpted in graphene using a high energy electron beam. A scatter plot
of conductance/current variations versus time for blockage events was included in all three

% The differences between folding and unfolding events can be

reports (see Fig. 15f1).
distinguished from the scatter plot and from the shape of the current versus time signal. While it
was anticipated that graphene nanopores may outperform other existing solid state nanopore
systems due to their single atom thickness, it was observed that graphene nanopores possess
significantly higher noise spectral density compared to silicon nitride pores, possibly due to
additional defects and thus leakage current pathways in graphene. The defect density issue has
been partially addressed by growing a 5 nm thick TiO, film via atomic layer deposition over the
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graphene.”’ Nevertheless, significantly more research will be required before the theoretical

vision of graphene-based DNA sequencing is experimentally realized.

5. Conclusions and Future Outlook

It is apparent from the extensive literature coverage in this review that all forms of

graphitic nanocarbon have significant promise for electronic, optoelectronic, photovoltaic, and
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sensing applications. While each class of carbon nanomaterial may ultimately impact each of
these application areas, the unique strengths of fullerenes, carbon nanotubes, and graphene imply
that they will have disproportionate representation in devices that play to their individual
advantages. For example, the solution processability of functionalized fullerenes has led to their
dominance as electron acceptors in organic photovoltaics. In contrast, semiconducting CNTs are
particularly well-suited for applications that require a finite band gap such as digital electronics,
optoelectronics, and electrical sensors.  Finally, the high carrier mobility and optical
transparency of graphene make it a leading candidate for radio frequency analog circuits and
transparent conductors.

While significant progress has been achieved, additional challenges must be addressed
before the full commercial potential of carbon nanomaterials is realized. Although advances in
growth and post-synthetic separation methods have dramatically improved the monodispersity of
carbon nanomaterials, device-to-device variability remains an issue. For example, the threshold
voltages of an array of field-effect transistors fabricated from semiconducting CNTs typically
vary by several volts, which is at least an order of magnitude higher than acceptable in modern-
day integrated circuits. These variations can be partially addressed by further improvements in
the purity and monodispersity of the semiconducting CNT band gap, but it is likely that much of
the device inhomogeneity can be attributed to extrinsic factors such as the effect of metal
contacts, dielectric layers, underlying substrate, and surrounding environment. Similar extrinsic
issues are also limiting the performance of graphene-based radio frequency analog circuits due to
the sensitivity of the electronic properties of graphene to surface adsorbates. Chemical methods
for controlling and passivating carbon nanomaterial surfaces and interfaces are thus of

paramount importance. Similarly, strategies for chemically enhancing and tuning the properties
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of carbon nanomaterials (e.g., chemically functionalizing graphene to open a band gap) are
critical to further improvements in device characteristics. For these reasons, we anticipate that
carbon nanomaterials will continue to be a subject of intense and fruitful research even as the

first applications reach the marketplace.
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Fig. 1. Digital electronics based on individual CNT FETs. a) A schematic of the lattice structure
of graphene. Wrapping a rectangular section of graphene along the chiral vector (Cp)
conceptually produces a SWCNT. Reprinted with permission from ref.® © 2007 Macmillan
Publishers Ltd. b) Schematic of a bottom-gate CNT FET. Reprinted with permission from ref.'"?
© 2012, American Chemical Society. c) A top-view SEM image and cross-sectional TEM image
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of a sub-10 nm channel bottom-gate CNT FET. Reprinted with permission from ref.''> © 2012,
American Chemical Society. d) Transfer characteristics of an ambipolar CNT FET. Insets show
injection of electrons and holes for positive and negative V,, respectively. ) Supply voltage
dependent frequency spectra of a 5-stage ring oscillator fabricated from an individual CNT. The
voltage is increased from 0.56 V to 1.04 V in steps of 0.04 V, from left to right. The inset shows
a false-color scanning electron micrograph of the ring oscillator. Reprinted with permission from
ref. © 2007, Macmillan Publishers Ltd.
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Fig. 2. Large-area digital electronics based on as-grown CNT TFTs. a) Schematic of a CNT TFT
with a percolating network of semiconducting and metallic CNTs in the channel. The color
variation from drain to source shows the simulated electrostatic potential within percolation
theory. Reprinted with permission from ref.'® © 2005 American Physical Society. b) Scaling of
channel resistance with channel length (L) for CNT density increasing from top (1) to bottom (8).
Reprinted with permission from ref.'” © 2010 American Institute of Physics. ¢) A plot of on/off
ratio and on-current as a function of CNT density shows the inherent tradeoff between these two
metrics. Reprinted with permission from ref.'” © 2010 American Institute of Physics. d) Array
of aligned CNTs grown by CVD. Reprinted with permission from ref.'””, '*” © 2007 Macmillan
Publishers Ltd. e) A medium-scale circuit consisting of ~100 CNT TFTs fabricated on a flexible
substrate. Reprinted with permission from ref.'® © 2008 Macmillan Publishers Ltd. f) Scanning
electron micrograph of etched CNT strips to reduce the effect of metallic CNTs in the circuit
shown in (e). Reprinted with permission from ref.'"® © 2008 Macmillan Publishers Ltd. g)
Covalently bonded CNT-CNT junctions (indicated by arrows) for decreased contact resistance in
high performance CNT TFTs. Reprinted with permission from ref.'®™ © 2011 Macmillan
Publishers Ltd.
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Fig. 3. Monodisperse semiconducting CNTs for digital electronics. a) An optical micrograph of a
3 inch wafer of CNT TFTs fabricated from 98% pure semiconducting CNTs. Reprinted with
permission from ref.'®® © 2010, American Chemical Society. b) 99% pure semiconducting CNTs
are aligned over large areas using evaporation-driven self-assembly. Reprinted with permission
from ref.'”> © 2012 Wiley-VCH. ¢) An scanning electron micrograph of aligned semiconducting
CNTs incorporated in top-gate CNT TFTs. Reprinted with permission from ref.'”® © 2008,
American Chemical Society. d) An optical micrograph of a printed semiconducting CNT circuit
on a flexible polyimide substrate. e) Circuit diagram and logic sequence of a NAND gate. f)
Dynamic response of NAND gate at 100 Hz. Reprinted with permission from ref.'*” © 2010,
American Chemical Society. g) Chemical structure of 6 nm thick hybrid inorganic-organic
SAND. Reprinted with permission from ref.'” © 2012, American Chemical Society. h)
Hysteresis-free ambient transfer characteristics of a semiconducting CNT TFT using SAND as
the gate dielectric.
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Fig. 4. CNTs for RF electronics. a) A schematic of a high performance RF device where
parasitic capacitance due to fringe fields is minimized by optimized gate geometry and
transconductance is increased through the use of an array of CNTs in the channel. Reprinted with
permission from ref.”"> © 2009 Macmillan Publishers Ltd. b) Current-gain versus frequency for
the three CNT TFTs described in the legend.  Dielectrophoretic assembly of 99%
semiconducting CNTs leads to unity gain at 80 GHz. The inset shows a scanning electron
micrograph of the CNT RF device (scale bar = 2 pm). Reprinted with permission from ref.*'* ©
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2009 American Institute of Physics. c¢) Cut-off frequency versus gate length for CNT and
graphene RF devices are compared with competing RF HEMTs and MOSFETs. The points are
the experimental data, and the correspondingly colored lines are drawn to guide the eye.
Reprinted with permission from ref.*'* © 2010 Macmillan Publishers Ltd.
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Fig. 5. CNTs for optoelectronic applications. a) A diagram of the van Hove singularities in the
one-dimensional electronic density of states and typical optical transitions in CNTs. b) CNT
photoluminescence map that shows peaks at different excitation and emission energies
corresponding to different chiralities of CNTs. Reprinted with permission from ref."** © 2002,
American Association for the Advancement of Science. c¢) Efficient electroluminescence from
a p-type CNT FET where the CNT is partially suspended over a trench in the gate dielectric. d)
Electroluminescence peaks are observed at the dielectric discontinuity due to impact excitation
processes. Reprinted with permission from ref.*® © 2005, American Association for the
Advancement of Science. e) A schematic of the split-gate geometry device that generates
multiple electron-hole pairs from a single photon excitation. Reprinted with permission from
ref.?’ © 2009, American Association for the Advancement of Science. f) A scanning electron
micrograph of a polarized light-emitting diode realized with a split-gate geometry device on an
aligned array of DGU-sorted semiconducting CNTs. The emitted light polarization is along the
length of the CNTs. Reprinted with permission from ref.”>* © 2009, The Optical Society. g)
Optical micrograph of conducting sheets of DGU-sorted metallic CNTs with different CNT
diameters leading to the visible colors of the films. Reprinted with permission from ref.'® ©
2008, American Chemical Society. h) An optical micrograph of a transparent, flexible printed
circuit using CNTs as electrodes and pentacene as the active channel. Reprinted with permission
from ref.** © 2009, Elsevier B.V.
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Fig. 6. Electronic structure of graphene. a) A schematic of the honeycomb lattice of graphene
shows two carbon atoms in the unit cell. b) Conductivity of single layer graphene plotted as a
function of gate bias at T = 10 K. The inset shows an optical micrograph of a Hall bar graphene
device. c) Electronic dispersion of graphene. Right: zoomed in linear dispersion near one of the
Dirac points. Reprinted with permission from ref.'* © 2009, American Physical Society. d) Hall
conductivity (oyy, right axis) and longitudinal resistivity (px, left axis) showing anomalous '2-
integer quantum hall effect in single layer graphene. Inset: integer quantum hall effect in bilayer
graphene. Reprinted with permission from ref.>>” © 2005 Macmillan Publishers Ltd.
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Fig. 7. Graphene for digital electronics. a) Band dispersion around the K point for single layer
graphene (i), graphene nanoribbon (GNR) (ii), unbiased bilayer graphene (BLG) (iii), and BLG
with vertically applied electric field (iv). Reprinted with permission from ref.'* © 2010
Macmillan Publishers Ltd. b) Transfer characteristics of a GNR FET for different drain biases.
Inset: AFM image of the GNR FET (scale bar = 100 nm). Reprinted with permission from ref.?’”’
© 2008, American Association for the Advancement of Science. ¢) Band gap versus GNR width
obtained by different methods. Points are experimental data from the references shown in
legend, and lines are calculated trends. Reprinted with permission from ref.*'* © 2010 Macmillan
Publishers Ltd. d) Lattice structure of BLG with Bernal stacking; a schematic of a BLG FET
with a top gate to enable the application of a vertical electric field to induce a band gap. e)
Transfer characteristics of a BLG FET (drain current versus top-gate bias, Vrg) for different
bottom-gate biases (Vpg). Highest on/off ratio (100) is obtained for the largest displacement field
(Vg =-120 V, V1 = 6V ). Reprinted with permission from ref.””® © 2010, American Chemical
Society.
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Fig. 8. Graphene for RF electronics. a) Output characteristics of graphene FETs show poor
current saturation. Dotted lines are experimental data, and solid lines are model fits. Reprinted
with permission from ref.’'® © 2008 Macmillan Publishers Ltd. b) Small-signal current gain of
two graphene FETs with gate lengths of 240 nm (black) and 550 nm (blue). Reprinted with
permission from ref.””* © 2010, American Association for the Advancement of Science. c)
Schematic of a graphene mixer circuit consisting of a top-gate graphene transistor and two metal
inductors. The spacer is made of 120 nm thick SiO,. Reprinted with permission from ref.’* ©
2011, American Association for the Advancement of Science. d) An optical image of a 2.2 GHz
graphene device fabricated on a flexible polyimide substrate using DGU-sorted single layer
graphene. Reprinted with permission from ref.**® © 2012, American Chemical Society.
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Fig. 9. Graphene for optoelectronics and novel electronic devices. a) Schematic of the linear
dispersion of graphene near the K point shows the widely tunable photoresponse for unbiased
graphene. Biased graphene has a photoexcitation range that is limited by the empty valence band
or filled conduction band. Reprinted with permission from ref."> © 2012, American Physical
Society. b) Transmittance versus sheet resistance of graphene-based transparent conductors as
compared to CNT thin films and commercial ITO. The purple region denotes the theoretical
bounds for graphene with the range of doping levels shown in the legend. Reprinted with
permission from ref.'® © 2010 Macmillan Publishers Ltd. ¢) Schematic (upper) and an optical
image (lower) of a metal-graphene-metal photodetector with asymmetric metal electrodes (Ti
and Pd) in an interdigitated geometry to obtain a large contact area. d) Relative photoresponse
versus light intensity modulation frequency shows -3 dB photoresponse at 16 GHz for the
photodetector in (c). Inset: corresponding receiver eye-diagram. The scale bar is 20
picoseconds. Reprinted with permission from ref.**® © 2010 Macmillan Publishers Ltd. e) A
schematic diagram of a graphene based barrister. f) The switching behavior of a graphene
barrister is shown in forward and reverse bias. The gate bias is changed from -5 V to 5 V in
steps of 2 V from top (black) to bottom (red) curves. Reprinted with permission from ref.*** ©
2010, American Association for the Advancement of Science.
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Fig. 10. Molecular structures of fullerene based acceptors. a) PCs;BM. b) ThCs;BM. ¢) PC7;BM.
Reprinted with permission from ref.**° © 2010, The Royal Society of Chemistry.
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Fig. 11. CNTs in photovoltaics. a) TEM image of a semiconducting SWCNT-P3HT hybrid.
Reprinted with permission from ref.*** © 2011, American Chemical Society. b) Schematic of a
bilayer semiconducting SWCNT-Cg solar cell showing charge separation at the interface.
Reprinted with permission from ref.’®® © 2010, American Chemical Society. c¢) Current-voltage
curves of a P3HT-PCBM solar cell with transparent CNT anodes of varying metallic content.
The increase in efficiency as a function of metallic content can be seen. Inset: device schematic
and solutions of SWCNTs with increasing metallic content. Reprinted with permission from
ref.**! © 2011, Wiley-VCH. d) Comparison of current-voltage curves under dark (dotted) and
illumination (solid) of a control device with an ITO electrode (blue) and a CNT thin film

81



electrode (red). Reprinted with permission from ref.*”® © 2009, Wiley-VCH. ) TEM micrograph
of a virus-templated CNT-TiO, composite used for DSSCs. Reprinted with permission from
ref.”** © 1998, Macmillan Publishers Ltd. f) Schematic of a pyrene functionalized CdSe quantum
dot-CNT composite used for quantum dot solar cells. Reprinted with permission from ref.**” ©
2008, Wiley-VCH. g) Schematic drawing of a DWNT:n-Si thin film solar cell. Reprinted with
permission from ref.*”> © 2007, American Chemical Society. h) Current-voltage curves of a
CVD grown CNT thin film:n-Si solar cell before (black) and after (red) nitric acid doping.
Reprinted with permission from ref.**> © 2011, American Chemical Society.
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Fig. 12. Graphene in photovoltaics. a) AFM image of a thick r-GO film. Inset: AFM image of a
sub-monolayer coverage r-GO film showing individual flake boundaries. Reprinted with
permission from ref.*'* © 2008, American Chemical Society. b) Comparison of fill factor versus
bending angle for cells with a control ITO anode (red) and a CVD graphene anode (blue). The
improved mechanical robustness of CVD graphene is apparent. Reprinted with permission from
ref.*'” © 2010, American Chemical Society. c¢) Comparison of current-voltage curves of
PTB7:PCBM organic solar cells using PEDOT:PSS (blue dotted) and graphene oxide (green
solid) as hole transport layers. Reprinted with permission from ref*' © 2011, American
Chemical Society. d) Diagrams depicting normal and inverted cell geometries using GO and GO-
Cs as hole transport and electron transport layers respectively. Reprinted with permission from
ref.?* © 2012, Wiley-VCH. ¢) Illustration of covalently grafted, fullerene-modified graphene
with P3HT in the active layer. Reprinted with permission from ref**® © 2011, American
Chemical Society.. f) TiO; nanoparticles with graphene additive for high efficiency DSSCs. The
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graphene additive provides conductive pathways while minimizing recombination. Reprinted
with permission from ref.*** © 2010, American Chemical Society. g) Current-voltage curves in
the dark and light of a photoelectrochemical cell sensitized with GQDs. Reprinted with
permission from ref.**® © 2010, American Chemical Society. h) Current-voltage characteristics
of control and TFSA-doped graphene:n-Si Schottky junction solar cells in the dark and light.
Reprinted with permission from ref.*>> © 2012, American Chemical Society.
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Fig. 13. CNTs for chemical sensing. a) Transfer characteristics of a single semiconducting
SWCNT FET (AFM image in inset) before and after exposure to NH; and NO,. Reprinted with
permission from ref.*® © 2000, American Association for the Advancement of Science. b)
Schematic depiction of a single CNT FET non-covalently functionalized with ss-DNA molecules
for selective detection of nerve agents such as DMMP. Reprinted with permission from ref.*®' ©
2006, IOP Publishing Ltd. ¢) Optical micrograph of a chemicapacitive sensor fabricated from as-
grown CNT networks. d) Change in capacitance versus time upon introduction of analyte species
(e.g., DMMP and acetone) for a non-covalently functionalized CNT network chemicapacitve
sensor. HC (polycarbosilane) and allyltrichlorosilane are used for non-covalent functionalization.
Reprinted with permission from ref.*® © 2005, American Association for the Advancement of
Science. e) Sensitivity comparison for unsorted and sorted semiconducting SWCNT thin film
sensors upon exposure to NO,. The sensitivity of the sorted semiconducting SWCNT sensor is
10 times greater than the unsorted case. Reprinted with permission from ref.*”® © 2012, The
Japan Society of Applied Physics. f) Sensitivity of semiconducting SWCNT hydrogen sensor
versus SWCNT diameter. The highest sensitivity (~3 orders of magnitude change in
conductance) is achieved for 1.4 nm diameter SWCNTs. Reprinted with permission from ref.*®
© 2011, American Chemical Society.
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Fig. 14. Nanotubes for biosensing. a) Electrical response of a PEO-biotin (B) functionalized
CNT network device, showing specific sensitivity to 100 nM streptavidin (SA) in contrast to no
response to bovine serum albumin (BSA). Reprinted with permission from ref.*’ © 2003,
National Academy of Sciences, U.S.A. b) Comparison of transfer characteristics of an as-grown
CNT network FET coated with a specific probe DNA sequence before (red) and after (green)
exposure to a target DNA sequence that is complementary to the probe. The inset shows a
comparison of the magnitudes of the electrical signals upon exposure to the complementary
target sequence and a mutated target with a single nucleotide polymorphism (SNP). Reprinted
with permission from ref.’® © 2006, National Academy of Sciences, U.S.A. ¢) Schematic
depiction of the DNA sensing mechanism for CNT FETs. The rise in metal work function
following hybridization of ss-DNA to its complementary sequence changes the Fermi level at the
metal-semiconductor Schottky junction, thereby producing a conductance modulation. Reprinted
with permission from ref.’® © 2006, American Chemical Society. d) Conductance variation as
function of streptavidin concentration for a non-covalently functionalized CNT network FET
with low, medium, and high tube density (LD, MD, and HD) in the channel. The inset shows a
semilog plot. Reprinted with permission from ref.”'° © 2010, American Chemical Society.
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Fig. 15. Graphene for sensing applications. a) Change in carrier density versus concentration of
NO; (in ppm) of a graphene FET sensor in a Hall bar geometry (top inset). The longitudinal and
transverse resistances as a function of gate voltage are shown in the bottom inset. b) Hall
resistance fluctuations in steps of +/- 1 e of a three layer graphene device at B = 10 T, indicating
single molecule adsorption and desorption events. Reprinted with permission from ref.’'? ©
2007, Macmillan Publishers Ltd. ¢) Comparison of the noise spectral density of a large r-GO
film sensor versus a CNT thin-film sensor. The noise level in the r-GO sensor is lower by an
order of magnitude compared to the CNT sensor and reduces further with decreasing r-GO film
thickness. Reprinted with permission from ref.’'* © 2008, American Chemical Society. d)
Change in resistance versus time for a graphene foam (inset) gas sensor upon exposure to NHj.
Complete reversibility is observed following heating at 440 K. Reprinted with permission from
ref.’™® © 2011, Macmillan Publishers Ltd. ¢) Schematic representation of the experimental setup
used to detect DNA translocation through individual graphene nanopores. The ionic current is
measured as a function of time. Reprinted with permission from ref.”*’ © 2010, American
Chemical Society. f) The magnitude of current fluctuations versus time for a large number of

events is plotted. The inset shows the ionic current versus time. Reprinted with permission from
ref.”* © 2010, Macmillan Publishers Ltd.
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