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Beyond charge transport in organic semiconductors: 
Magnetoresistance and thermoelectricity.  

Oliver Fenwick*a and Emanuele Orgiu *b 

High mobility charge transport in various organic semiconductors is now well documented and well understood. As a result, 

research is now focussing on more exotic transport properties driving a new generation of organic electronic devices. This 

mini-review will focus on the two most prominent of these, magnetoresistance and thermoelectricity. Each requires 

additional properties of materials beyond their ability to transport charge, namely a large resistive response to a magnetic 

field, or in the case of thermoelectrics a large Seebeck coefficient combined with low thermal conductivity. This mini-review 

will explore the current state of the art in organic materials for these applications and will discuss current ideas on the 

molecular and structural origins of their properties with an outlook on future directions for molecular design.

1. Organic Magnetoresistance (OMAR) effects 

1.1 Introduction to OMAR 

In the past decade organic electronics crossed the path of the field 

of  spintronics with increasing attention being focussed on spin 

physics and magnetic field effects in organic π-conjugated systems.4 

More recently, large magnetic field effects were measured at room 

temperature in organic semiconductors with non-magnetic 

electrodes i.e. without any spin-injection into the active layer. These 

effects are known collectively as magnetoelectroluminescence and 

the magnetoresistance5-8, with the latter sometimes referred to as 

organic magnetoresistance (OMAR) and defined as  
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(where R is the device resistance measured with no applied magnetic 

field, R(0), and with an applied magnetic field, R(B)). In some organic 

materials, OMAR reaches up to 10% at room temperature for very 

low magnetic fields, e.g. B = 10 mT.10 The magnetoresistance effect 

is therefore amongst the largest of any nonmagnetic bulk material. 

OMAR immediately garnered much attention from the scientific 

community6-8, 11-30 because of its huge potential that could be 

translated into intriguing technological applications. OMAR devices 

do not require ferromagnetic electrodes which offers a much higher 

degree of freedom in the material choice not achievable for other 

magnetoresistive or conventional organic-based spintronic devices. 

Just like organic electronic devices, they can be fabricated at low cost 

on flexible substrates and, in principle, they can also be transparent. 

Devices using OMAR are therefore promising for applications where 

large numbers of magnetoresistive devices are needed, e.g. 

magnetic random-access-memory (MRAM) but also in touch screens 

based on OLED technology, in which the spatial coordinates of a 

magnetic stylus could be sensed.  

The main mechanism proposed for explaining the OMAR effect is 

based on bipolaron formation7, 19, 26. Charge carrier interactions in 

organic semiconductors are mediated by vibrational fields, and the 

nature of such interactions is attractive even in charge pairs of the 

same sign, i.e. electron-electron or hole-hole. A charge along with its 

vibrational field forms a so-called "polaron". Because of the large 

electron-phonon coupling, the polaron conduction in disordered 

materials occurs mostly via hopping between localized sites. As 

anticipated, it is possible, in principle, that two positively (hole) or 

negatively (electron) charged polarons share the same site. 

Normally, the Coulomb repulsion, governed by the potential energy 

U, should oppose the formation of bipolarons, i.e. two (small) 

polarons localized either at the same lattice site or at two different 

but neighbouring lattice sites.  Whether or not the two holes (or 

electrons) can remain at the same site, is determined by the interplay 

between the effective potential, which arises if both the Coulomb 

repulsion, and the electron (hole)-phonon or polaron interaction. If 

the polaron interaction dominates the Coulomb repulsion, the two 

carriers can occupy the same site. The double occupancy of a lattice 

site leads to the formation of a bipolaron localized on such site. In 

addition, whether or not a bipolaron will be formed depends on the 

spin configuration of the each polaron: when two polarons meet, 

they possess a randomly oriented spin. A bipolaron can only form in 

the singlet (ground) state because of on-site exchange effects31 and 

a triplet state cannot be formed. When no external magnetic field 

(Bext) is applied (or when Bext is small compared to the hyperfine field, 

Bhf), the spin of each polaron sitting on a hydrocarbon molecule 
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precesses about the (random) local magnetic field produced by the 

hydrogen nuclei, called the hyperfine field (Bhf). The random 

orientation of the Bhf associated with each polaron allows a transition 

to a spin-singlet bipolaron. Consider a pair of polarons, p1 and p2, 

possessing either (i) parallel and antiparallel initial spin (with respect 

to the local field) or (ii) both parallel initial spin states. In the absence 

of an external magnetic field, both initial spin states (i) and (ii) can 

lead to the formation of a spin-singlet bipolaron. This process is 

called spin-mixing and ensures that even a polaron pair that could 

potentially acquire a triplet character (therefore not forming a 

bipolaron) can still mix with a singlet character therefore allowing 

bipolaron formation (Figure 1a). However, when an external 

magnetic field is applied (Bext >> Bhf) the spins of the two polarons on 

different sites can only precess about Bext, which will force the spins 

of p1 and p2 to be parallel. Hence, if p1 and p2 were in initial state (ii) 

a bipolaron could not be formed (Figure 1b). The latter case describes 

a phenomenon of spin blockade, which makes that specific site no 

longer available for charge carriers, which will have to take 

another transport path. Spin blockade over a number of 

(molecular) sites will generate a decrease in the measured 

current which is associated to an increase in resistance upon the 

application of an external magnetic field larger than the 

hyperfine field. This is magnetoresistance with positive sign. In 

general, the sign is not always positive and it has been found to 

change as a function of voltage and temperature5, 12, 14, 20. The sign 

change in vertical devices with electroluminescent active layers has 

been ascribed to a different ratio between majority and minority 

charge carriers induced by the magnetic field which can cause a 

decrease (positive magnetoresistance) or an increase (negative 

magnetoresistance) in device current upon application of Bext. 

1.2. Molecular Approaches to engineering OMAR 

As introduced previously, the main mechanism proposed for 

explaining the OMMR effect relies on the fact that the bipolaron 

formation is magnetic field dependent7, 19, 26. In the absence of an 

external magnetic field, the (hole) polaron formation rate follows the 

general trend32, 33:                 
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where Nh and NBP are the polaron and bipolaron concentrations and 

k and c are rate constants. Clearly, this relation can be extended to 

the symmetric case, where electrons are the majority charge carriers.  

In a three-terminal device  
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 where Cins is the gate 

dielectric capacitance, t is the thickness of the conductive channel (1-

3 nm) and VGS-VTH is the difference between gate-source and 

threshold voltage respectively. This simple expression reveals that 

the bipolaron concentration depends on the number of majority 

carriers involved in the transport which is set by the gate voltage (at 

a given drain-source voltage which ensures longitudinal electric 

field). We stress that the use of a three-terminal transistor device for 

testing bipolaron formation is key as it can induce a high and 

controllable charge carrier density within the semiconducting film. 

This allows one to monitor the formation rate of the bipolarons by 

varying the hole (electron) density. Street et al.33 found that a 

polyfuorene derivative, F8T2, and regioregular polythiophene both 

follow the proposed law (equation 2), but their propensity to form 

bipolarons, expressed by c, differed. This was ascribed to a different 

bipolaron binding energy and highlights the strong dependence of 

bipolaron formation on the specific material. This picture gets even 

clearer if one thinks of bipolarons as negative correlation states that 

should be stabilized through a relaxation of the polymer backbone as 

a consequence of the formation of a "two-polaron" bound state. The 

local polymer structure is strongly correlated to the relaxation 

energy which, again, points towards a dependence of the bipolaron 

formation on the material and its structural order. Generally 

speaking, organic polymer semiconductors are polycrystalline and 

disordered materials and, as a consequence, the degree of order of 

the film will dictate the local bipolaron concentration within the film 

as well as the physical location where the bipolaron formation can 

occur. Further investigations were carried out by the Vardeny 

group34 who observed polaron states with different energy in 

polythiophenes which were ascribed to the presence of an ordered 

and a disordered phase, respectively. Bipolaron formation is 

certainly favoured at specific sites within the film. Most likely, 

bipolarons are formed not in the crystalline portions of the film but 

rather at the grain boundaries or at the dielectric interface.  

Another important observation on how to design polymers which 

feature high OMAR is given by Kersten et al.22 In this work, the role 

of energetic disorder, (intrinsic) dopant strength and interchain 

hopping is discussed for polymers.  The first two are not found to 

significantly influence the OMAR whilst controlling inter- and intra-

chain transport plays a key role. In particular, precise molecular 

design rules are provided such as: (i) reducing the coupling between 

each monomer unit in order to reduce the hopping vs. hyperfine 

Figure 1: (a) No external magnetic field applied allows spin-mixing between two polarons 

thanks to spin precession; (b) When an external magnetic field Bext >> Bhf is applied, they 

both precess about Bext which prevents the formation of the bipolaron and of electrical 

conduction across that molecule. 

http://journals.cambridge.org.sci-hub.org/action/displayFulltext?type=6&fid=9301487&jid=MRS&volumeId=39&issueId=07&aid=9301486&%0D%0A%09%09%09%09%09%09%09%09%09%09%09%09%09%09%09%09bodyId=&membershipNumber=&societyETOCSession=%0D%0A%09%09%09%09%09%09%09%09%09%09%09%09%09%09%09%09&fulltextType=RA&fileId=S0883769414001328#fig1
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precession rate; (ii) favouring 1D charge transport by reducing 

interchain hopping (Figure 2).  

An interesting example of experimental engineering of the 

(radiative) charge traps within the active layer of the device and their 

role on OMAR was explored by Cox et al.18 The authors conceived an 

experiment where the magnetic field effects measured in several co-

polymers were also monitored by optical spectroscopy. The co-

polymers were built by combining different polymer units, each one 

possessing distinct emission properties which allowed direct 

spectroscopic monitoring of the related magnetic phenomena. Their 

findings confirmed that spin mixing at the traps sites is responsible 

for the large OMAR effects observed experimentally.  

Furthermore, the role of the dielectric/semiconductor and 

metal/semiconductor interfaces on OMAR is also rather unexplored. 

While organic semiconductors can be considered as van der Waals 

molecular solids, where the molecular interactions are rather weak, 

this character has strong repercussions on their structural and 

energetic order which is much lower compared to their inorganic 

counterparts. The dependence of charge transport and injection on 

the interfaces presents a challenge but can be turned into an 

advantage for tuning the OMAR effect. It is widely accepted that in 

organic field-effect transistors charges move near to the 

semiconductor/dielectric interface and hence control over possible 

structural and energetic disorder at the interface is of paramount 

importance35. For instance, it has been shown by several studies that 

high-k dielectrics influence the distribution of the DOS by creating 

dipolar disorder at the interface with the semiconductor36, 37. More 

precisely, the dipolar disorder generates a broadening of the DOS. 

The broadening is mostly due to energy fluctuations generated by 

local and randomly oriented dipoles. We believe this is an important 

parameter affecting the bipolaron formation since it is intimately 

related to the width of the DOS. When such width is large, charge 

carriers will experience a higher hopping barrier which will increase 

the magnetoresistance and lead to higher local concentrations of 

bipolarons with respect to the case where low-k dielectrics are used.  

Molecular engineering of the metal/semiconductor interface 

certainly represents a powerful tool to enhance OMAR.  As an 

example, it has been widely reported in literature that various 

physical and chemical properties such as the metal work function can 

be adjusted by using various self-assembled monolayers (SAMs) 

chemisorbed on metal electrodes.38, 39 Surface modifications of 

metal electrodes via SAMs are typically done to achieve energetic 

alignment between the metal work function, Φm, and the HOMO 

(LUMO) level of the organic semiconductor or at least to reduce the 

charge injection barrier at such interface. Interfacial morphology and 

tunnelling resistance associated to the SAM have also been found to 

strongly influence the charge injection as has been reported for 

alkanethiol-coated electrodes.40 A recent study20 reported on the 

effect of the insertion of a fluoro-SAM functionalized gold electrode 

on the associated magnetoresistance. Interestingly, the authors 

found that a central role was played by the change in interfacial 

morphology due to the change in wettability upon chemisorption of 

the SAM. Furthermore, insertion of the fluoro-SAM led to the 

intriguing discovery that the sign of the OMAR could change. Whilst 

this further underlines the significant impact of morphology and 

structural order of the semiconductor on the magnetoresistance, the 

effect of a strong interfacial molecular dipole (which led to an 

increase in the measured work-function) could not be disentangled 

from the morphological effects and this and other aspects will 

certainly need to be analysed more in depth in the near future. 

Figure 2: Relationship between magnetic field effect and ratio between interchain rate 

(kinterchain) and hopping rate (khop) in absence of disorder and at high electron density. 

Reproduced with permission from Ref[22] 

Figure 3: (Top panel) Schematic layout of the Au/TPD/Alq3/Ca device that includes a Au 
bottom electrode functionalised with fluorinated self-assembled monolayers (F-SAM). 
(Bottom panel) Magnetoresistance variation vs.  in-plane magnetic field of the  with 
(right) and without (left) F-SAM treatment on Au. The measurements were realized  at 
room temperature with a bias voltage of 3.0 and 8.0 V (black lines).The data were fitted 
with a combined model of empirical non-Lorentzian and √B dependence (red 
lines).Reproduced with permission from Ref[20] Copyright 
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2. Organic thermoelectric materials 

2.1 Overview of organic thermoelectrics 

A thermoelectric device typically consists of two thermoelectric 

materials, one p-type and one n-type semiconductor, sandwiched 

between a hot electrode (T = Th) and a cold one (T = Tc) as 

schematised in Figure 4a. Greater thermal motion of charge carriers 

at the hot side compared to the cold leads to a charge density 

gradient which opposes the temperature gradient. This can be 

detected as a thermal voltage, 𝚫𝑽, across the two sides of the 

material whose magnitude is governed by the material’s Seebeck 

coefficient, 𝑺 = 𝚫𝑽 𝚫𝑻⁄ ,  and allows useful electrical power to be 

extracted.  

The maximum efficiency, ηTE, of any thermoelectric device can be 

written as a function of the Carnot efficiency, 𝜼𝒄 = (𝑻𝒉 − 𝑻𝒄) 𝑻𝒉⁄ . 

 𝜂𝑇𝐸 = 𝜂𝑐
√1+𝑧𝑇−1

√1+𝑧𝑇+1−𝜂𝑐
  (3) 

where 𝑻 = (𝑻𝒉 − 𝑻𝒄) 𝟐⁄ . Here the dimensionless factor, ZT, known 

as the thermoelectric figure of merit, is the material parameter at 

temperature, T, that needs to be maximised and can be expanded as 

a function of the material’s conductivity, σ, Seebeck coefficient, S, 

and thermal conductivity, κ.    

𝒁𝑻 = 𝝈𝑺𝟐𝑻
𝜿⁄        (4) 

A good thermoelectric material must therefore possess a high 

electrical conductivity combined with a large Seebeck coefficient and 

a low thermal conductivity. ZT ≥ 1 is generally considered necessary 

for most applications. The great challenge of developing improved 

organic thermoelectric materials is the strong interdependence 

between the three thermoelectric properties σ, S and κ, with 

optimisation of any one property having a detrimental effect on at 

least one of the others. In what follows, some of the strategies 

material development are discussed. It should be noted that eq. 4 

only holds for small (𝑻𝒉 − 𝑻𝒄), i.e. small enough that S is constant 

over the range 𝑻𝒄 < 𝑻 < 𝑻𝒉 and therefore that the Thomson effect 

is not significant,  otherwise an integral form of eq. 3 should be 

adopted.41 

Organic materials whose thermoelectric properties have been 

studied42 include polymers such as poly(thienothiophene),43 

poly(ethylene-dioxythiophene)44-50 (PEDOT), polyaniline,51 poly(p-

phenylene vinylene) derivatives,52, 53 poly(3-hexylthiophene),1, 54 

carbazole polymers,55-57 metal coordination polymers,58 and 

P(NDIOD-T2)59, as well as small molecules such as fullerenes,60-63 

perylene diimide derivatives and organic salts  based on TTF, TCNQ, 

BEDT-TTF and tetrathiotetracene amongst others.44, 64-70 Of these, 

PEDOT has recently shown excellent performance as a p-type 

thermoelectric material with ZT reported up to 0.4271. On the other 

hand, there has not been so much success in finding good n-type 

organic thermoelectric materials. Nonetheless ZT of up to 0.3 has 

been observed for poly(metal 1,1,2,2-ethenetetrathiolates)58, 72 with 

reasonable power factors (σS2) of >400 μWm−1 K−2.72 

 

2.2 Doping of organic thermoelectric materials 

The conductivity of a material, σ, is proportional to the charge carrier 

mobility in that material, μ, and the carrier concentration, N: 

 𝜎 = 𝑒𝑁𝜇  (5) 

Thermoelectric materials are therefore metals or doped 

semiconductors and for most organic thermoelectric materials this 

means combining a high mobility intrinsic organic semiconductor 

with a suitable dopant, though there are also a few examples of 

organic thermoelectric materials which derive their conductivity 

through self-doping.58, 73, 74 Doped polymer films can be produced 

with conductivities >3000 S cm-1.75  

 

Choosing a suitable dopant requires consideration of its oxidation or 

reduction potential relative to the transport level of the 

semiconductor, the doping efficiency in the target semiconductor 

and the degree of doping required. Atomic and small molecule 

dopants such as lithium, strontium, iodine, bromine or certain Lewis 

acids are sometimes used53, 76-79 but are often not ideal for devices 

as they can diffuse at moderate temperatures and reduce operating 

lifetimes.80 Molecular dopants are usually preferable as they are less 

mobile in the solid state.  

 

P-type molecular dopants include 7,7,8,8-

tetracyanoquinodimethane (TCNQ), 2,3,5,6-tetrafluoro-7,7,8,8-

tetracyanoquinodimethane (F4-TCNQ),81 tosylate (Tos),44, 50 

poly(styrenesulfonate)2, 49 (PSS) and chloranil82 amongst others. 

Since an n-type molecular dopant must possess a HOMO above the 

LUMO of the semiconductor they are typically less chemically stable 

and the options are much reduced. Examples are dihydro-1H-

benzoimidazol-2-yl (N-DBI),59 bis(ethylenedithio)-tetrathiafulvalene 

(BEDT-TTF),83 tetrathianaphthacene (TTN),84 bis(cyclopentadienyl)-

cobalt(II) (cobaltocene, CoCp2)85 and dimetal complexes.61, 86, 87 

Alkali metals may also be used, but with the limitations on device 

lifetime noted above. A way around chemical or device stability 

Figure 4: a Schematic of a planar printed thermoelectric device (left) incorporating a p-
type hybrid polymer-inorganic material (Te-PEDOT:PSS). The n-type legs are substituted 
with silver. The printed device is shown on the right. Reproduced from Bae et al.2  with 
permission….. b A wearable microstructure-frame-supported organic thermoelectric 
device able to detect temperature and pressure changes (left). Temperature map (right) 
detected from the same device. Reproduced from Zhang et al.9   
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issues is to use air-stable dopant precursors that dope through an 

intermediate state as is the case for rhodocene dimers88 and some 

cationic dyes.89, 90 

 

Since increasing the conductivity can decrease the Seebeck 

coefficient and increase the thermal conductivity (vide infra), 

optimum doping levels for thermoelectric applications are typically a 

little lower than for solely high conductivity applications. In the case 

of PEDOT: PSS or PEDOT:Tos, for example, acido-basic control of 

conductivity2, 50 can be achieved by immersion of the pre-deposited 

films in acidic or basic solutions can be used to de-dope the as-

synthesised material to maximise ZT. A number of post-deposition 

solvent treatments are also available which can boost conductivity 

and ZT such as rinsing with (di)ethylene glycol, DMF, H2SO4 or 

DMSO.2, 49, 71, 91  

 

Typical charge carrier concentrations in optimised thermoelectric 

mateirals are ~1018-1020 /cm3.2, 46 Introducing the required quantity 

of dopants will have an impact on the packing and geometry of the 

semiconductor. Furthermore, the dopants increase ionised impurity 

scattering46 and can cause a broadening of the density of states in 

the semiconductor.81 It is therefore a complex challenge to increase 

N without reducing μ. Nonetheless, this is possible in PEDOT due to 

the aromatic to quinoid transition at high doping levels. The quinoid 

form is more planar which allows a higher degree of crystallinity and 

shorter π-stacking distances46, 91 but for many materials μ decreases 

with increasing doping. 

  

It is important to ensure a high doping efficiency to reduce number 

of dopants to achieve the desired N. This is determined partly by 

oxidation/reduction potentials of the dopant relative to the 

transport level of the semiconductor, but also by the geometrical 

configuration of the dopant-semiconductor system.92 In certain 

donor-acceptor copolymers, the p-dopant F4-TCNQ located in the 

vicinity of the acceptor units contribute little to charge transfer 

compared to when it is located over acceptor units.93, 94 Further 

factors which may limit the doping efficiency include phase 

segregation of the dopants,59, 94 the degree of delocalisation of the 

dopant-induced charge on the molecule/polymer93 and changes to 

the energy landscape caused either by frontier orbital hybridisation 

between the dopant and semiconductor46 or by ion-induced density 

of states broadening.81 To take an example, charge transfer between 

F4-TCNQ and P3HT is very efficient (up to 100%).81 However, the 

associated free charge density is very low, perhaps just 5% of the 

dopant density, with the remaining charges being Coulombically 

bound to the F4-TCNQ anion. Much higher (free charge) doping 

efficiencies (~90%) are observed for PEDOT:Tos.46 

 

An alternative approach to study molecular thermoelectric materials 

under high levels of doping is to use organic field effect transistors54 

(OFETs) or electrochemically gated organic field-effect transistors47, 

54 (EG-OFET). This approach has the advantages of controlled gate 

modulation of the charge carrier density over orders of magnitude 

and the possibility of high doping levels (nearly 50% of the monomer 

density for EG-OFETS47) without altering the film morphology, 

though it is not a suitable architecture for a thermoelectric 

generator. In fact, with this approach, large power factors (σS2) are 

reported for the polymers PBTTT and P3HT54 that match or exceed 

those obtained for PEDOT EG-OFETs47. This result strongly suggests 

that accurate control morphology whilst doping may open up the 

range of organic thermoelectric materials exhibiting ZT > 0.1.  

 

2.3 Molecular control over the Seebeck coefficient 

Engineering of the Seebeck coefficient, S, in organic thermoelectric 

materials has not been so extensively explored. Here we will 

highlight some key relations and discuss how these relate to S in 

organic materials. For intrinsic semiconductors, S is linked to the 

difference in energy between the Fermi level, EF, and the transport 

level, Etrans, by the Boltzman equation:  

 𝑆 =
𝑘𝐵

𝑒
[(

𝐸𝐹−𝐸𝑡𝑟𝑎𝑛𝑠

𝑘𝐵𝑇
) − 𝐴]  (6) 

where A is the heat of transport.80 This equation is written for one 

charge carrier type only since minority charge carriers will reduce S.51 

There are important approximations in the derivation of the 

Boltzman equation, including the assumption of discrete energy 

levels rather than the Gaussian broadened levels generally assumed 

for organic semiconductors.80 Nonetheless, one immediately visible 

consequence of eq. 6 is that doping an organic semiconductor, which 

is necessary for high conductivity will reduce the Seebeck coefficient 

by moving the Fermi level, EF, closer to the transport level, Etrans.  

 

For heavily doped systems, where 𝑬𝑭 ≈ 𝑬𝒕𝒓𝒂𝒏𝒔, A can become 

significant. This is the case for many organic thermoelectric 

materials, including PEDOT which can be considered a semi-metal 

under certain conditions.91 In this regime, the Boltzman equation 

reduces to the Mott relationship95, 96:  

𝑆 ≈ A ≈
𝜋2𝑘𝐵

2𝑇

3𝑒
(

𝑑(ln 𝜎)

𝑑𝐸
)

𝐸𝐹

=
𝜋2𝑘𝐵

2𝑇

3𝑒
(

1

𝑁
∙

𝑑N(E)

𝑑E
+

1

𝜇
∙

𝑑μ(E)

𝑑E
)

𝐸𝐹

  (7) 

Importantly it can be seen that S is maximised by a sharp increase in 

the density of states around the Fermi level. For metals as well as 

highly oxidized polyaniline51 the Fermi level lies in the middle of the 

band and they therefore have low thermopower. An 𝑺 ∝ 𝐥𝐧 𝝈 

relationship is commonly observed for polymers including 

polyaniline,51  and P3HT1 (Figure 5a). 

 

Improved order in a polymer film is one way to boost σ without 

decreasing S. For example, the 𝐒 ∝ 𝐥𝐧 𝝈 relationship is maintained in 

polyaniline films upon doping, yet stretching the films to align the 

polymer can boost σ at a fixed S.51 This emerges from a reduction in 

localised energy levels near EF that tend to smooth out the density of 

states. A similar effect can also be achieved in PEDOT by using a 

number of solvent additives which improve ordering in resultant 

films.91 Counterintuitively, the Seebeck coefficient in PEDOT:ToS 

films has been shown to increase with conductivity. This remarkable 

result is attributed to its bipolaronic band structure with an empty 

bipolaron band merging into the valence band.  This semi-metallic 
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electronic structure possesses a rapidly varying density of states at 

the Fermi level which is highly sensitive to structural order and allows 

the increase of Seebeck coefficient with increasing conductivity.  

 

2.4 Controlling thermal conductivity 

Inorganic thermoelectric materials suffer in most cases from high 

thermal conductivity which often has to be reduced by 

nanostructuring to introduce interfaces (grain boundaries or 

inclusions) which scatter phonons more strongly than electrons.97, 98 

Intrinsic organic semiconductors exhibit low thermal conductivities 

of κ ≈  0.1 – 1 W/mK 44, 99 which are equal to or lower than most state-

of-the-art nanostructured inorganic materials. Due to this 

intrinsically low thermal conductivity, efforts to engineer high ZT 

organic materials have mostly focussed on improving σ and S. 

Nonetheless, κ remains important and a deeper understanding is 

required to establish whether organic thermoelectric materials can 

achieve, for example, the ultra-low thermal conductivities of certain 

fullerenes such as PCBM (0.03-0.05 W/mK100-102).  

 

Thermal conductivity, 𝜿 comprises lattice and eletronic 

contributions, 𝜿𝑳 and 𝜿𝑬 respectively, where 𝜿 = 𝜿𝑳 + 𝜿𝑬.  The 

electronic component is intimately linked to the electrical 

conductivity, σ, by the Wiedemann-Franz Law, 𝜿𝑬 = 𝝈𝑳𝑻, where L is 

the Lorentz number. Therefore, reducing thermal conductivity in 

thermoelectric materials must focus on minimising 𝜿𝑳 and the 

Lorentz number, L. The value of 𝜿𝑳 is linked to phonon scattering and 

is decreased by grain boundaries and disorder,  by designing 

molecules whose composite atoms span a wide range of atomic 

weights, or by including loosely bound atoms in the structure (so-

called rattling modes). An example of the latter are the poly(metal 

1,1,2,2-ethenetetrathiolate)s58 which exhibit a modest thermal 

conductivity over a wide temperature range.  

 

L has been measured for PEDOT:PSS3, 103 and PEDOT:Tos.103. The 

validity of the Wiedemann-Franz law was verified, but there is still 

debate over the value of L, with two reports3, 104 suggesting L is equal 

to the Sommerfeld value for a free electron gas, Ls = 2.45 x 10-8 WΩK-

2,105 and another two103, 106 differing values of L. On top of this, 

theoretical work further suggests L < Ls for low/intermediate doping 

concentrations in PEDOT:Tos.46 Charge transport in organic materials 

involves polarons and in polymers involves quasi-1-dimensional 

along-chain transport103 and therefore it should not be assumed that 

the Sommerfeld value must apply. The impact of the value of L on ZT 

is significant: 𝜿 increases by a factor of up to 3 between intrinsic 

PEDOT and PEDOT doped to levels typical for thermoelectric 

applications.3, 103 How one might engineer L by molecular design is 

not yet clear, but perhaps some lessons should be learned from the 

inorganic community where it is known that the Lorenz number can 

be decreased by reducing the bandwidth of the charge carrier 

dispersion107 and can be tuned by nanostructuring.108, 109 
   

3. Outlook 

Organic thermoelectric materials have been incorporated into 

flexible prototype devices either as conventional or planar 

thermoelectric generators2 or as thermal sensors.9 However, 

improvements in materials design are still needed to boost 

output powers and efficiencies of thermoelectric generators. 

There are a number of organic materials with charge carrier 

mobilities greater than PEDOT110-115 which gives us hope that 

the necessary improvements in ZT are within reach. This is 

especially true for n-type organic materials which are currently 

under-performing in thermoelectrics, which places limits on the 

performance of all-organic thermoelectric generators. By 

combining improved materials with improved processing 

focussing on molecular (polymer) alignment51, 116, morphology 

and hybrid composites2, 45, 117 there is a great potential for 

efficient organic thermoelectric generators in the near future. 

 Analogously, a rigorous material design is needed for 

controlling spin mixing rules and therefore achieving control 

over magnetoresistance. In this regard, 1D wires minimizing the 

interchain hopping would be the most suitable structure to 

achieve such goal. This represents an important design rule for 

the materials which would be counterintuitive for attaining 

good charge transport. It is important that synthetic chemists in 

these fields focus on new design rules specific to 

magnetoresistance and thermoelectricity rather than on legacy 

design rules for charge transport materials. 

Figure 5: a Conductivty plotted against Seebeck coefficient for P3HT films, showing the 
typical 𝑆 ∝ ln 𝜎 relationship. Reproduced from Xuan et al.1 with permission….. b In-plane 
thermal conductivity plotted against electrical conductivity for DMSO-mixed PEDOT:PSS. 
Adapted from Liu et al.3 with permission 
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Furthermore, a number of doping strategies are yet be explored 

for controlling the thermoelectric and magnetoresistive 

properties of the films. The doping can be either substitutional 

(addition of molecular units to a given polymer chain/molecule) 

or interstitial (by blending with a second material). 

In conclusion, the research fields of organic magnetoresistance 

and thermoelectrics are relatively fresh but there is already a 

body of research which is beginning to unravel the underlying 

mechanisms in these materials. This work emphasizes the fact 

that a concerted synthetic effort is needed to develop a new 

generation of materials with a more tailored molecular design.  
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