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Abstract

Programmed cell death is a genetically regulated process of
cell suicide that is central to the development, homeostasis
and integrity of multicellular organisms. Conversely, the
dysregulation of mechanisms controlling cell suicide plays a
role in the pathogenesis of a wide range of diseases. While
great progress has been achieved in the unveiling of the
molecular mechanisms of programmed cell death, a new level
of complexity, with important therapeutic implications, has
begun to emerge, suggesting (i) that several different self-
destruction pathways may exist and operate in parallel in our
cells, and (ii) that molecular effectors of cell suicide may also
perform other functions unrelated to cell death induction and
crucial to cell survival. In this review, | will argue that this new
level of complexity, implying that there may be no such thing
as a ‘bona fide’ genetic death program in our cells, might be
better understood when considered in an evolutionary
context. And a new view of the regulated cell suicide pathways
emerges when one attempts to ask the question of when and
how they may have become selected during evolution, at the
level of ancestral single-celled organisms.
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On programmed cell death in multicellular
organisms

Initial questions about the possible existence, mechanisms,
and role of physiological cell death emerged during the
second half of the 19th century, from the study of animal
development,’ but it is only during the second half of the 20th

century that a series of conceptual and experimental
advances progressively led to the idea that cells from
multicellular animals may have the capacity to activate a
program of self-destruction, and that this self-destruction
program may be regulated by signals provided by other
cells."~"® The identification of a genetic regulation of
physiological cell death, of the orderly features of its most
frequent phenotype, apoptosis, and of its central role, not only
in development, but also in adult tissue homeostasis, has led
to the acceptance of the idea that all cells from all multicellular
animals may be intrinsically programmed to self-destruct, and
that cell survival continuously depends on the repression of
this self-destruction program by other cells, in other words that
cells may survive only as long as they are signaled by other
cells to suppress the induction of a ‘default’ pathway leading
to cell suicide.”'®~2° Hence, in a counterintuitive manner, a
positive event—life—seems to proceed through the contin-
uous repression of a negative event—self-destruction.

The coupling of the fate of each cell to the nature of the
interactions it can establish with other cells has led to the
concept of ‘social control’ of cell survival and cell death,
allowing a stringent regulation of cell numbers, of their
geographic localization, and a constant adjustment of the
different cell types that constitute our organs and tissues.'”
This very frailty, this permanent reprieve and the inter-
dependence they generate between our cells, are one of
the bases of our perennity and our plasticity, allowing our
bodies to build themselves, to constantly reconstruct, and
to adapt to ever changing environments.

But the permanent coupling of each cell fate to the
nature of the interactions it can establish with the
collectivity to which it belongs, represents only one
dimension of the ‘social control’ of cell survival and cell
death. At another level, each individual cell may be
considered as a complex entity, a ‘society’ by itself, a
mingling of heterogeneous organelles and components that
behaves as a whole. And self-destruction can occur not
only as a response to signals originating from the outside
environment of the cell, but also from its inside environ-
ment. Accordingly, genetic damage causes the activation of
the p53 protein family, that induces either DNA repair and
cell cycle arrest, or programmed cell death, a radical and
extreme means preventing the emergence of genetic
heterogeneity, and the progression towards cancer.?'
Similarly, alterations in endoplasmic reticulum integrity,
induced, for example, by abnormal protein folding,2? or
alterations in mitochondrial activity, such as respiratory
chain dysfunction®® can induce signaling leading to
programmed cell death. Thus, cell suicide plays an
essential role in the maintenance of the genetic identity
and the integrity of the body, by inducing the rapid
elimination of altered cells.
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Programmed cell death plays a central role in develop-
ment, 351016202425 naricipating in particular in morpho-
genesis (the sculpting of the form of embryos), in sexual
differentiation, and in the epigenetic self-organization
processes that allow the emergence of the two most
complex regulatory organs of our body, the immune system
and the nervous system.2672° Programmed cell death is
also crucial in the adult, by allowing tissue homeostasis,
elimination of damaged or abnormal cells, and defense
against infections.'7:20:25:30=34 |t may also play an
important but poorly explored physiological role in metabo-
lism, by allowing energy recycling through the ingestion of
dying cells by neighboring cells. Conversely, programmed
cell death dysregulation has been proposed to participate in
the pathogenesis of several diseases, ranging from cancer
and autoimmunity to infectious diseases and neurodegen-
erative disorders,®'#2935-45 |gading to the emergence of
new concepts of therapeutic intervention, aimed at the
selective modulation of the mechanisms involved in the
regulation of cell death and cell survival.29:35:37:40.46-48
Finally, programmed cell death may also participate in the
physiologically regulated process of aging.>+°

Programmed cell death, cell suicide and
apoptosis: on the implications of terminology

These cell death processes have been successively named
‘chromatolysis’; ‘pyknosis’; ‘karyolysis’; ‘karyorhexis’; ‘shrink-
age necrosis’; ‘programmed cell death’, ‘cell suicide’, ‘self-
destruction’ and ‘apoptosis’.’?*7:5°=52 Theg terms ‘pro-
grammed cell death’, ‘cell suicide’ and ‘apoptosis’ have each
played a major role in expressing crucial conceptual
advances concerning cell death and in promoting interest
for the field, but it should also be noted that none of these
terms are synonymous, that each one carries its own
metaphors and philosophical implications,>3** and hence
some degree of ambiguity. Accordingly, while “it is not
possible to do the work of science without using a language
that is filled with metaphors”, “the price of metaphor is eternal
vigilance” (quoted in®%).

Etymologically, the term ‘program’ means ‘pre-written’.
Therefore, the very concept of program, in biology, is
ambiguous, suggesting a framework of design and finality,
and favoring a confusion between the existence of pre-
written genetic information and the multiple ways they can
be used by the cells and the body. Accordingly, it is not the
individual fate of each cell, its survival or its death, that is
programmed (pre-written), but the capacity of each cell to
induce or repress its self-destruction, depending on its
present and past interactions with the other cells that
constitute the body, and on the integrity of its internal
components. The concept of ‘cell suicide’ or ‘self-destruc-
tion’ also provides some level of ambiguity, not only because
of its obvious anthropomorphic reference, but also because
it favors a confusion between the act of initiating self-
dismantling (that the cell indeed performs by activating an
intrinsic cell death machinery) and both the ‘decision’ to kill
itself and the implementation of the death process (that
depends on the nature of interactions between the cell and
the body, rather than on the cell itself). Finally, the term
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‘apoptosis’ (etymologically, the ‘fall’, as that of leaves in
autumn), while implicitly perceived as describing the death
process itself, describes actually a phenotype: the stereo-
typed series of modifications usually associated with
programmed cell death. These various and spectacular
changes involve cell shrinkage, plasma membrane blebbing
with partial maintenance of impermeability, mitochondria
outer membrane permeabilization, nuclear chromatin con-
densation and fragmentation, genomic DNA fragmentation,
cytoskeletal modifications, and segmentation of the cell into
apoptotic bodies. They also involve the expression of
various death signaling molecules, such as phosphatidyl-
serine, on the outer leaflet of the plasma membrane, that
allows neighboring cells to rapidly ingest the dying cell,
usually long before it has completed self-dismantling,>®
preventing any reversal of the self-destruction process and
leading to the swift elimination of the apoptotic cells. Several
of these features of apoptosis contribute to the fact that
programmed cell death, in contrast with passive and chaotic
necrotic death (that involves cell swelling, plasma mem-
brane rupture, and cell content spilling), usually induces no
lesions in the organ and tissue in which it occurs. But while
apoptosis is a quiet form of cell death, it is not a silent one.
Because apoptosis is an active process, the dying cell can
emit signals that will modify the behavior of neighboring
cells, including the neighboring cells that are ingesting
them.®57 Finally, although apoptosis is the most typical and
frequent phenotype of self-destruction, it is not the sole
one.'#155258-60 Eqor this reason, the term ‘apoptosis’
should not be considered as a synonym of the terms
‘programmed cell death’, ‘cell suicide’ or ‘self-destruction’.
And the common use of these terms as identical has favored
a confusion between the nature of the effectors that may be
responsible for the execution of cell death, and the effectors
that are responsible for the execution of the apoptotic
phenotype, while not being obligatorily the cause of
death.®'-¢2

On the conserved nature of programmed cell death
in multicellular animals

Programmed cell death has been found to operate in all
multicellular animals studied so far, including cnidaria,
nematodes, insects, amphibians, birds and mam-
mals.6:18:2024.25.63.64 Thg gyolyutionary conservation of pro-
grammed cell death in the animal kingdom does not only
involve its existence and role, but extends to some central
aspects of its genetic control, and to important aspects of its
most frequent phenotype, apoptosis.® 6182024256364 |5 g
cases that have been studied to date, programmed cell death
is regulated by signals provided by other cells, either in the
form of cell-lineage information, of soluble mediators, or of
cell-to-cell contacts. Programmed cell death induction may
depend essentially on cell-lineage information, such as in the
nematode Caenorhabditis elegans, on the activation of gene
transcription, such as in the fruitfly Drosophila melanogaster,
or, in a more stochastic way, on a combination of cell-lineage
information, intercellular signaling, transcription factor activa-
tion and cytoplasmic second messengers, such as in
mammals.2°



The first evidence for the existence of genetic information
specific for the control of cell death was provided by
pioneering experiments on the nematode Caenorhabditis
elegans,'>%%5-%° a3 metazoan whose phylogenic diver-
gence predates ours by several hundred million years and
whose body is constituted of less than a thousand somatic
cells. During the development of Caenorhabditis elegans, a
little less than 15% of the somatic cells die with a phenotype
similar to apoptosis, and are rapidly ingested by neighboring
cells. The investigation of genetic mutants revealed that the
survival or death of most, if not all, cells during development
depends on the presence, and expression, of only four
genes, ced-3, ced-4, ced-9, and egl-1.%2%5% |n addition to
these four gene products involved in the control of self-
destruction and survival, there are at least seven additional
gene products that allow the rapid ingestion of the dying
cells by the neighboring cells,%5-¢°

Ced-3, the protein most downstream in the induction of
cell death, seems to play the role of an executioner. It is an
aspartate-directed cystein proteinase (a caspase) that, like
most proteases, is synthesized as an inactive pro-enzyme
precursor, and requires to be cleaved to become active.
Ced-4 is an adaptor protein that, by oligomerizing and
binding the Ced-3 pro-enzyme, induces Ced-3 autocatalytic
cleavage and activation. Ced-9 is a repressor of cell death
that, by binding Ced-4, prevents it from activating Ced-3.
Finally, Egl-1 is an antagonist of Ced-9, that by binding
Ced-9 prevents its protective effect, releasing Ced-4 from
Ced-9, and allowing Ced-4 to activate Ced-3 and to trigger
self-destruction. These findings provided a new paradigm: a
simple genetic module suffices to control the fate of all
somatic cells in response to the various cell-lineage and
cell-type specific signals involved in cell differentiation and
embryonic development. At the same time, these findings
also illustrated the ambiguity intrinsic to the concept of a
‘death program’. Indeed, Ced-3 is an executioner of cell
death, but only if Ced-4 is present and available; Ced-4 is
an activator of the executioner, but only if Ced-9 is lacking
or not available; and Ced-9 is a repressor of cell death, but
only if Egl-1 is lacking, or not available. In other words, the
completion of the ‘death program’ will depend, in each cell,
on the interactions between each of these four proteins,
that depend, at least in part, on their respective expression
level, regulated by cell signaling during development. An
additional level of ambiguity and complexity concerning the
‘death program’ has been suggested by the very recent
finding that the activation of the Ced-3 executioner may not
obligatorily represent a ‘point of no return’ beyond which
cells are condemned to die, and that an unexpected form of
social control may be involved in the implementation of cell
death. Indeed, while Ced-3 activation seems required for
the initiation of self-destruction, the execution of cell death
in at least one cell type (and in several additional cell types
in Ced-3-partial-loss-of-function mutants) also requires the
expression, in the neighboring surviving cells, of the
proteins involved in the ingestion of dying cells.”®""

During the last nine years, homologues of genes involved
in the regulation of programmed cell death in Caenorhabditis
elegans have been identified in sponge,’? in Hydra
vulgaris,®* in the fruitfly Drosophila melanogaster,?° in
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zebrafish,”® in mice and in humans.”*”® As frequently
occurs during evolution, however, this striking conservation
in both sequences?%2%646° and functional properties’® has
been associated with a great level of diversification.'®2%25

In humans and mice, around twenty gene products that
are homologues of the cell death repressor Ced-9 and its
antagonist Egl-1 (the Bcl-2 family) have been identified, as
well as more than ten homologues of the executioner Ced-3
(the caspase family) and at least one homologue of Ced-4
(Apaf-1, or apoptotic protease-activating factor 1). The death
repressors (Bcl-2/Bcl-X_ ... ) and their antagonists (Bax/
Bak/Bid ... ) share the capacity to homodimerize and to
neutralize each others through heterodimerization, and, for
some of them, to insert through a carboxyterminal hydro-
phobic transmembrane domain into the outer membrane of
intracellular organelles such as the nucleus, endoplasmic
reticulum and mitochondria. While there are alternative
views,”” it is generally believed that it is through their
control of mitochondrial outer membrane permeability that
the Bcl-2/Bax family members exert an important part of
their antagonistic effect on cell death and survival, by
repressing (Bcl-2) or inducing (Bax) the release into the
cytosol of mitochondrial intermembrane space proteins that
will favor the induction of cell death.'®2%78-82 gome of
these intermembrane space proteins, such as cytochrome c,
Smac/Diablo, and Omi/HtrA2 will favor caspase activa-
tion,20:80.82.83 \yhjle others, such as AIF (apoptosis inducing
factor),®* or endonuclease G® may favor the induction of
caspase-independent executionary pathways. Some of the
caspases, termed effector or executionary caspases, such
as caspase 3, 6 and 7, are involved in cell death through
their cleavage of numerous nuclear and cytoplasmic
proteins, thereby inducing several of the typical features of
apoptosis.'®® The activation of these effector caspases
requires their prior cleavage by other upstream caspases,
called initiator caspase, such as caspase 8 and 9, that are
autocatalytically cleaved and activated through recruitment
by adaptor proteins that share death-effector domains (DED)
or caspase activation and recruitment domains (CARD) with
these initiator caspases.'®458087 The activation of initiator
caspases can be directly coupled to cell surface receptor
signaling, such as caspase 8 activation induced by the
recruitment of the FADD adaptor protein, consecutive to the
engagement of ‘death’ receptors of the CD95/tumor necrosis
factor receptor (TNFR) family by their ligands. Other initiator
caspases, such as caspase 9, are activated downstream of
the mitochondria outer membrane permeabilization induced
by members of the Bax family in response to various pro-
apoptotic stimuli, through the release of cytochrome c that
activates the Apaf-1 adaptor protein. But these multiple
pathways of activation, that can amplify each other, can also
be repressed at the downstream common level of the
effector caspases, for example by IAPs (inhibitors of
apoptosis proteins) that block the activity of already
processed caspases.®® And the IAPs themselves can be
inhibited by the Smac/Diablo protein, that can be released
by mitochondria.2%®® Finally, a series of knock-out experi-
ments in mouse, involving the deletion of genes encoding
either members of the Bcl-2/Bax family, the Apaf-1 and
FADD adaptor proteins, members of the caspase family, or,
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more recently, cytochrome c¢®® or AIF®® have indicated that
each of these proteins controls some, but not all, suicide
pathways, in some, but not all, cell types. Thus, in contrast
to the simple paradigm of Caenorhabditis elegans, in
mammalian cells, programmed cell death can proceed along
multiple intracellular molecular pathways, and the pathways
followed will not be the same in different cell types, in
response to a given death signal, nor in the same cell type,
in response to different death signals. In some instances,
the molecular pathway leading to self-destruction will even
be different in a given cell type, in response to the same
death signal, depending on the particular differentiation
stage of the cell. And the extent of the complexity of the
molecular control of cell survival and cell death cannot be
fully appreciated if one does not take into account the
various epigenetic mechanisms such as alternative splicing
and post-translational modifications (phosphorylation, de-
phosphorylation, or proteolytic cleavage) that can transform
the product of a given gene into either a pro-apoptotic or an
anti-apoptotic protein,2%:29:78:91

On phylogenic variations of programmed cell
death in multicellular animals

So far, the molecular machinery involved in programmed cell
death regulation has been investigated in only four
phylogenic branches of metazoans, the cnidaria, nematodes,
insects, and mammals, and in each of these branches, in
only one (Hydra vulgaris, Caenorhabditis elegans, Droso-
phila melanogaster), or two (mouse and human) species.
Some homologues of the gene products involved in the
control and execution of programmed cell death have been
found to be present in these five species.2%64°2 They include
(i) proapoptotic members of the Bcl-2 family, i.e. Egl-1 in C.
elegans, dBok in D. melanogaster, and the Bax/Bak/Bid
family in humans and mice; (ii) the apoptotic adenosine
triphosphatase (AP-ATPase)-related family of caspase
adaptor proteins with CARD domains, i.e. Ced-4 in C.
elegans, Dark in D. melanogaster, and Apaf-1 in humans
and mice; and finally (iii) the caspases, i.e. Ced-3 and two
additional caspases that seem dispensable for the induction
of developmental cell death in C. elegans, two caspases that
seem involved in H. wvulgaris cell death,®® at least five
caspases involved in cell death in D. melanogaster, and at
least ten caspases involved in cell death in humans and
mice. But besides this conserved core of homologues, other
gene products that play a crucial role in the induction or
repression of programmed cell death seem to be present in
some, but not all of these species.?’2 For example,
homologues of the anti-apoptotic members of the Ced-9/
Bcl-2 family are present in C. elegans and mammals, but
have not yet been identified in Drosophila and Hydra.
Homologues of the Egl-1/Bid pro-apoptotic BH3-domain-
only, that lack the carboxyterminal hydrophobic transmem-
brane domain required for insertion in the mitochondrial
outermembrane, are present in C. elegans and mammals,
while homologues of the Bax/Bak pro-apoptotic proteins, that
can insert in mitochondria outermembrane are present in
Drosophila and mammals, but not in C. elegans.20 Homo-
logues of the anti-apoptotic BIR (baculoviral IAP repeat)-
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domain IAPs with caspase inhibitory functions are present in
the fruitfly and the mammals, but not in C. elegans, in which
the survivin homologue BIR-1 protein appears involved in the
control of cell cycle but not of cell death.®® And while
functional inhibitors of IAPs are present in both the fruitfly
(Reaper, Hid and Grim) and mammals (Smac/Diablo),° they
share no sequence homologies, except for the aminoterminal
residues allowing their interactions with IAPs, suggesting that
they acquired their functions through a process of con-
vergent evolution.

Finally, although caspases are present in all above
mentioned animal species, the requirement for caspase
activity in the execution of programmed cell death seems not
to be the same in nematodes, insects, and mammals. In
mammalian cells, while caspase activity is important for the
induction of several typical features of the apoptotic
phenotype including full nuclear chromatin condensation
and fragmentation, and oligonucleosomal DNA fragmenta-
tion,'9®® the activation of caspases (at least of those that
have been identified and can be inhibited) appears
dispensable in several instances for the induction and
execution of programmed cell death.?98494-190 |n contrast,
the requirement for caspase activity appears crucial to the
induction and execution of programmed cell death in C.
elegans and D. melanogaster.'®2%° While a release of
mitochondrial intermembrane space proteins has been
reported to occur during D. melanogaster cell death,?® and
a role for the homologue of the mitochondrial endonuclease
G has been very recently suggested in C. elegans apopto-
sis, %" these effectors seem to be involved in the amplifica-
tion of caspase-dependent death, rather than to substitute
for caspases in the execution of cell death in these species.

Together, these findings suggest that the recruitment of
caspases and mitochondrial effectors to the cell death
machinery may have been subjected not only to increased
diversification and complexity, but also to phylogenic
variation during the evolution of metazoans. They also
suggest that the caspase cystein proteinases may have
represented the initial, ancestral core of executioners that
allowed the emergence of programmed cell death, prior to
the recruitment of mitochondria as essential effectors of the
cell death machinery. The problem with such implications,
however, is that they are based on a view that equates the
phylogeny of programmed cell death with that of the
multicellular animals, and do not take into account the fact
that these are not the sole multicellular organisms endowed
with the capacity to self-destruct.

On programmed cell death in plants

While the conservation of programmed cell death in species of
multicellular animals that diverged over several hundred
million years ago has led to the idea that genetic programs
of physiologic cell suicide have played an ancient and central
role in the development, functioning and survival of multi-
cellular animals, 16:17:20:24.33.63.102 th o question of the possible
existence and role of programmed cell death in multicellular
plants has long remained neglected.

Programmed cell death, however, also occurs in plants.
Cell death is important in plant development, is involved in



the generation of the vascular system, the xylem and the
phloem, and also participates in the senescence of leaves
and flowers and in the formation of bark.'®3~ 1% But the best
studied forms of genetically regulated programmed cell
death in plants is the ‘hypersensitivity response’ that plays
an important role in plant defenses against infectious
pathogens'®®~1%7 and shares some phenotypic features
with apoptosis.’®® The ‘hypersensitivity response’ is a
process of self-destruction that occurs in the infected cells
and in the neighboring cells in response to the presence of a
micro-organism, and is genetically regulated at the level of
the R gene family, related to the Toll receptor family in
Drosophila, and to the Toll-like receptor family in mammals,
that respond to conserved microbial molecular patterns. The
‘hypersensitivity response’ has been reported to be
associated with cystein proteinase activity, and to be
inhibited by the expression of endogenous cystein protei-
nase inhibitors, such as cystatin.'®® While peptides that
inhibit mammalian caspase activity have been shown to also
inhibit plant cell death induction during the ‘hypersensitivity
response’,'® no caspase homologue containing a caspase-
specific catalytic cleavage site has yet been identified so far
in plants. Recently, however, genes encoding caspase-like
proteins, the metacaspases, that are not present in animals
and appear to belong to an ancestral caspase/paracaspase/
metacaspase superfamily, have been identified in plants.™""
Interestingly, a plant metacaspase shares a domain with a
protein involved in the hypersensitivity response (Isd-1), but
the potential role of metacaspases in programmed cell death
remains unknown. An AP-ATPase-like protein with a Tir
(Toll-interleukin-1 receptor) domain is involved in the
hypersensitivity response, but its potential role in pro-
grammed cell death has not yet been determined.®? Also
of interest, programmed cell death in plants has been
reported to be associated with mitochondrial release of
cytochrome ¢ into the cytosol,'"® suggesting a potential
involvement of mitochondria permeabilization in the death
pathway. Finally, while the mammalian anti-apoptotic Bcl-XL
protein and its c. elegans Ced-9 homologue have been
shown to inhibit plant cell death during the ‘hypersensitivity
response’,' '3 and the mammalian pro-apoptotic Bax protein
to induce plant cell death,"™* no homologues of the Bcl-2/
Bax family have been identified in plants,®® and the potential
role of the mitochondria in plant programmed cell death is
not known. Therefore, the nature of the effectors involved in
the execution of programmed cell death in plants, and their
potential relationship with those that operate in metazoans
remain to be assessed.

In summary, the observation that plant cells share with
animal cells the capacity to self-destruct in response to
environmental changes and cell signaling has reinforced
the idea that programmed cell death may have played an
essential role in the development, survival and evolution of
most, if not all, multicellular organisms.

A Red Queen hypothesis for the diversification of
programmed cell death

The rapid induction of programmed cell death in response to
microbe entry appears to represent a basic protective
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response against infection,®* that is evolutionarily conserved
in plants, insects and mammals. In plants, as mentioned
above, the ‘hypersensitivity response’®® provides a para-
digm for this ancestral defense mechanism. In insects, the
requirements of two viral genes encoding caspase inhibitors,
P35 and IAP, for efficient infection and propagation of
baculoviruses''® provides the complementary paradigm that
a capacity to repress early induction of programmed death in
the infected cell may be a prerequisite for the survival of
most, if not all, intracellular parasites. Several infectious
pathogens that colonize mammalian hosts have evolved
various mechanisms that result in similar repression of
programmed death in the cells required for the pathogen
replication or persistence, as well as additional mechanisms
that conversely induce programmed death in immune
effector cells that may target the infected cell for destruc-
tion, 32~ 344042:43.116.117 pathogen-mediated induction of im-
mune effector programmed cell death may not only favor
immune evasion,3*#° but might also allow, through receptor-
mediated ingestion of apoptotic cells by the infected cells,
metabolic changes enhancing pathogen replication in its host
cells.""® Finally, the nature of the programmed cell death
phenotype (apoptotic or non-apoptotic) induced by both the
infectious pathogen and the host immune system may
influence the regulation and effectiveness of the immune
response to the pathogen.5®%” Because parasite (and host)
mediated regulation of programmed cell death may have
been crucial in determining the outcome of most hosts/
parasites interactions, and hence the survival of both host
and parasite, it is tempting to speculate that on an
evolutionary time scale, these host/parasite conflicts invol-
ving the control of death signaling pathways may have been
instrumental in shaping the diversification of the molecular
machinery of programmed cell death.

The ‘Red Queen’ metaphor has been proposed as a
framework for understanding the selective pressures that
may drive genetic and phenotypic diversification during
co-evolution of predators and preys.''® As Lewis Caroll’'s
Alice has to keep running with the Red Queen just to
stay in the same place, hosts and parasites have to
keep evolving new weapons, defenses, and counter-
measures just to stay in the same place, in other words
just to stay alive.""® Accordingly, if death signaling
pathways have represented important targets of host/
parasite evolutionary arms races, it is possible that host/
parasite co-evolution has represented a major selective
pressure for both the conservation and the diversification
of the genetic regulation of programmed cell death that
has occurred in phylogenic diverging branches during
the evolution of multicellular organisms. But, whatever
the selective pressures exerted on programmed cell
death may have been, when did programmed cell death
initially emerge?

The first multicellular animals and plants belonging to the
eukaryote terminal crown group are believed to have
appeared around 0.7 to more than one billion years
ago.'%12! Were they the first living beings whose cells
were endowed with the capacity to self-destruct? Were
effectors of cell suicide already present and operational in
the first multicellular animals and plants, or were they

371

Cell Death and Differentiation



Origin and evolution of programmed cell death
JC Ameisen

372

selected later from other ancestral signaling pathways?
When did the capacity to self-destruct initially appear?

On the paradigm of a concomitant emergence of
programmed cell death and multicellular
organisms

There have been two main reasons that have led to the
proposal that programmed cell death emerged with multi-
cellularity,®12:17:33.63.92.102.122 Thg first pertains to the very
nature of multicellular organisms. Cells from multicellular
organisms (in contrast to cells from single-celled organisms)
are condemned to live together in a given spatial and temporal
framework, the body. A multicellular body will survive only if,
and as long as, its several differentiated cell types will co-
operate in a way that will allow the integrated body to remain
adapted to its environment. With the notable exception of the
germ cells, no cell from a multicellular organism can outlive
the body, nor survive outside the organism. Therefore, the
emergence of a genetic program allowing a social form of
regulation of cell survival and cell death, through a process of
‘altruistic’ cell suicide, has been considered as one of the
solutions that evolution has provided to the specific problem of
multicellular bodies®12:17:33.63.102122 anq attributed to the
selective pressure that applied to the emergence of multi-
cellularity, including a process of kin selection between cells
sharing the same genome and condemned to live together.%2

This idea that programmed cell death emerged at the
same time as multicellular organisms has been reinforced
by the complementary view that genetic programs allowing
regulated cell suicide would have been obligatorily counter-
selected in single-celled organisms. In contrast to the cells
from multicellular organisms, each cell from a single-celled
organism can be viewed as a germ cell, namely as an
individual that carries an identical theoretical probability to
transmit its genome to future generations. Therefore,
genetic programs favoring ‘selfishness’ rather than
programs favoring any form of ‘altruism’ — have been
postulated to be the only ones that could have become
selected in such organisms.®®'°? Natural selection does
not act directly on genes, but on the phenotypes they allow
the cell that encodes them to achieve. Genetic mutation
leads to genetic diversification, and hence to phenotypic
diversity. Natural selection sanctioned by death is a
process of competition between phenotypes whereby
genomes allowing for poorly adapted phenotypes do not
get transmitted into the next generation, while genomes
that allow fitter phenotypes become selected. Simply put,
the phenotype represents either the grave of a given
genome or its vehicle into the next generation.'?®
Genetically regulated programmed cell death is a pheno-
type that is characterized by the rapid disappearance of the
cell that is expressing it. In other words, genes that encode
effectors of programmed cell death can be viewed as
allowing a phenotype that is the grave of the genome that
expresses them.

According to this view, any mutant gene that might have
emerged randomly and allowed regulated cell suicide,
would have rapidly and obligatorily led to the counter-
selection of the individual cell expressing such a mutant
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gene.33192 Together, these two mutually reinforcing views
led to the initial acceptance of the idea that the evolutionary
origin of genetic programs of cell suicide has been
concomitant with the evolutionary origin of multicellular
organisms.

On fascination for a function: from paradigms to
paradoxes

The identification of a central role for cell death in multicellular
organisms, and the discovery of its genetic regulation,
resulted in a fascination for its function, underlined by the
progressive widespread usage of an anthropomorphic
terminology (‘programmed cell death’, ‘cell suicide’, ‘altruistic
cell death’ ... ), leading to some extent, as previously
mentioned, to think of regulated cell death in a conceptual
framework of design, purpose and finality. In other words,
regulated cell death became implicitly viewed as if it had
specifically emerged when it became required to perform its
obvious and important functional role in multicellular organ-
isms. When thinking in evolutionary terms, however, such an
approach often raises an important paradox. It implies that a
complex set of genes and molecular pathways allowing the
induction of cell death ‘from within’ emerged when, and
where, it was required. Similar explanations have been
previously proposed for the origin of complex genetic
programs allowing the emergence of sophisticated organs,
such as the eye. It was argued that an eye could have become
selected only when complex enough to perform its function
(allowing an organism to see), and that, therefore, genes
required to build an eye appeared, and became selected,
when and where the complexity of an organism allowed such
a function to be exerted. Such views are intuitively appealing,
but their appeal is related to the fact that they fail to take into
account some of the basic and counterintuitive implications of
the process of natural selection.'®3~125 |t is now believed that
eyes (in fact several forms of different eyes) emerged long
after the homeotic genes that are involved in building them,'2®
and that these genes became initially selected because they
previously allowed other, simpler, phenotypes to be ex-
pressed. Moreover, it is important to consider that even the
definition of the function ‘seeing’ is ambiguous. While ‘seeing’,
in the usual sense of the term is a function restricted to some
multicellular animals, that requires the capacity to build two
complex organs, an eye and a brain, the basic core of the
‘seeing’ function — the capacity to gather useful information
from light, and to respond to it — is an ancestral function
performed by photoreceptors that only require the coupling of
light-sensitive pigments to signaling pathways, and that is
shared by multicellular animals, multicellular plants and
several single-celled organisms. But there is more to the
difficulty of attempting to assess the evolutionary emergence
of what we call a ‘function’ than such a very long process of
‘descent with modifications’. There are some instances in
which there is a complete dissociation between the functional
advantage that given genes and mechanisms can provide an
organism, and the initial reason for which these genes and
mechanisms initially emerged and became selected. One of
the most spectacular examples of such a dissociation
concerns the origin of the genes and molecular mechanisms



that allow the vertebrate adaptive immune system to perform
one of its essential functions, the discrimination between ‘self’
and ‘non-self’. Briefly, the adaptive immune system, that is
shared by mammals, birds and jawed-fishes, performs this
function by using a huge number (several millions in
mammals) of different antigen receptors that are randomly
expressed by lymphocytes through a process of somatic
V(D)J recombination of a small number of germline genes,
and that are subsequently selected through an iterative
process of interaction of each lymphocyte with the ‘self,
whose outcome is coupled to the induction or repression of
programmed cell death.?®'2” Two of the genes whose
products allow this somatic V(D)J recombination process
are ragl and rag2 (recombination—activating genes). The
expression of rag? and rag2 is essential for the survival of
both the adaptive immune system and its host: human
newborns with rag loss of function have no lymphocytes
and are condemned to die of infections in the absence of bone
marrow graft therapy.

What is the evolutionary origin of these rag genes that
allow our immune system to protect us against most of the
infectious pathogens? The answer to this question, that was
provided four years ago'?® had never been postulated, and
appeared counter-intuitive and paradoxical. Rag? and rag2
are genes that seem to have initially belonged to an
infectious pathogen, a transposon, and were involved in
the ‘selfish’ propagation of this genetic parasite in its
hosts.'?® Around four hundred million years ago, this
transposon probably infected the germline of one or several
common ancestors of the present day jawed vertebrates, '2°
and in some of the progeny of this ancestor, rag? and rag2
progressively become involved in the genetic recombination
processes that gave rise to the adaptive immune system.
Thus, the initial reason for the presence of the genes
allowing the emergence of a sophisticated organ whose
obvious present day ‘function’ is to protect us against
infectious pathogens, is a retrospectively welcome failure of
one of our ancestors to protect itself against an infectious
pathogen. In other words, to the question of the origin of the
genes that allow the function ‘defense against infections’,
the paradoxical and counter-intuitive answer seems to be:
an infection. Therefore, if one wishes to understand the
reason for the presence of a complex and somehow
counter-intuitive feature of our cells and body, it is often
more appropriate to address the question of its possible
origin — how and when it may have emerged, and initially
become selected — rather than the question of its function —
the nature of the role it obviously appears to play in our body
at the present time. Accordingly, if one believes that
programmed cell death is an ubiquitous, highly conserved,
and essential feature of most, or all, multicellular organisms,
the question of the evolutionary origin of programmed cell
death may benefit from being asked in the following way:
when and how were genes first selected, that allowed the
regulation of programmed cell death? In other words, was
there a period ‘before’ programmed cell death, in which cells
died only ‘from without’, as a result of chance and
environmental destruction, and a period ‘after’ programmed
cell death, in which regulated self-destruction, the capacity
to trigger premature death ‘from within’, became one of the
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intrinsic properties of the cells? Did this frontier arise after
the initial three billion years of evolution of single-celled
organisms, at the time at which the first multicellular
organisms emerged, or did this frontier arise in the kingdom
of the single-celled organism, prior to the emergence of
multicellular organisms? There are at least two possible
ways to address this question. The first — if one believes
that the phenotype of programmed cell death would have
been counterselected in single-celled organisms3*1%2 — is
to consider that the ancestors of the present day execu-
tioners were initially ensuring alternate functions (other than
self-destruction) in the cell that expressed them.®2 The
second is that gene products allowing the execution of the
cell (and gene products allowing the regulated prevention of
these executioners) were already present and operational in
at least some unicellular organisms.There were at least
three theoretical reasons that could allow speculation that a
form of programmed cell death may have emerged in single-
celled organisms.'®°~ 32 Briefly, the first one relates to the
fact that single-celled organisms form colonies. It is the
survival of the colony, rather than the survival of each of its
members, that ensures the perennity of the single-celled
organism. Therefore, one may envision that the colony, as a
whole, may benefit in some circumstances from the self-
dismissal of part of its cells. When thinking in the context of
colonies, one can ask the question of the selection of the
programmed cell death phenotype from the point of view of
the cell that will survive, rather than from the point of view of
the cell that will die. In such a context, the question
paradoxically becomes whether the lack of a molecular
machinery allowing programmed cell death may result in the
counterselection of the colony. The second reason relates to
the central role that has been attributed to programmed cell
death in multicellular organisms, namely the stringent control
of cell differentiation, the matching of cell nhumbers to their
environment, and the defense against genetic damage and
infections, leading to the elimination of abnormal and
infected cells. Cell differentiation, regulation of cell numbers
and defense against infection, are not exclusive features of
multicellular organisms, but also occur in single-celled
organisms (see below) and may, therefore, be optimized
by a form of programmed cell death at the level of single-
celled colonies. Finally, a third theoretical reason did not
pertain to the potential role of programmed cell death in
single-celled organisms, but to the potential nature of the
death program and its effector machinery. Briefly, it was
based upon the idea that there may not be such thing as a
‘bona fide' death program, that is both necessary and
sufficient to induce self-destruction, and whose sole possible
role is to execute cell death."*°~"32 | will come back later to
this last reason.

A paradigm shift: programmed cell death
and apoptosis in single-celled organisms

Programmed cell death in four diverging
phylogenic branches of single-celled eukaryotes

Various forms of regulated programmed cell death have now
been described in nine species of unicellular eukaryotes,
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belonging to four different branches whose phylogenic
divergence is believed to range from around two to one billion
years ago. These include the kinetoplastid parasites Trypa-
nosoma cruzi,'"®>'3® Trypanosoma brucei rhodesiense,'3*
Trypanosoma brucei brucei,'®® Leishmania amazonensis,'®®
Leishmania donovani,'3"'3® and Leishmania major,'® that
are believed to be amongst the earliest diverging eukaryotes;
the free living slime mold Dictyostelium discoideumn,'*° whose
phylogenic divergence is considered of more recent origin,
and which represents a particular case of a single-celled
eukaryote that can, in certain circumstances, transiently form
a multicellular aggregated body and is therefore considered
as one of the evolutionary attempts of single-celled organisms
at multicellularity;'*' the free living ciliate Tetrahymena
thermophila,’*? and the dinoflagellate Peridinium gatu-
nense.'*® Finally, while an ‘apoptosis-like’ death phenotype
can be experimentally induced in yeast,'** it is still debated
whether yeast can undergo programmed cell death during its
normal life cycle.'#*~146

The cell death phenotype of the kinetoplastid, slime mold,
ciliate and dinoflagellate share several features with
apoptosis, including DNA fragmentation in all, except
Dictyostelium discoideum. In these unicellular organisms,
as in cells from multicellular organisms, programmed cell
death is regulated by extracellular signals. For example, in
the kinetoplastid Trypanosoma cruzi and in the ciliate
Tetrahymena thermophila, cell survival has been reported
to depend on signals provided by other cells from the colony,
that are required to repress the induction of a ‘default’
pathway of programmed cell death.'3%'42 Thus, as in cells
from multicellular animals, a form of social control of cell
survival and cell death appears to operate at the level of
these single-celled eukaryotes. When Trypanosoma cruzi
enters the stressful environment that will allow its propagation
into another host, programmed cell death becomes an
obligate ‘default’ outcome of a failure of the cycling
epimastigote stage of the parasite to differentiate into the
GO0/G1 trypomastigote stage, the form that migrates between
the two infected hosts (the insects and the vertebrates,
including humans) and is adapted for survival in each host.'*°
Thus, the regulation of programmed cell death in this single
celled eukaryote allows a stringent coupling of appropriate
cell differentiation with cell survival. In the three kinetoplastid
parasites, Trypanosoma cruzi, Trypanosoma brucei, and
Leishmania amazonensis, that cause severe diseases in
humans,'*” programmed cell death is also regulated by
signals from their multicellular hosts, such as temperature,
and lectins, as well as by components of the host immune
system, such as complement and cytokines,'30:134.13¢

When the slime mold Dictyostelium discoideum is in
appropriate environmental conditions, rich in nutrients, it
grows as a colony of cycling single cells. Adverse
environmental conditions, such as starving, induce inter-
cellular signaling involving cyclic AMP pathways and
leading to cell migration and aggregation, and to the
concomitant induction of programmed death in part of the
cells' and of differentiation into spores in the other cells.
This leads to the development of a multicellular body made
of a stalk of dead cells'*® that support the long-lived,
metabolically quiescent spores that will give rise to a new
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colony of cycling single cells once the environment
becomes appropriate.'*'

Finally, programmed cell death seems to play a role in
the life cycle of the dinoflagellate Peridinium gatunense,
representing an alternate ‘default’ pathway to the differ-
entiation into cysts that occurs following the seasonal
bloom of this species in the spring.'*3

The implications

The identification of a regulated cell death program inducing
an apoptotic phenotype in nine different single-celled
eukaryote organisms that belong to four diverging branches
of the eukaryote phylogenic tree provides a paradigm for a
widespread role for programmed cell death in the control of
cell survival, and raises the question of the origin and nature of
the genes that may be involved in the execution and
regulation of such a process.'®!'32 Evolutionary advantages
conferred by such program of self-destruction could include
the constant selection for the survival of the fittest cell in the
single-celled eukaryote colony, optimal adaptation of the cell
numbers to the environment, and tight regulation of cell cycle
and cell differentiation in response to environmental changes.
In such a context, it is important to realize that the frontiers
between multicellular organisms and single-celled organisms
may not be as stringent as usually believed. Indeed, the slime
mold Dictyostelium discoideum can build multicellular bodies,
and the kinetoplastid parasites have evolved a lifestyle that
requires their permanent cohabitation with multicellular animal
bodies. Thus, the emergence of what we call multicellularity
may have only represented an extreme and irreversible
manifestation of an ancestral feature on which single-celled
eukaryotes have realized countless variations: the social
control of cell fates through intercellular signaling at the level
of a colony. Particular usage of programmed cell death may
involve intercellular interactions even more closely related to
multicellularity. For example, in the kinetoplastid parasites,
programmed cell death may play an important role in the
regulation of the complex interactions between unicellular and
multicellular organisms that allow the establishment and
persistence of stable host/parasite interactions, and the
‘apoptosis-like’ phenotype of the parasite death process
may reduce the onset of inflammation and favor parasite
evasion from the host immune system.'® In the slime mold,
programmed cell death may be crucial for the development of
a transient multicellular aggregated body that favors the
survival of at least part (the spores) of the colony.

Interestingly, the finding that a cell suicide program is
operational in several unicellular eukaryote lineages
explored to date support the seemingly paradoxical view
that genetic mutations that would allow cells to escape
environmental regulation of their suicide machinery may
have become counterselected at the level of the colonies of
these single-celled eukaryotes.

On paradigms, ‘anomalies’ and ‘retrorecognition’

It may be interesting to reflect, for a moment, on how
influential a paradigm (such as that of the obligate emergence
of programmed cell death in multicellular organisms) can be in



preventing interpretation of already existing, and sometimes
quite ancient, experimental results. Indeed, there have been
several experimental findings, some reported more than forty
years ago, that could have been interpreted as suggestions
that programmed cell death may be operational in single-
celled organisms.'#1148-1%2 | pelieve that the reason why
these results were not considered in terms of programmed
cell death was not related to a lack of the technical expertise
allowing this question to be addressed, but to the weight of the
existing conceptual framework that linked the origin and role
of programmed cell death to the advent of multicellular
organisms. ‘Anomalies’ in science have been defined as
experimental observations that do not fit existing paradigms,
and may therefore lead to a change in paradigms that renders
the new observation no longer an anomaly.'®® It has been
argued, however, that anomalies can often remain unrecog-
nized for long periods of time."®* ‘Retrorecognition’ has been
defined as the phenomenon by which anomalies are
recognized only after they have been given an explanation
in a new conceptual framework."%*

There are at least two examples of ‘retrorecognition’
phenomena that may be relevant to the question of
programmed cell death in single-celled organisms.

The first concerns developmental programs that lead to
the concomitant formation of dead cells and spores, in the
context of transient multicellular aggregated bodies. Such
developmental programs have been described several
decades ago, not only in single-celled eukaryotes, such
as the slime mold Dictyostelium discoideumn,'*'"'*® but also
in prokaryotes, such as Streptomyces'*®'®! and Myxobac-
teria whose multicellular ‘fruiting’ bodies can adopt various
and striking shapes, including that of a ‘tree’, in which the
‘trunk’ and ‘branches’ are made of dead cells, and the
‘leaves’ or ‘flowers’ of long-lived spores.'"1%%1%2 |n other
prokaryotes, such as Bacillus subtilis, developmental
programs leading to the concomitant formation of dead
cells and spores have also been known to occur, although
in the absence of ‘fruiting’ bodies. All these programs are
triggered by changes in environmental conditions, involve
intercellular signaling, and are considered as an integral
part of the organism life cycle.’*"'%® Although the question
of the apoptotic phenotype (and in particular its nuclear
features) of such regulated cell death programs could have
been raised only in the eukaryote single-celled organisms,
the question of the relationship with programmed cell death
could have been raised in both the prokaryote and the
eukaryote single-celled organisms. During several decades,
however, questions about the mechanism, role and genetic
control of developmentally regulated cell death programs
have remained solely addressed in multicellular organisms.
And even when they recently began to be addressed in the
context of single-celled eukaryotes, such as Dictyostelium,
these questions of the existence of ancestral forms of
‘altruistic’ programmed cell death have been related to the
capacity of these cells to build multicellular bodies, linking
the requirement for regulated cell death to evolutionary
attempts towards multicellularity.'4°

The second example of ‘retrorecognition’, although
much more recent, is also of interest. Ten years ago, it
was reported that a machinery similar to that inducing the
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nuclear features of apoptosis in cells from multicellular
organisms (the nuclear chromatin condensation and the
DNA fragmentation into multiples of oligonucleosome
length fragments) was present and operational in the
unicellular ciliated eukaryote Tetrahymena.'®® This nucle-
ar execution machinery and program was reported,
however, not to be involved in the induction of cell
death, but in the elimination of supernumerary old
macronuclei during Tetrahymena conjugation, a situation
in which these supernumerary nuclei are destroyed, but
the cell survives. This finding led to the proposal that
programmed cell death, in multicellular organisms evolved
from genetic programs that were originally involved, in
single-celled eukaryote organisms, in the elimination of
supernumerary macronuclei. In other words, the identifica-
tion in a single-celled organism of part of the machinery
allowing self-destruction did not provide a rationale for the
investigation of self-destruction in such organisms, but
reinforced the paradigm that self-destruction emerged with
multicellularity. In cells from multicellular organisms,
restricted usage of the apoptotic self-destruction machin-
ery can also achieve means other than cell death and
allow particular forms of cell differentiation: in mammals
for example, a process of selective induction of apoptotic
chromatin and DNA fragmentation, that eliminates the
nucleus while allowing the cell to survive is involved in
the differentiation of the lens cell in the eye.'®” A similar
restricted use of the apoptotic effector machinery appears
to have evolved in a single-celled eukaryote, the ciliate
Tetrahymena, in addition to its involvement in pro-
grammed cell death.

In a more general way, | believe that ‘retrorecognition’
phenomena may have occurred at several time points in
the history of programmed cell death research, and it is
possible that this may be related to the counterintuitive
nature of the concept of self-destruction. If one attempts to
briefly recapitulate the history of the successive views of
programmed cell death during the last hundred and fifty
years, self-destruction was first considered as an unlikely
process; this view was progressively replaced by the idea
that programmed cell death may play an essential role in
embryonic development, but only in given cell populations,
at given time points and at given locations. In other words,
programmed cell death became considered, during a very
long period, as a price to pay for the complexity of the
problems that have to be resolved during embryonic
development. More recently, it was proposed that pro-
grammed cell death may also be operational, and play an
essential role, in adult cells; that dysregulation of
physiological cell death programs may play a central role
in the pathogenesis of several diseases; and finally that
most, if not all, cells from the bodies of multicellular animals
are constantly programmed to self-destruct unless signaled
by other cells to repress induction of self-destruction. Such
a regulation of cell survival was, however, once again
considered as an exceptional price to pay for complexity;
complexity being in this case the complexity of the
multicellular organisms. If one has to consider programmed
cell death as a price to pay for the emergence of
complexity during evolution, the ultimate, and simplest,
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level of complexity that we are now addressing is that of
single-celled organisms.®"

On the effectors of programmed death in
single-celled eukaryotes

What are the effector pathways involved in the execution of
programmed cell death in single-celled eukaryotes? How
many different molecular pathways may induce programmed
cell death with a phenotype resembling apoptosis? Do
unicellular eukaryotes share effectors and regulators of self-
destruction with multicellular animals? Oligonucleosomal-like
DNA degradation, an apoptotic feature that depends in
mammalian cells on caspase-mediated activation of the
CAD endonuclease,®® and maybe also on mitochondrial
release of endonuclease G, has been reported as a feature
of programmed death in all single-celled eukaryotes men-
tioned above,180-183.184.136-139,142143 oy cept Dictyostelium
discoideum. Caspase inhibitors have been reported to
interfere with the development of a multicellular Dictyostelium
body, but do not inhibit the developmentally-regulated
induction of programmed cell death,'®® consistent with the
lack of chromatin and DNA fragmentation during programmed
cell death of this organism. In the dinoflagellate Peridinium
gatunense, however, an inhibitor of mammalian cystein
proteinases was reported to prevent cell death, and to favor
the alternative differentiation into cyst,’*® but the nature of the
protease involved was not identified. In the kinetoplastids,
inhibitors of cystein proteinases have been reported to
prevent cell death (in Trypanosoma cruzi and in Leishmania
donovani),’®3'37 or to prevent the nuclear features of
apoptosis when failing to inhibit cell death induction (in
Leishmania major).'®® In the kinetoplastid Trypanosoma
cruzi, programmed cell death is also prevented by L-arginine,
through a mechanism involving Nitric Oxide (NO) synthase-
dependent generation of NO.'®® Mitochondria permeabiliza-
tion and A¥m disruption have been shown to occur during cell
death in both the kinetoplastid Leishmania'®®'%® and the
slime mold Dictyostelium discoideum,'®®'®° |eading to
mitochondrial release of cystein proteinases'®® and of an
AIF homologue, '®° respectively. While these yet unidentified
cystein proteinases and this AIF homologue participate in the
respective nuclear modifications and DNA degradation
associated with cell death in these two organisms, their
potential role in the induction or execution of cell death
remains to be assessed. Finally, reactive oxygen species
(ROS) induce cell death in the kinetoplastid Trypanosoma
brucei brucei,'®® the yeast Saccharomyces cerevisiae'** and
the dinoflagellate Peridinium gatunense,'*® but only in the
latter has death been reported to be prevented by an inhibitor
of ROS, catalase.'*® While the genes that allow the execution
and regulation of programmed cell death in single-celled
eukaryotes remain to be identified, it has been shown that the
expression in yeast of the mammalian Bax gene, that induces
mitochondrial outermembrane permeabilization and pro-
grammed death in mammalian cells, also induces mitochon-
drial dysregulation and cell death in the yeast; and that the co-
expression of the mammalian bcl-2 gene, that counteracts the
effect of the bax gene product in mammalian cells, also
counteracts Bax-induced death in yeast.’®' =% |t was also
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reported that the expression in yeast of the Caenorhabditis
elegans ced-4 gene (that encodes the adaptor protein that
activates the Ced-3 caspase) also induces yeast cell death,
and that coexpression of the Caenorhabditis elegans ced-9
gene (encoding the repressor that inactivates Ced-4 by
binding to it) prevents Ced-4-induced yeast cell death.'®®
This suggests the possibility that at least some of the
downstream regulators and/or effectors of self-destruction
are shared by single-celled and multicellular organisms. 45146

The sequencing of the whole yeast genome, however,
has provided a surprising result: no gene encoding a
protease with a caspase-related catalytic cleavage site has
been identified.®? Thus, Ced-4, whose sole known function
in Caenorhabditis elegans programmed death is to activate
a caspase (Ced-3), is able to cause death in yeast through
a process that does not seem to require the presence of a
caspase. A possible implication is that Ced-4 has more
ways to induce self-destruction than we yet know, for
example by forming aggregates or by sequestering ATP.
Experiments involving cell death induction by heterologous
gene over-expression need, however, to be interpreted with
caution. Therefore, it is possible that over-expression of
nematode or mammalian pro-apoptotic genes in yeast
induces death in ways entirely unrelated, and irrelevant,
to their physiological effect in their original species. Yet,
provided that this is not the case, another possibility is that
recently identified ancestral members of the metacaspase/
paracaspase/caspase superfamily, such as metacaspases,
may substitute for caspases in yeast and behave as targets
of Ced-4 activation. Interestingly, while genes encoding
caspase sequences have only been identified in multi-
cellular animals, genes encoding metacaspases are
present in plants, fungi, and several single-celled eukar-
yotes, including the kinetoplastid parasites, and genes
encoding paracaspases, the other members of the
caspase/paracaspase/metacaspase superfamily, are pre-
sent in multicellular animals and plants, and in the slime
mold Dictyostelium discoideum.®®'" As previously men-
tioned, however, nothing is yet known about the potential
capacity of the paracaspases and metacaspases to
participate in cell death induction. Genetic screening has
not revealed to date the presence of genes encoding
homologues of the Bcl-2/Bax family in any single-celled
organism. It should be noted, however, that a protein with
Bcl-2-like anti-apoptotic properties, that prevents human
cell programmed death by controlling mitochondria permea-
bilization, but has no sequence homology with any known
member of the Bcl-2 family, nor any other known
programmed cell death repressor, has been recently
identified in a human virus, cytomegalovirus,'®® suggesting
that there may exist other protein families with Bcl-2-like
functional activities that remain to be identified.

Also, the mitochondrial flavoprotein AIF, that has
caspase-independent pro-apoptotic activity in mammalian
cells, is broadly conserved in single-celled eukaryotes.'®”
Provided that ontogeny may, to some extent, recapitulate
phylogeny, the recent finding that AIF participates in the
earliest induction of programmed cell death occurring
during mammalian development (the epiblast cell death
leading to cavitation in the blastocyte)®® suggests that AIF



homologues may represent ancestral effectors of pro-
grammed cell death. Their potential role in single-celled
eukaryote death, however, has not yet been assessed, and
mitochondrial executioners other than AIF may exist.
Indeed, while a homologue of AIF is present in Sacchar-
omyces pombe, but lacking in Saccharomyces cerevi-
siae,'®” Bax has been reported to induce death in both the
Saccharomyces cerevisiae and Saccharomyces pombe
yeast species.'*® Finally, the mitochondrial endonuclease
G, that seems to induce caspase-independent internucleo-
somal cleavage of genomic DNA in both mammalian® and
C. elegans cells,"" and the mitochondrial serine protease
Omi/HtrA2, that may induce both caspase-dependent and
caspase-independent cell death® seem evolutionarily
conserved in single-celled eukaryotes®'®® and might
therefore also represent candidate ancestral effectors
involved in caspase-independent cell death. In summary,
we still do not know the molecular nature of the effectors of
self-destruction that operate in single-celled eukaryotes.
And we do not know whether similar or different effectors
operate in divergent branches of these organisms.

On limits in evolutionary time travelling: all
presumed ancestors are contemporaries

When did the capacity to self-destruct emerge in single-celled
eukaryotes?

Any attempt to travel into the past raises intrinsic
problems and limitations, due to the fact that all the
single-celled organisms that surround us, however ancient
their phylogenic divergence may be, are not ancestors but
contemporaries that have been subjected to numerous and
lengthy evolutionary pressures. Another problem is that the
branching pattern of the eukaryote phylogenic tree, initially
based on small subunit ribosomal RNA gene sequences'?°
and considered robust, has recently been questioned,'®®
raising doubts about previous estimates of divergence
timepoints, and hence about classifications into ‘early’ and
‘recently’ diverging single-celled eukaryotes.'®®

Currently, there are several possible explanations for
the existence of programmed cell death in at least nine
single-celled eukaryote organisms belonging to four
different lineages that diverged during a still elusive time-
frame ranging between two and one billion years ago. The
first possible explanation is that programmed cell death is
an ancient and conserved feature in most, if not all, single-
celled eukaryote organisms, and that programmed cell
death emerged at the time — or prior to the time — of the
emergence of the first eukaryotes. If this were true,
programmed cell death should be found to be present
and operational in most, if not all, the branches of the
eukaryote phylogenic tree. Accordingly, one way to
attempt exploring such possibility is to investigate how
many single-celled eukaryotes are endowed with the
capacity to self-destruct. But the interpretation of such
findings may still remain elusive. If some single-celled
eukaryote organisms are found to be devoid of the
capacity to self-destruct, this will not allow excluding the
possibility of a form of reductive evolution, namely a
secondary loss of an ancient evolutionary shared feature.
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Conversely, if all single-celled eukaryote organisms are
found to have operational physiological self-destruction
programs, this will not exclude the possibility of strong
selective pressures leading to recent parallel acquisitions
of programmed cell death.

In this context, the kinetoplastid parasites provide an
interesting example. Kinetoplastids emerged before the first
multicellular animals, but the ancestors of present day
trypanosomes and leishmania have subsequently evolved
into obligate parasites of both invertebrate and vertebrate
hosts. Therefore, it is possible that the origin of pro-
grammed cell death and of its apoptotic phenotype in these
kinetoplastid parasites does not predate the origin of
programmed cell death and apoptosis in their invertebrate
and vertebrate hosts, but has resulted from selective
pressures involved in the establishment of the complex
interactions between unicellular and multicellular organisms
that allowed the emergence of parasitism, and/or from the
horizontal transfer of host genes. This important question
as to whether the emergence of an apoptotic death
program in a kinetoplastid may be related to its obligate
parasite nature may be addressed by investigating the
closely related kinetoplastid Bodonids that include both
parasites and free-living non-parasite single-celled organ-
isms.' But whether the non-parasite Bodonids directly
derive from the early non-parasite kinetoplastids, or from
more recent parasite ancestors that subsequently became
free living, still remains a matter of speculation. In
summary, it is possible that the ancestors of the nine
present day single-celled eukaryotes that are endowed with
the capacity to undergo programmed cell death were
initially devoid of the ability to self-destruct, and that
programmed cell death became selected in different
branches of the phylogenic tree in response to selective
pressures that may have involved competition, interaction
and cooperation with more recently diverging eukaryotes.
Such a process of parallel evolution leading to a somehow
recent acquisition of programmed cell death may have
happened either through horizontal gene transfer, through
the building of similar cell death machinery by using a
common molecular framework of conserved proteins of
shared ancestry, or through the building of different cell
death machinery by using diverse proteins through a
process of convergent evolution. But, whatever the
molecular nature of such effectors may be, how did
unicellular organisms select for the complex genetic
programs allowing self-destruction, as well as for the
coupling of cell survival to the repression of self-destruc-
tion? This is the question that | will now try to address.

From the question ‘when’ to the question ‘how’

I will now argue that there are ways to look at the nature and
role of programmed cell death that are very different from
those we have been accustomed to by thinking in the context
of multicellular organisms.

The first example that | will discuss concerns various
forms of regulated cell death that have been described in
various bacterial species for several decades, but that were
not considered, until recently,’317°=173 a5 potential
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examples of programmed cell death. Such primitive forms
of programmed cell death had been described not only, as
mentioned above, in circumstances that include the
terminal differentiation of Myxobacteria, Streptomyces and
Bacillus subtilis, but also, in several circumstances that
involve competitions between bacterial colonies from
different species, as well as competitions between plasmids
or viruses and bacteria within a given bacterial colony.

Two hypotheses for the evolutionary origin
of programmed cell death: the ‘addiction’
hypothesis and the ‘original sin’
hypothesis

From ‘murder’ to ‘self-destruction’: the ‘addiction’
hypothesis

On toxins, antidotes and interspecies bacterial Killing When
competing for the control of environmental resources, several
bacterial species use strategies based on the killing of other
bacterial species. They do this by secreting toxins (antibiotics)
that induce the death of other bacteria. Such toxins include
colicin E1, colicin E7, microcin (Mcc) B17, and streptomycin,
and act either by inserting pores in the bacterial membrane, or
by damaging bacterial DNA through direct or indirect
mechanisms, involving the modulation of the activity of
enzymes that participate in the modification of DNA
topology, such as DNA gyrases.'””"'"* The reason why
bacteria can release a toxin that kill other bacteria without
getting killed themselves is that they synthesize an antidote
that is not secreted and protects them against the lethal effect
of the toxin.'”"'7* The selection for killer genes encoding
toxins used in offensive evolutionary arms race against other
bacterial species, and the concomitant selection for genes
encoding antidotes allowing self-protection is a process that
provides the bacteria with both executioners and repressors
that can prevent the effect of these executioners. These
genetic modules bear surprising resemblance to the basic
core of the genetic modules that allow, in cells from
multicellular organisms, the regulation of programmed cell
death. In other words, the ability to self-destruct may have
simply evolved as a consequence of a capacity to kill others.
But there are other important aspects of an evolutionary arms
race in bacteria that also pertain to the potential evolutionary
origin of programmed cell death.

On toxins, antidotes, and plasmid propagation In the
prokaryote world, competition for environmental resources is
not restricted to competition between different bacterial
species. Infectious agents, such as plasmids and
bacteriophage viruses, also compete with bacteria: in this
case, it is the bacteria itself that is the resource, and the
evolutionary arms race involves the spreading of the
heterogeneous mobile genetic elements in the bacterial
colony. Strategies allowing plasmids and bacteriophages to
propagate in the bacterial colony involves various
mechanisms that allow spreading from one bacteria to
another.'”® One of these strategies depends on the
presence, in the infectious agents of genetic modules
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encoding a toxin and an antidote. In fact, most toxin/antidote
modules that allow bacteria from a given species to kill other
bacterial species are not encoded by the bacterial
chromosome, but by plasmids that infect the
bacteria.'”®'7"17* As previously mentioned, the toxin is
released by the infected bacteria while the antidote is
retained in the cell. Thus, the first targets of the toxins are
the uninfected neighboring bacteria from the colony. This
strategy allows a dramatic propagation of the plasmid in the
colony, since it couples infection with survival, and induces
the elimination of all uninfected bacteria. Such strategy not
only enforces efficient propagation, it also induces some level
of irreversibility. Indeed, if the plasmid becomes disabled or
destroyed by one of the infected bacteria, or if some daughter
cell escapes receiving the plasmid from her mother cell, these
‘cured’ bacteria, that cannot anymore synthesize the antidote,
will be killed by the neighboring infected bacteria that still
release the toxin. Thus, whatever subsequent advantage the
plasmid encoded toxin/antidote module may confer to the
colony, such as an edge in interbacterial species competition,
the first reason for their persistence is that the colony, as a
whole, has become ‘addicted’ to their expression.

But there are still more extreme forms of plasmid-
mediated addiction strategies. They do not function in a
paracrine manner, at the level of the colony, by setting a
process of death ‘from without’; rather, they function in an
autocrine manner, at the level of each bacterium, by setting
a process of death ‘from within’ that shares striking
similarities with programmed cell death.

On ‘addiction modules’ as genetic programs controlling death
‘from within’  An extreme plasmid or virus strategy relies on
mechanisms enforcing the bacterial retention of the infectious
agent by setting up the obligate death ‘from within’ of any
bacteria that will inactivate or reject it. Several plasmids
achieve this by encoding both a toxin and an antidote. There
are various forms of toxins and antidotes involved, but they all
share two similar features: firstly, neither the toxin nor the
antidote are secreted by the infected cell; secondly, the toxins
are stable and long-lived, the antidotes are unstable and
short-lived.'”%171:178 Fgllowing infection, the bacteria
continuously expresses the plasmid gene that encodes the
toxin and the plasmid gene that encodes the antidote. If the
plasmid becomes disabled or rejected, or if some of the
daughter cells of the infected bacteria escape receiving the
plasmid from their mother cell, both the toxin and the antidote
stop being synthesized in the ‘cured’ cell. Since the half life of
the toxin exceeds that of the antidote, this will lead to the
obligate and programmed death of the ‘cured’ cell.

The exogenous genetic modules that encode this family
of toxins and antidotes have been called ‘addiction
modules’, because each bacteria, once infected, becomes
individually addicted to the continuous presence and
expression of the infectious genetic elements. The death
process that is triggered by the inactivation or loss of these
addiction modules has been called ‘post-segregational
killing’, because all plasmid-free bacterial segregants are
condemned to die. Although the addiction modules are of
foreign origin and are not encoded by the bacterial
chromosomes, they endow the infected bacteria cell with



a genetic program allowing the induction of a process of
death ‘from within’, that may be considered as a regulated
form of self-destruction.

‘Self, in this case, however, refers to a symbiont, a
chimera, a new community made up by the bacteria and
the plasmid. The usual view of symbiosis is that of a
cooperation process, whereby the merging provides mutual
benefits to the partners. Here we see that a symbiosis can
be achieved in a different and more radical way, by
coupling separation with obligate death. And it is possible
to see some similarities between this ‘addictive’ symbiotic
process and the process we call ‘programmed cell death’.
Indeed, this addiction-regulated death process is a ‘default’
pathway involved in a form of ‘social’ control of survival and
death, that does not operate between different cells at the
level of a colony, but more simply between a cell and an
infectious agent, at the level of a given infected cell.

What is the nature of the toxins and antidotes encoded
by the addiction modules, and how is their respective half-
life determined? All toxins are long-lived proteins; antidotes
come in two kinds. The first kind of antidotes are labile
antisense RNA of short half-life, that block the translation of
the toxin encoding RNA, as exemplified by the Hok/Sok
module, in which the Hok toxin protein induces lethal
membrane depolarization, and the Sok antisense RNA
prevents translation of the Hok encoding RNA.'"2178 Most
known antidotes, however, are proteins. Some antidotes
are methylases, that protect DNA against direct fragmenta-
tion by the type ll-restriction enzyme toxins; other antidotes
act by protecting DNA against indirect damage induced by
the toxin (through the modulation of the activity of enzymes
such as DNA gyrases), as exemplified by the CcdB/CcdA
addiction modules or by the Kid-PemK/Kis-Pem1 addiction
modules.’®'7" In all these models in which the interaction
of the toxins and the antidotes occur at a protein/protein
level (including the ParE/ParD and the Doc/Phd addiction
modules), the reason why the antidote protein has a shorter
half-life than the toxin protein is that the antidote is cleaved
by a protease. Surprisingly, in all the known models, the
protease is not encoded by the plasmid, but the plasmid
addiction module relies on constitutively expressed bacter-
ial chromosomal-encoded proteases, which include the
Lon- or the ClpP-ATP-dependent serine proteases.'”®
Thus, the efficiency of the addiction module depends on
a form of enforced cooperation, inside a given bacterium,
between gene products expressed by the infectious agents
and gene products constitutively expressed by the bacterial
chromosome.

The reason why these bacterial serine proteases are
constitutively expressed in the bacterial targets of the
plasmid is that they appear to perform essential roles in
bacterial survival, that will lead to the counterselection of
protease loss of function mutants that may have otherwise
escaped plasmid addiction. In some bacterial species,
some of these essential roles performed by the Lon and
ClpP proteases have been uncovered. For example, they
are required for bacterial cell division to proceed, through
the temporally regulated proteolysis of methylases required
to duplicate chromosomal DNA; as well as for bacterial cell-
cycle regulation, through proteolysis of the cell cycle
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regulator SulA in adverse environmental conditions that
lead to DNA damage and/or to the induction of an SOS-
stress response.'””

Because it seems obvious, when thinking of pro-
grammed cell death in multicellular organisms, to consider
self-destruction as an ‘altruistic’ cell behavior, the question
of the nature of the evolutionary constraints that may have
led to the selection of the genetic modules allowing
programmed cell death has been equated with the question
of the nature of the evolutionary constraint that may have
favored the selection of ‘altruistic’ cell behavior.®'7:18:3%
63192 Through a radical change in perspective, we have
now seen that the emergence of programmed cell death
can be envisioned as resulting from a selective spreading
advantage conferred by genetic modules regulating cell
death and survival to the genomes able to express them. In
this context, plasmid-encoded toxin/antidote modules can
be seen as genetic modules that allow the propagation of
the plasmid that encodes them. Such modules may induce
death in an autocrine way, as do the ‘addiction modules’; or
they can induce death in a paracrine way, as do the
modules involved in inter-bacteria species killing. In both
instances, they enforce the propagation of these genetic
modules by inducing the elimination of the bacterial cells
that do not express them.

Such toxin/antidote modules, by coupling the survival of
the infectious genome to that of the bacterial genome, may
have provided several selective advantages to the infected
bacterial cell colony: in addition to an edge in interbacterial
species competition, as previously mentioned, they may
have provided bacteria with defense mechanisms against
supetrinfection by other plasmids or bacteriophages.'”® It is
easy to see how such strategies can be combined in
diverse and increasingly complex manners. But overall it is
important to realize that whether toxin/antidote modules
provide selective advantages to the bacterial cell that
expresses them, whether they provide no selective
advantage at all, or whether they are detrimental to the
cell that carries them, the basic reason for which they
propagate is, once again, that they are addictive.

Natural selection can favor the propagation of given genes
for the sole reason that they are successful at propagating
themselves, while being of no advantage, or sometimes while
even being detrimental, to the fitness of the organisms that
carry them. Such genes have been called ‘selfish genes’.”®~
181 It is interesting to think that the genetic modules that are
now involved in the regulation of what we call ‘altruistic’
regulated programmed cell death may have initially emerged
and become selected as ‘selfish genetic modules’, for the
sole reason that encoding an executioner and an inhibitor of
the executioner just made them good at propagating
themselves.'® Is there any evidence for such an evolu-
tionary scenario? Is there any indication that such ‘selfish’
toxin/antidote addiction modules may have subsequently
become selected by bacterial cells and recruited into an
‘altruistic’ form of programmed cell death?

Towards the emergence of programmed cell death: ‘self
addiction’ modules and regulated self-destruction A
bacterial chromosome-encoded addiction module has been
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discovered in Escherichia coli.'®® This genetic module, that is
not associated with any other plasmid gene, encodes the
long-lived stable toxin MazF, that induces DNA damage, and
the short-lived antidote MazE, that counteracts the toxin. The
MazE protein antidote is short-lived because it is constantly
cleaved by the constitutively expressed bacterial ClpP ATP-
dependent serine protease. In appropriate environmental
conditions, the MazF toxin, the MazE antidote and the ClpP
proteins are constitutively expressed, leading to a constant de
novo synthesis of the toxin, and to a constant de novo
synthesis and cleavage of the antidote, a dynamic equilibrium
that allows bacterial survival. In adverse environmental
conditions, such as nutrient shortage, intracellular signaling,
in particular an increase in 3',5-bispyrophosphate, leads to
the inhibition of the MazE/MazF operon: both the MazE and
MazF proteins stop being synthesized. The CIpP protease
continues to be expressed, the residual MazE antidote
continues to be cleaved, and bacterial self-destruction
occurs, as a consequence of MazF toxin-mediated
irreversible DNA damage.'®®

This finding is consistent with a multistep scenario for the
evolutionary emergence of programmed cell death,’' in
which infectious ‘selfish’ gene modules encoding a toxin and
an antidote become at some time points integrated at the
bacterial chromosomal level. Accordingly, the transfer into
the bacterial chromosome of the plasmid ‘addiction’ genetic
module encoding the toxin and the antidote may have
represented one of the means that allowed bacteria that
subsequently rejected the plasmid to become ‘cured’ while
avoiding death. Such cured bacteria were then probably
condemned to continuously express the toxin and the
antidote, a form of ‘program’ whose sole function was to
enforce the maintenance of these two ‘selfish’ genes now
encoded by the bacterial chromosome. At some subsequent
time points, the emergence of a regulation of the expression
of these ‘selfish genes’ in response to extracellular signaling
may have allowed their use as inducers of cell death in
adverse environmental conditions. Such ‘altruistic’ regulated
use of programmed cell death may have provided selective
advantages to the bacterial colony by allowing, in starving
conditions, the survival of a part of the cell population at the
expense of the rapid dismissal of others. Such a self-
destruction process does not only provide the surviving cells
with a greater share in the available external resources, but
also with the additional nutrients represented by the dying
cells. The ‘selfish’ addiction module has now become an
integrated part of the genome of the bacterial colony and has
become involved in a form of ‘altruistic’ regulation of cell
survival and cell death that strongly resembles programmed
cell death.83

Interestingly, this form of programmed cell death in
bacteria shares another feature with programmed death in
cells from multicellular organisms: it is a ‘default’ pathway.
Because the bacterial cells constitutively express the
executioner protein allowing induction of cell suicide, cell
survival constantly depends on the expression of a
dominant but short-lived antidote protein that prevents
activation of the executioner. This programmed cell death
module acts in fact as a ‘self-addiction module’: once it has
begun to be expressed, cells can only survive by continuing
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expressing it. Accordingly, a surprising view of programmed
cell death emerges when one fully realizes that it is not the
expression of the programmed cell death module that
induces cell suicide, but its repression; self-destruction in
Escherichia coli is a phenotype that results from the
regulated repression (in response to environmental signals)
of a self-addiction genetic module encoding a toxin and an
antidote. But the coupling of such a repression of the
addiction module to given exogenous signals could have
become selected only if it allowed the concomitant survival
of at least some members of the colony. In other words,
such a program has to be socially regulated at the level of
the colony population in order not to lead to the
indiscriminate self-destruction of all the bacterial cells in
response to adverse environmental conditions. How may
such a decision become integrated at the level of the
bacterial colony? How may bacteria decide, at a single-cell
level, when to die and when to survive?

How to decide when to die: On quorum sensing and cell
differentiation in bacterial colonies Although this is often
neglected, the ability to differentiate is a feature of most, if not
all, single-celled organisms, including prokaryotes. In
bacteria, as in single-celled eukaryotes, coordinated
changes in gene expression lead to changes in cell cycle
regulation, in morphology, and in intercellular
signaling.’®®'84-187 gGtriking aspects of differentiation in
bacteria include fruiting body formation in Myxobacteria,
light production in luminescent Vibrios, spore formation in
Myxobacteria, Streptomyces and Bacilli; and asymmetric cell
division in Bacillus subtilis and Caulobacter crescentus.
Several other forms of differentiation have been described in
bacteria, including the SOS stress and repair response, and
the formation of biofilms that constitute complex multicellular
communities.'®® One of the most ubiquitous environmental
signals that trigger differentiation in bacteria is nutrient
shortage.'”"184-186 |n appropriate environmental
conditions, bacteria undergo exponential vegetative growth.
Upon nutrient shortage, a developmental program is triggered
in most bacteria species, that leads to the concomitant
induction of cell differentiation in a part of the population, and
of cell death in the rest of the colony. In Myxobacteria,
Streptomyces and Bacilli, nutrient shortage induces the
terminal differentiation, followed by the death, of a part of
the cells from the colony; these terminally differentiated cells
helping the other part of the cells from the colony to
differentiate into long-lived non-cycling and highly resistant
spores.173’184’186

Although environmental changes represent the initial and
necessary trigger for the complex set of modifications that
will lead to this process of alternate and complementary
differentiation, the environmental signals by themselves are
not sufficient: an additional step of intercellular signaling is
required, that will lead to a coordinated set of changes in
gene expression.'®> '8 |n Myxococcus xanthus, for exam-
ple, the decision upon nutrient shortage to either continue
to grow (at a reduced rate) or to trigger a developmental
program that will lead to programmed cell death and
sporulation, depends on two limiting factors: the density of
cells in the bacterial colony, and the density of individual



cells, in that colony, that will respond to the environmental
change. Individual cells respond to nutrient shortage by
expressing genes that allow the synthesis and release of a
given ‘quorum factor’ (a kind of pheromone) that binds
quorum sensors (receptors) that are expressed by each
bacterial cell of the colony and are sensitive to the
concentration of quorum factor present in the environment.
Quorum factor binding induces gene expression only when
a threshold concentration of quorum factor is reached, that
greatly exceeds the quantity of quorum factor that can be
synthesized by any given cell.'® In other words, differ-
entiation results from a collective decision, that depends on
the number and proximity (on the density) of neighbor cells
that have taken the individual decision to favor differentia-
tion. Such a process provides an interesting model for
understanding how important changes that will affect the
future of the whole colony are not taken at the level of any
individual cell, but integrated at the level of the colony. As
most ‘altruistic’ kin interactions, this social behavior is
confronted with subversion by cheating mutants, as
exemplified by the identification of Myxococcus mutants
that contribute more spores and less dying cells when
mixed with wild colonies.'®® But besides the problems
raised by such a competition, a more basic question is this:
how do these collective changes lead to the specification of
alternate cell fates that allow restricting terminal differentia-
tion and self-destruction to only a part of the bacterial
population? | will now argue that there is a striking example
that illustrates how such a complex process can be
achieved.

A model for the resolution of the paradox of self-destruction in
single-celled organisms: asymmetric cell division in Bacillus
subtilis A cell suicide program will become counterselected
unless it is regulated in such a way that the sacrifice of some
individuals in a unicellular colony will benefit (or at least will
not prevent) the survival of other members of the colony. As
mentioned above, a coupling of programmed cell death
regulation to that of cell differentiation and of intercellular
signaling represents one of the essential steps towards such a
solution. But how is this solution achieved? Bacillus subtilis
provides a spectacular and extreme example of how such a
major theoretical problem concerning the evolution of
programmed cell death in unicellular organisms can be
solved.132'19°'191

In favorable environmental conditions, Bacillus subtilis
undergoes vegetative growth through symmetrical cell
division. In adverse environmental conditions, such as
nutrient shortage, Bacillus subtilis undergoes a complex
developmental program whose initiation depends, as men-
tioned above, on cell density and on the concentration of
released quorum factors.'® When initiated, this program
begins with a process of asymmetric cell division. The
septum cannot anymore be positioned at the middle of the
cell (as during vegetative growth) but only closer to one pole
of the developing cell. Cell division, however, is not
completed: the polar septum separates the cells in two
different territories, and the two asymmetric future cells
remain attached one to the other.'8+192:198 The biggest part
of the cell, called the mother cell, will become terminally
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differentiated and will subsequently undergo a form of
programmed death, after having helped the smaller part of
the cell, called the pre-spore cell to become a non
proliferating long-lived spore. In other words, the initiation of
a process of asymmetric cell division allows Bacillus subtilis,
at the level of each single cell, to undergo a developmental
program leading to the emergence of the simplest possible
form of a transient multicellular organism, made up of two
cells that have respectively differentiated into the equivalent
of a somatic cell (the mother cell) and into the equivalent of a
germ cell (the spore). Because each single cell in the colony
becomes the coupling unit, differentiation will obligatorily lead
in the colony to an equal number of self-destructing cells and
of surviving cells. An essential aspect in Bacillus subtilis of
the genetic regulation of cell differentiation that will lead to the
coupling of sporulation and programmed cell death is the
complex intercellular regulation of the expression and
activation of at least four transcription factors, oF to o*.18
The initial step of symmetry breaking (asymmetric division)
will have the important consequence of leading to a different
concentration of proteins in the pre-spore cell and in the
mother cell. Briefly, the higher concentration, in the mother
cell, of proteins such as the SpollE phosphatase will induce
the selective activation of the ¢" transcription factor in the pre-
spore cell."®* Activated 6" from the pre-spore cell will then
lead to the activation of the ¢ factor in the mother cell, that
will in turn activate the ¢© factor in the pre-spore cell; the ¢
factor from the pre-spore cell will then activate the ¢ in the
mother cell; finally, the o factor from the mother cell will lead
to the final differentiation of the pre-spore cell into a spore
cell, and to the expression, in the mother cell, of the cwic
auto1lgsin that will lead to the self-destruction of the mother
cell.'®®

Such a sophisticated temporal and spatial regulation of
gene expression provides a spectacular example of how
the coupling of programmed cell death to intercellular
communication can avoid the death of the whole colony in
adverse environmental conditions, by ensuring that the
sacrifice of one half of the progeny will be coupled to the
survival of the other half of the progeny.

Symmetry breaking and the regulation of programmed cell
death Sporulation occurs only in some bacterial species, but
as previously mentioned, cell differentiation associated with
cell death is a usual response of most bacterial species to
adverse environmental conditions. The view that | have
proposed is that Bacillus subtilis represents an example
(rather than an exception) of the intercellular communication
that may operate (maybe in a more stochastic manner) in
most single-celled organisms, and may allow the breaking of
symmetry required for the coupling of programmed cell death
to survival at the level of the colony."®2"%! The polarization of
initially stochastic symmetry breaking has been proposed as a
crucial process in the emergence of self-organization and
complexity.’®® 197 Accordingly, the view presented here
implies that it is also one of the crucial mechanisms that has
allowed the emergence of an evolutionarily stable form of
programmed cell death.

While asymmetric cell division is an important and
conserved mechanism involved in cell differentiation in
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bacteria and single-celled eukaryotes, it is not
the sole mechanism allowing the breaking of symmetry at
the level of a colony. In the single-celled eukaryote
Dictyostelium discoideum, for example, independently of
the numbers of the cells that have initially aggregated in
response to adverse environmental changes and will
develop a multicellular body, the respective proportions of
cells that will become surviving spores and dying stalk will
be conserved. In contrast to Bacillus subtilis, however, the
numbers of cells that will survive is not equal to the number
of cells that will die, the former representing two-thirds of
the cells, and the latter one-third.2°® And, accordingly, in
contrast to Bacillus subtilis, this two-thirds/one-third reparti-
tion does not result from the initiation of a process of
asymmetric cell division. It seems that each cell of the
Dictyostelium colony, at the moment it begins to join the
others, has the same initial stochastic probability to become
a dying or a surviving cell. During a few hours, intercellular
signaling, acting on initially random differentiation choices,
seems to achieve a fine tuning of the respective proportion
of future spore and stalk cells, through the release of
molecules that, upon reaching threshold, influence the
differentiation process in neighboring cells.?°® Thus,
Bacillus subtilis and Dictyostelium discoideum suggest that
there may be various ways, at the level of a given colony,
to achieve the breaking of symmetry along a line that will
segregate the living from the dying, and to ensure that the
death of a part of the cells will be coupled to the survival of
the rest of the colony. Assessing to what extent the
mechanisms involved in such a ‘social control’ of symmetry
breaking and programmed cell death in single-celled
eukaryotes may be conserved in multicellular organisms
is a fascinating question that remains to be investigated.

In summary, the evolutionary scenario that | have
outlined above suggests a multi-step process for the
emergence of programmed cell death in bacteria. The
most commonly accepted proposal for the origin of the
eukaryote cell — a symbiosis that arose from the capture of
a bacteria by a proto-eukaryote cell?°'2°2 or from a fusion
between an « proteobacteria and an archaebacteria®®® —
suggests the hypothesis that programmed cell death has
undergone a further step of stabilization in the first
eukaryote cell, in which an evolutionary arms race between
two heterogeneous genomes condemned to live together
(the proto-mitochondrial bacteria and the proto-eukaryote
cell), led to a resolution of these genomic conflicts and to
enforced cooperation through a process of reciprocal
addiction, 3132

Symbiosis and the evolution of programmed cell death: the
eukaryote cell, the nucleus and the mitochondria Most
eukaryote cells — from single-celled eukaryote organisms to
multicellular animals and plants — harbor at least two
genomes: the nuclear genome, that contains most of the
cellular genes, and the cytoplasmic organelle genomes, that
are small circular DNAs present in the mitochondria (single-
celled plants and multicellular plants contain an additional
organelle genome, the plastid chloroplast circular
DNA).2%*205 The size of the mitochondrion genome greatly
varies, depending on the organism, from around 16 Kb in
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mammalian cells, to around 80 Kb in the Saccharomyces
cerevisiae yeast and to more than 500 Kb in some
multicellular plants. Numbers of mitochondria per cell also
greatly vary depending on the organism, ranging from a giant
unique mitochondrion kinetoplast in the kinetoplastid
protozoan single-celled eukaryotes, such as the
trypanosomes, to several hundred mitochondria per cell in
several single-celled eukaryotes and in multicellular animals.
Mitochondria play an essential role in eukaryote cells from
single-celled and multicellular organisms: they perform
aerobic metabolism, that allows energy production through
ATP synthesis by a respiratory process that involves an
electron transport chain and a chemiosmotic process. Loss of
mitochondrial function forces cells to rely only on anaerobic
metabolism, which may be lethal in most cells from
multicellular animals (but mature human erythrocytes, that
lack mitochondria, represent an interesting exception) and,
probably, from most single-celled eukaryote (but Giardia and
Microsporidia, that lack mitochondria, represent interesting
exceptions). Each mitochondrion is bound by two highly
specialized membranes that create two separate compart-
ments, the internal matrix space and the intermembrane
space. Mitochondria (as well as chloroplasts) have several
striking features: (i) they are not made de novo by the cell, but
always arise by growth and division of preexisting
mitochondria; (ii) in organisms endowed with sexual
reproduction, such as yeast and multicellular animals,
mitochondrial genes show a non-Mendelian (or cytoplasmic)
inheritance pattern, with biased uniparental maternal
inheritance in multicellular animals; (iii) the mitochondrial
DNA organization, as well as the transcription and translation
apparatus involved in mitochondrial protein synthesis, are
very different from those of the nuclear genes; finally (iv) the
mitochondrial genome from most organisms is devoid of
introns, the fidelity of mitochondrial DNA replication is lower
than that of the nuclear genome, and there are even some
differences between the mitochondrial genetic code and the
so-called ‘universal’ genetic code.

All these features strongly suggest that mitochondria are
of ancient bacterial origin, and support the hypothesis that
mitochondria arose from symbiosis between bacteria able
to perform aerobic metabolism and ancestors of eukaryote
cells.2"=293 According to this hypothesis, eukaryote cell
ancestors were initially anaerobic single-celled organisms
without mitochondria that may, as many present day
archaebacteria, have used H, as their sole source of
energy (ATP), and either CO,, methylamine, formic acid or
acetate as their sole carbon source.?°®2°¢ Around two
billion years ago, significant amounts of oxygen are
believed to have entered the earth’s atmosphere, as a
consequence of the metabolism of oxygen-producing
photosynthetic cyanobacteria. The endosymbiont hypoth-
esis postulates that the anaerobic ancestors of eukaryote
cells then acquired mitochondria through the capture of
bacteria of «-proteobacterial origin that possessed oxidative
phosphorylation systems that became subverted by the
eukaryote cell for aerobic metabolism.2°"292 |nteresting
variations have been recently proposed on this scenario,
but they do not change most of the basic implications of the
endosymbiont hypothesis.20%-29¢



On ‘addiction’ in the eukaryote cell Present day
mitochondria and eukaryotic cells are condemned to live
together, and this symbiotic equilibrium is usually viewed as a
consequence of a mutual cooperation process between the
ancestors of the eukaryotic cells and the aerobic bacteria they
captured. But an alternate view, that may be more
appropriate, is to consider that such enforced cooperation
equilibrium rather results from the stabilization of an initial
host/pathogen conflict. Indeed, there are still several
examples, in various organisms, of intracellular bacteria
using eukaryote cells as an appropriate environment for
their ‘selfish’ propagation. This is true of some of the
pathogenic bacteria,such as Ricketsia, Listeria and
Schigella, that invade mammals and replicate in their cells
by subverting host cell signaling processes.2°” But there are
also more complex ways in which bacteria subvert eukaryotic
organisms. In several crustaceous species and insect
Hymenoptera species, bacteria such as Wolbachia are able
to infect oocysts and to persist in these cells without killing
them, resulting in a complex host/parasite equilibrium that can
lead either to changes in the phenotypic sex of the infected
organism, to male sterility, or to a complex process of
speciation through the prevention of mating between organ-
isms which are infected by different bacterial strains.2°8:2%°
Striking and complex interactions with bacteria can also occur
in single-celled eukaryote organisms. First, the amoebae
palomyxa palustris, one of the rare single-celled eukaryotes
that lack mitochondria, is a symbiont that contains aerobic
bacteria in its cytoplasm; and it is these bacteria that perform
the respiratory activity required for the aerobic metabolism of
the amoebae.2®* Second, a bacterial infection of laboratory
cultures of amoebae has been reported to lead to the
emergence of an endosymbiotic association, in which
several thousands of bacteria reproduce in the cytoplasm of
each amoebae cell: the amoebae have become dependent on
the existence of the bacteria in their cytoplasm, and die if one
achieves selective killing of the bacteria.?'® Additional
unpublished preliminary results from Doug Green (LIAI, La
Jolla, CA, USA) (personal communication) on the
mechanisms involved in amoebae/bacteria interaction are
consistent with the idea that the bacteria may behave as an
addiction module for the single-celled eukaryotes they
colonize. If these situations are to be considered as
examples of intermediate evolutionary steps towards
endosymbiosis, they strongly suggest that the evolution of
the present day eukaryote cell may have resulted as much
from an initial bacterial manipulation of their host, than from
the opposite situation.

In present day mitochondriated eukaryotes, most of the
genes encoding mitochondrial proteins are located in the
cell nucleus and seem therefore to have been progressively
transferred from the mitochondrial genome to the nuclear
genome.?" In mammalian cells, around a hundred nuclear
genes of apparent mitochondrial origin encode around a
hundred proteins, that include mitochondrial DNA and RNA
polymerases, RNA processing enzymes, ribosomal proteins
(reviewed in2°*2%%)  These proteins are synthesized on
cytoplasmic ribosomes, and are then imported into the
organelle. Once they have been synthesized and imported
into the mitochondria, these proteins are believed never to
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leave the mitochondria, at least as long as the cell survives.
Interestingly, the transfer to the nucleus of the whole
mitochondrial genome may have been rendered impossible
at some time point by changes in the mitochondrial genetic
code that may have prevented the transcription and
translation of these mitochondrial genes from the nucleus.
Such complex interactions may be better understood if
considered in the context of a conflict resulting in an
addictive form of enforced endosymbiosis, similar to the
addictive enforced endosymbiosis between plasmids and
bacteria that | have previously discussed. On the one hand,
eukaryotic cells from most organisms are condemned to
retain mitochondria, since they have become dependent on
aerobic mitochondrial respiratory metabolism; on the other
hand, mitochondria cannot leave the cell since most of the
proteins that constitute them have become encoded by
nuclear genes. Thus the eukaryote cell may be seen as a
result of a complex ‘evolutionary arms race’ between a host
and a pathogen, that became somehow frozen, at a given
time point, into a state of enforced cooperation whose sole
alternative is the self-destruction of the endosymbiont.

The actual outcome of such an ancient evolutionary
battle, the present day eukaryote cell, may result from a
process of reciprocal addiction between the host and its
former pathogen, whereby the survival of the cell depends
on the homeostasis and presence of the mitochondria, and
the survival of the mitochondria on the homeostasis and
presence of the cell.'®® This evolutionary view provides an
interesting framework for considering the findings indicating
that an important part of programmed cell death regulation
in mammalians occurs at the mitochondria/cytoplasm
interface; and that this regulation involves gene products
that share some unexpected features with bacterial gene
products, such as bacterial toxins.

On the involvement of bacteria-related tools in the control of
programmed cell death at the mitochondrial/cytoplasmic
interface As previously mentioned, many pro-apoptotic
stimuli leading, in mammalian cells, to the executionary
phase of programmed cell death seem to require the induction
of mitochondrial outer membrane permeabilization that allow
the release into the cytosol of proteins that are normally kept
sequestered in the mitochondria intermembrane space, such
as cytochrome ¢, Smac/Diablo, procaspases, AlF,
endonuclease G, and Omi/HtrA2.19:20:81-83,85.212 Tpiqg
mitochondrial step seems under the control of the binding to
the mitochondrial outermembrane of the Bcl-2 and Bax
protein family members that possess a carboxyterminal
transmembrane insertion domain.

While the precise binding site of the Bcl-2/Bax proteins
on the mitochondrial outer membrane remains controver-
sial, as well as the mechanisms allowing them to regulate
outermembrane permeability,322'2 the mitochondria appear
to be a locus of clustering of several of the main players in
the execution and regulation of programmed cell death.

Interestingly, all these players, whether located inside
the mitochondria or on its outer surface, are encoded by
nuclear genes, and none by mitochondrial genes. This is
consistent with previous findings that the mitochondrial
DNA contained in the organelle is neither required for the
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induction of the effector phase of programmed cell death,
nor for its prevention by the bcl-2 gene product,?'® a finding
that was initially interpreted as suggesting the possibility
that mitochondria may not be involved in the regulation of
programmed cell death.

The genes encoding cytochrome ¢, AIF, endonuclease
G, and Omi/HtrA2 (as most genes encoding mitochondrial
proteins) are located in the cell nucleus, are highly
conserved in eukaryotes, and encode proteins that are
synthesized in the cytosol in their precursor form before
being exported into the mitochondria. Although now located
in the cell nucleus, such genes encoding mitochondrial
proteins have homologues in bacteria and are thus
presumed to be of ancient bacterial origin. On the other
hand, the genes encoding the Bcl-2 family proteins that
participate in the suppression of programmed cell death,
are presumed to be of eukaryote origin. The determination
of the nuclear magnetic resonance and crystal structure of
members of the Bcl-2/Bax family that contain a transmem-
brane pore forming domain, has revealed that these
domains are similar to the membrane translocation domain
of bacterial toxins®'* that also form membrane pores and
induce membrane depolarization, in particular the colicins
and the diphtheria toxin. In other words, the involvement of
an organelle of bacterial origin (the mitochondria) in the
effector phase of programmed cell death is regulated by a
family of genes of apparent eukaryote origin (bcl-2),
through three dimensional features that they share with
bacterial toxins.

These apparently odd features of programmed cell death
regulation may be better understood, as previously
mentioned, when replaced in the perspective of an old
conflict and an ‘evolutionary arms race’ between the
bacterial ancestor of the mitochondria and the ancestors
of the eukaryote cell that led to the emergence of the
present day eukaryote cell.'® The progressive transfer to
the nucleus of the essential mitochondrial genes involved in
the regulation of programmed cell death may have
represented an important step in the emergence of a
regulated participation of the mitochondria in self-destruc-
tion. In this context, the mechanisms by which the
eukaryote cell induces a mitochondrial membrane permea-
bilization may be seen as a mechanism by which the
eukaryote cell triggers self-destruction through the deletion
of an addiction module (the mitochondria), a process that
may mimic, and recapitulate, ancient features of the initial
proto-eukaryote/proto-bacteria interaction.

The view of mitochondria and the eukaryote cell as
‘reciprocal addiction modules’ involved in a symbiotic
partnership can be integrated in a broad evolutionary
continuum that begins with the initial propagation in
bacteria of plasmid toxin/antidote modules as addiction
modules, prior to the additional functional advantages they
may have conferred to the infected cells. This scenario
provides a general framework for the evolution of
programmed cell death that extends from prokaryotes to
single-celled eukaryotes, and from single-celled eukaryotes
to the multicellular animals and plants.®®3"132 |t suggests
that a Red Queen hypothesis of prey/predator co-evolution
may not only account for the diversification of programmed
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cell death (as previously discussed), but also for its very
origin. This scenario raises additional interesting, yet
unanswered questions. For example, some present day
single-celled eukaryotes that lack mitochondria, such as the
diplomonads, parabasalids, microsporidia, and entamoebae
(that include, respectively, the human pathogens Giardia,
Trichomonas vaginalis, Encephalis tozoon and Entamoeba
histolytica) appear to have lost their endosymbiotic
organelle after having transferred several genes of
mitochondrial origin to their nuclear genome.’®%2'" Do
these single-celled eukaryotes have the capacity to self-
destruct, despite their lack of mitochondria organelles?
And, if this is the case, do their nuclear genes of
mitochondrial origin play a role in the regulation of
programmed cell death? Another question concerns plant
cells, that have, in addition to mitochondria, another
endosymbiotic organelle of cyanobacterial origin, the
chloroplast. Do chloroplasts play a role in the regulation
of plant programmed cell death? And since an AP-ATPase,
a metacaspase and a TIR domain have been identified in
cyanobacteria (as in some other bacterial lineages),*® did
plants acquire their putative homologues of the apoptotic
machinery through this endosymbiotic process?

Whatever the answer may be, an interesting aspect of
the multistep scenario outlined above for the evolutionary
origin of programmed cell death is the suggestion that the
‘altruistic’ genetic modules regulating programmed cell
death may have initially emerged from the propagation of
‘selfish’ genetic modules that were selected through their
ability to ‘addict’ the cells that expressed them. It therefore
underlines, as previously mentioned, how difficult it can be
to address the question of ‘why’ programmed cell death is
present in our cells when considering it solely from the
viewpoint of the crucial functional role it now appears to
perform in our cells and body.

On self-destruction as an unavoidable
consequence of self-organization: the
‘original sin’ hypothesis

The scenario that | have outlined above may not be the only
possible one for the evolutionary origin of programmed cell
death. | have proposed an alternative scenario that has at
least three interesting aspects. Firstly, it removes the need to
consider that the sole possible effect of an executioner/
antidote module is to induce or repress cell death. Secondly, it
removes the need for postulating a multistep process in the
emergence and selection of the genetic modules allowing the
regulation of self-destruction. Finally, it removes the need to
consider that there may have been an initial ancestral period
‘before’ programmed cell death, during which the cells lacked
an intrinsic capacity to self-destruct. It postulates that the
origin of the capacity to self-destruct may be as ancient as the
origin of the very first cell 53131:152

The hypothesis | have proposed is that effectors of the
cell survival (cell cycle and cell differentiation) machinery
may have had an intrinsic and ancestral capacity of inducing
the self-destruction of the cell in which they operate.

Accordingly, if effectors of the cell survival machinery
can also be effectors of the self-destruction of the cell in



which they operate, then the requirement for coupling cell
survival to the prevention of self-destruction may be as old
as the origin of the first cell. 53130-132

Until now, we have always considered the executioner/
antidote modules as modules whose sole possible effect, in
other words whose sole possible ‘function’, is to induce or
repress cell death. We will now abandon any preconceived
idea about these executioner/antidote modules. And we will
begin by performing a ‘Gedanken experiment’.

A ‘Gedanken experiment’ in the first living cells: on the
intrinsic dangers of the molecular processes required for
survival s it possible to envision the molecular pathways
and the gene products that participate in cell metabolism, cell
cycle or cell differentiation as potential executioners? Let us
consider, in a putative ancestor cell of the prokaryotes, the
topological manipulations of DNA required for replication,
transcription and recombination; the DNA repair mechanisms
involved in the correction of DNA damage; the cell membrane
repair mechanisms; and the segmentation process of the cell
required for cell division; and let us consider in a putative
nucleated ancestor of the eukaryotic cell, the processes of
rearrangement of chromatin organization, of remodeling or
dissolution of the nuclear membrane, and of chromosomal
migration required for cell division. And in both prokaryote and
eukaryote cells, the regulation of ionic channels, involved in
the control of cell metabolism, volume, density and
permeability. All cellular processes have intrinsic error rates;
and most, if not all, the processes mentioned above involve
enzymatic activities that, if not tightly regulated, have the
intrinsic potential to lead to cell death. If we attempt to
continue this thought experiment in the first living cells, it is
tempting to propose that genes encoding molecular tools
allowing cell metabolism, differentiation, division and repair
could become selected only if they were associated to genes
that encoded inhibitors able to control the activity of the former
by restricting their error rate.

In mammalian cells, numerous gene products involved in
the control of cell cycle and cell differentiation, including
protooncogenes, tumor suppressor genes, cyclins, cyclin-
dependent kinases, have also been shown to participate, at
various levels, in the regulation of programmed cell
death,17:18:20.21.32,122.215.216  gchy inter-relationships be-
tween the regulation of the cell cycle and the regulation
of self-destruction are, however, not restricted to cells from
multicellular organisms, but also exist in single-celled
organisms. Indeed, in yeast, as in mammalian cells, mitotic
catastrophes resulting from the uncoordinated activation of
cyclins have a phenotype similar, or identical, to apopto-
sis;?'72'8 in some bacteria species, the autolysins that are
required for cell division by breaking the peptidoglycan
bacterial wall, can also induce self-destruction in adverse
environmental conditions;?'® and we have seen that the
ATP-dependent serine proteases Lon and Clp are involved
in both the induction of self-destruction and the regulation
of cell cycle in bacteria.

The view | have proposed is that any genetic module
that encodes a potent enzyme, that is both vital and
dangerous, and its inhibitor represents a potential ancestor
of the executioner/antidote modules that may have already
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operated as regulators of cell death and survival in the first
cells. An interesting aspect of this scenario is that it does
not postulate the existence of any real evolutionary
transition between single-celled organisms unable to under-
go regulated self-destruction and single-celled organisms
able to achieve programmed cell death.®®'31:132 Another
interesting aspect is that such an evolutionary scenario for
the origin of programmed cell death accommodates both
the most often proposed phylogenic tree in which
prokaryotes are the ancestors of eukaryotes'20-169.203:220
and one in which both bacteria and eukaryotes diverged
from a common extinct ancestor,'?' or even one in which
bacteria emerged from eukaryote ancestors through a
process of reductive evolution.??’

On the evolution of genetic diversification as a model for the
evolution of programmed cell death | have argued thatin the
context of such an hypothesis, the evolution of programmed
cell death would share similarities with the evolution of genetic
diversification.’™®' The intrinsic inability of a cell to avoid
random genetic mutations and alterations has progressively
led to the concomitant and apparently antagonistic selection
of both the repression of genetic changes, through various
mechanisms of DNA proof reading and repair, and the
amplification of DNA diversification through various mechan-
isms of genetic reassortment including recombination, trans-
formation, conjugation, transduction, and finally sexuality. The
view that an intrinsic inability to avoid random self-destruction
is an ‘original sin’ of the cell — an inherent consequence of cell
metabolism, differentiation, DNA repair, and progression
through the cell cycle — implies that evolution has led to the
concomitant and apparently antagonistic selection of both the
repression and the amplification of the self-destruction
machinery. In other words, such a model implies that
evolution has led to a continuous fine-tuning of the
regulation of self-destruction, rather than to the emergence,
at a given time point, of a cell suicide machinery. Such a
model provides a simple mechanism for the selection of
upstream inhibitors of self-destruction that enhanced the
efficiency of cell metabolism, cell cycle, and cell different-
iation. At the same time, such a model provides a simple
mechanism for the selection of upstream inducers of
programmed cell death that allowed enhanced fitness of the
colony through the rapid dismissal of altered cells, and
provided a selective advantage to the best adapted cells in
adverse environmental conditions. Finally, an early coupling
of both the DNA damage- and mutation-sensing machinery
and the DNA repair and correction machinery to the regulation
of programmed cell death may have exerted a potent
constraint ‘from within’ on random genetic drift. Therefore,
the evolution of programmed cell death and the evolution of
genetic diversification may share more than similarities: they
may have deeply influenced each other from the onset, and
exerted an important constraint on the process of natural
selection.'®2

On the implications of the ‘original sin’ hypothesis If the
capacity to self-destruct represents an unavoidable intrinsic
consequence of the capacity to self-organize, a basic property
of life, then there may exist as many different pathways
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allowing self-destruction as they are allowing the
establishment and maintenance of self-organization.>®'32
Therefore, the ‘original sin’ hypothesis implies that there
should be no ‘bona fide’ genetic death program in our cells,
whose sole possible effect would be to induce or suppress cell
death. Rather, self-destruction would result from various
usages of different gene products that each also participates
in various pathways involved in cell metabolism, cell
differentiation, cell cycle and, more generally, cell
survival.5®131:132 This hypothesis makes at least two
predictions concerning the effectors of self-destruction that
operates in our cells. The first prediction is that there should
not exist a single family of executionary molecules that is both
necessary and sufficient in all instances to induce cell death.
The second one is that there should be no effector involved in
the execution of cell death that does not also participate in
some vital cell function.

Recent findings suggest that these predictions may have
some validity. Firstly, several different death ‘programs’
seem to exist in parallel in our cells, and may operate either
together or separately, depending on the circum-
stances.?®6%222 For example, the proteolytic activity of
the so called ‘executionary’ caspases, once believed to be
an obligate effector step of programmed cell death, while
being important for the induction of the typical phenotypic
modifications that characterize apoptosis, is dispensable in
several instances for the induction and execution of self-
destruction,59:84:94-100223 | some cases, caspases appear
not even to become activated during programmed cell
death.%%°” Whether such more or less apoptotic, or non-
apoptotic, forms of programmed cell death should be
designated as caspase-independent cell death,®’ para-
ptosis,®>® or necrosis, %224 has been debated,®? but such
terminology may still be ambiguous and confusing since
both caspase-dependent cell death with non-apoptotic
(autophagic) phenotypes®?® and caspase-independent cell
death with apoptotic phenotypes®® have been recently
reported. Therefore, rather than terminology, the most
important point may be the realization, the ‘retrorecogni-
tion’, that there is more than one possible phenotype for
programmed cell death,"> %5860 gnd that this may be due
to the existence of several different internally regulated
‘programs’ of self-destruction. Alternative executionary
candidates other than caspases may include members of
different proteinase families,??® reactive oxygen species,®®
and mitochondrial proteins such as AIF, endonuclease G,
and Omi/HtrA2. But, concerning these mitochondrial
proteins, it has been recently reported that in some
instances, cell death may proceed in the absence of
mitochondrial permeabilization.®® And in at least one
human cell type, the mature erythrocyte, a regulated form
of programmed cell death has been reported to occur
despite the absence of mitochondria.?2”?2® Thus, there
seem to be several different potential executioners, none of
which being necessary to cause self-destruction in all
circumstances.

The second paradigmatic shift concerns the initial view
that the sole possible effect of an ‘executioner, once
activated, is to induce cell death. Recent reports indicate
however that, either the mitochondrial release of AIF into
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the cytosol®?® or the proteolytic activation of ‘executionary’
caspases®®® can occur without inducing cell death. More
importantly, the proteolytic activation of ‘executionary’
caspases appears, at least in some circumstances, to be
required for cell differentiation or cell cycle to proceed,?*° 236
implying that so called ‘executioners’ of cell death can also
participate in vital functions. Thus, after a long quest for the
‘obligate’ and ‘ultimate’ executioner of the ‘death program’,
a new and more complex picture is beginning to emerge,
suggesting a possible interrelationship and interchange
between promiscuous gene products that may participate
both in pathways that are required for cell survival, and in
pathways that are important for cell death. In this respect,
cytochrome ¢, while having never been considered as a
‘bona fide’ executioner, provides an interesting example of
what may be a general rule concerning most, if not all,
effectors of cell death: their capacity to behave as actors of
either life or death depending on the circumstances.
Indeed, when localized inside the mitochondria, cytochrome
¢ plays an important role in cell survival through oxidative
phosphorylation, ATP production and energy production.
Once released from the mitochondria into the cytosol,
however, it participates in the activation of caspases that
may result in cell death. Similarly, when localized inside the
mitochondria, endonuclease G seems to play an important
role in mitochondrial DNA replication,?®” and once released
from the mitochondria, it seems to participate in caspase-
independent cell death.8® Also, the cytoplasmic dynamin-
related Drp1 protein, that may participate in the mitochon-
dria fission process that allows mitochondrial replication,
has been recently reported to also induce mitochondria
fragmentation during programmed cell death induction.?3®
But we might even attempt to go one step further. Is it
possible, for example, that the intracytosolic release of
mitochondria proteins, such as AIF, when not inducing cell
death,22° may also participate in some vital cell function, as
do activated ‘executionary’ caspases? As mentioned
above, an extreme implication of the view presented here
is that there is no such thing as a bona fide genetic ‘death
program’ in our cells. Rather, self-destruction only repre-
sents one of the various phenotypes that cells can achieve
by using genetic information involved in their ‘life program’.
While such a view may seem to only raise theoretical
questions, it also has obvious therapeutic implications.
Firstly, if there are indeed several different self-destruction
pathways, the targeting of a given effector for inhibition may
not be sufficient to prevent unwanted pathological cell
death in all circumstances, and selective, adapted,
therapeutic approaches will be required. Secondly, since
inhibition of a given effector, when not preventing cell
death, may change the death phenotype (from apoptotic to
necrotic, for example), such a therapeutic manipulation of
the cell death phenotype may either lead to deleterious
effects or provide new opportunities concerning the
modulation of inflammation, autoimmunity and effector
immune responses to infectious or tumor antigens. Finally,
if effectors of self-destruction also participate in vital cell
functions, the therapeutic activation or inhibition of a given
effector may not only influence cell death regulation, but
also, depending on the circumstances, cell differentiation



and cell cycle. | believe that the ‘original sin’ hypothesis
provides a useful conceptual framework for further
investigating and addressing this new level of complexity.

The ‘original sin’ hypothesis and the Caenorhabditis elegans
paradigm The nematode Caenorhabditis elegans has
provided the paradigm (i) that a single molecular pathway,
involving a small number of gene products, is both necessary
and sufficient, in all instances, for the induction of cell death,
and (ii) that gene products involved in the regulation of
programmed cell death have no other possible effect than the
induction or repression of programmed cell death. Therefore,
it will come as no surprise that the ‘original sin’ hypothesis
appears not to apply to this model organism.

In Caenorhabditis elegans, genetic mutants with a loss
of function in the ced-3 gene, encoding the Ced-3 caspase,
or in the ced-4 gene, encoding the Ced-4 adaptor protein
required for Ced-3 activation, undergo no developmental
cell death and are therefore born with 131 additional
somatic cells. These additional cells do not show any
obvious defect, consistent with the proposal that Ced-3 and
Ced-4 have no other effect than inducing cell death.®® So,
the Caenorhabditis elegans model suggests that the
evolution of programmed cell death may have begun, at
least in multicellular animals, with the emergence and
selection of a unique ‘bona fide’ genetic death program,
that subsequently became linked to other survival programs
in animals of more recent phylogenic divergence.

But things may not be so simple, for several reasons.
The first one is that it is debated whether Caenorhabditis
elegans truly represent an evolutionary simple ancestral
metazoan, or rather a stripped down version of an initially
more complex multicellular animal ancestor, through a
process of reductive evolution leading to secondary
simplification.?%%2 The second reason is that while devel-
opmentally regulated apoptotic cell death requires Ced-3
expression, regulated pathological non-developmental, non-
apoptotic Ced-3-independent forms of cell death have been
described in several C. elegans mutants,2%°~242 syggesting
the possible existence of alternative executionary path-
ways. Consistent with these findings, overexpression of
CEP-1, the recently identified Caenorhabditis elegans
homologue of the mammalian p53 tumor suppressor
protein®*® induces widespread cell death in ced-3 and
ced-4 loss of function mutants, implying the existence of a
caspase-independent death program. The third reason is
that CEP-1, in contrast to Ced-3 and Ced-4, does not seem
to solely function as an executioner, but to have several
additional properties. Indeed, it may be required for both
DNA damage-induced death and normal meiotic chromo-
some segregation in the germ cells; and also plays a role in
the regulation of the whole animal life span in response to
environmental stress.?*® Finally, the last reason is that the
genetic control of developmental cell death in Caenorhab-
ditis elegans presents us with an apparent paradox.
Caenorhabditis elegans has four genes that have see-
mingly been selected for only one effect: the control of
developmental cell death. But developmental cell death by
itself appears to have no function in Caenorhabditis
elegans. Indeed, the ced-3 or ced-4 loss-of-function
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mutants that have 131 additional somatic cells seem to
have no significant defects. This may be consistent with the
reductive evolution process hypothesis, as mentioned
above. Alternately, it is possible that Ced-3- and Ced-4-
mediated cell death provides some advantages in a wild-
type natural environment that are not detected in a
laboratory environment. But if this is the case, then it is
also possible that additional effects of Ced-3 and Ced-4,
unrelated to cell death induction, may also become
apparent in a wild-type environment. Finally, different
domains of a given protein may be involved in different
(pro-death or pro-survival) effects. To come back to the
example of the effects of cytochrome ¢ in mammalian cells,
the molecular domains that participate in caspase activation
are not the same as those ensuring its crucial role in
mitochondrial respiratory activity.>** Some proteases have
been shown to have important functions, such as
chaperon-like activity, that do not involve their proteolytic
domain and activity,?*® and recent findings suggest that the
presence of a caspase may be required for programmed
cell death in some instances, in the very absence of any
requirement for caspase proteolytic processing and activa-
tion.>® Thus, if the Ced-3 protein performs important
functions other than the execution of programmed cell
death, such additional functions may not obligatorily involve
its caspase proteolytic activity. In this respect, as far as |
know, all ced-3 loss-of-function mutants in Caenorhabditis
elegans studied to date are the consequence of point
mutations (and not of gross insertion or deletion pro-
cesses); therefore, | believe that, in order to assess
whether the Ced-3 caspase in Caenorhabditis elegans
may have effects other than execution of programmed cell
death, that may be independent of their proteolytic activity,
it would be important to perform Ced-3 knock-out experi-
ments and to investigate their phenotype.'®?

For all these reasons, | believe it is too early to decide
whether the Caenorhabditis elegans model may contradict
the ‘original sin’ hypothesis, may simply represent an
exception due to a process of reductive evolution, or may
end up being shown as consistent with the hypothesis.

On the synergistic nature of the ‘addiction’
hypothesis and the ‘original sin’
hypothesis

At this stage, | have discussed two different scenarios for the
potential origin and evolution of programmed cell death in
single-celled organisms: the ‘addiction’ hypothesis and the
‘original sin’ hypothesis. But we are not obliged to choose
between them. We will now see that these two hypotheses are
not antagonistic, but can be seen as complementary and even
synergistic.>% 132

‘From Kkilling others to killing self’ and ‘from killing
self to killing others’

The ‘addiction’ hypothesis postulates that ‘selfish’ genetic
modules encoding killer genes (toxins) and antagonists of the
killer genes (toxin antidotes) have first become selected for
the advantage they may have provided the infectious genetic
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modules themselves in terms of propagation, and subse-
quently for the advantages they provided to the infected cells
encoding them in terms of competition with both other
infectious agents and other cells. When such ‘selfish’ genetic
modules became integrated in the chromosome of bacteria,
they then became selected for the additional evolutionary
advantages provided to the colony by their regulated use in
self-destruction processes that enhanced the fitness of the
colony. In other words, the ‘addiction’ hypothesis postulates
that the ancestors of the executioners involved in pro-
grammed cell death were initially involved in ‘murder’.

On the other hand, the ‘original sin’ hypothesis
postulates that the ancestors of the genetic modules
allowing regulated programmed cell death were already
present at the origin of life, and were encoding effectors
that allowed functions essential to cell survival as well as
repressors that prevented dysregulated activation of these
effectors from inducing the stochastic destruction of the
cell. An implication of the ‘original sin’ hypothesis is that
these genetic modules allowing both the regulation of vital
cellular functions and the regulation of stochastic self-
destruction became subsequently selected in plasmids and
viruses as toxin/antidote modules for the ‘addictive’
advantage they provided these infectious agents. Accord-
ingly, plasmids may have initially acquired their toxin/
antidote addiction module weapons from bacterial chromo-
somal elements rather than the other way around. An
extreme implication of this view is that bacterial antibiotic
toxins such as those involved in membrane permeabiliza-
tion, in DNA fragmentation, or in the modulation of enzyme
activity involved in DNA topological changes (such as DNA
gyrases) may also exert important vital functions other than
killing cells. Whether such toxins may indeed participate
(maybe at lower concentrations than those at which they
induce killing) in cell signaling, DNA repair, DNA topology,
and/or other cell functions is an interesting possibility that
deserves investigation.

In such a framework, the frontier between the ‘addiction’
hypothesis and the ‘original sin’ hypothesis begins to be
blurred, revealing two complementary processes with
several shared features able to reinforce each other during
evolution.>®*'32 Such a view may become even clearer
when we attempt to further consider the respective notions
of self-destruction and of murder in the context of the
ambiguous and heterogeneous nature of the ‘self’.

On the heterogeneous nature of the ‘self’: enforced
cooperation and the evolution towards complexity

The very notion of the ‘self can be seen as heterogeneous at
several levels. A first level of heterogeneity, as we have seen,
derives from the moving frontier between infectious ‘non-self’
genes and the ‘self’ genome. But there are additional layers of
genetic heterogeneity of the ‘self’ that occur independently of
any infectious or horizontal propagation of genes: they are the
consequence of genetic mutations. A first level of this
heterogeneity can be seen at the level of the cell colony:
genetic mutants arise constantly and the mutant genes
express themselves on the background of the ‘former self’
genome. Therefore, at the level of the colony, the ‘self will be
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constantly redefined as the equilibrium between cells
expressing the ‘former self’ and cells expressing a ‘new self’.
At the level of each mutant cell itself, the ‘self’ will also be
constantly redefined as the equilibrium between the mutant
genes, the ‘new self’, and the rest of the genome, the ‘former
self’. But there is another level of heterogeneity. The
chromosomal genome is made of a congregation of genes
that propagate if, and when, the proteins they encode achieve
the minimal degree of cooperation that allows the survival of
the cells that harbor them. In principle, the propagation of a
given genome results from selective advantages that such a
cooperation provides to the cells that harbor it. As we have
previously seen, however, ‘selfish genes’ can be successful at
propagating themselves without providing any advantage to
the cells that express them, and even more surprisingly, for
the paradoxical reason that they can be detrimental to the
cells that carry them.'”®:180:182 A5 e have also seen, genetic
modules encoding executioners and protectors may be
successful at propagating themselves for the sole reason
that they counterselect any cell progeny that will achieve
inactivating them. In this context, the destruction of a progeny
can be seen either as a process of ‘self-destruction’ (these
genetic modules are part of ‘the self genome) or as murder
(these genetic modules are inducing death when the cell has
excluded this module from ‘the self’). In summary, each cell
can be viewed as a heterogeneous environment involving
both competition and cooperation between different genetic
modules in a given genome; and each colony of single-celled
organisms as an environment involving both competition and
cooperation between different cells harboring similar or
mutant genomes.

In such a ‘symbiotic’ context of constantly evolving
genetic equilibrium, distinctions between the ‘self and the
‘non-self’, between ‘altruism’ and ‘selfishness’, and between
‘self-destruction’ and ‘murder’ become difficult to
make.?®'32 |n such a context, we begin to perceive that
the ‘addiction’ hypothesis and the ‘original sin’ hypothesis
may represent two different ways to look at a single
process. By coupling cell survival to the nature of
interactions between different gene products in a given
cell, and to the nature of interactions between different cells
in a given colony, the modules allowing both regulated self-
organization and self-destruction that become selected in
prokaryotes and in eukaryotes led to multiple variations on
the theme of enforced cooperation. | believe that this is the
main reason why the regulation of premature cell death
may have represented, since the emergence of the first
cell, one of the driving force in the evolution of life towards
complexity. And | believe that this is also the main reason
for the recent surprising findings that several death
‘programs’ may exist in parallel in our cells, and that the
gene products and molecular pathways that participate in
premature cell death may also play a crucial role in cell
survival.

Deciphering these ancient and intricate relationships
between the regulation of cell survival, cell renewal and cell
death, and understanding to what extent these processes
may be selectively modulated by therapeutic intervention
will probably represent one of the new frontiers of biology
and medicine in this century.
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