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L I N K  TO  A U T H O R ’ S  R E P LY

In their excellent article, Button et al. (Power 
failure: why small sample size undermines 
the reliability of neuroscience. Nature Rev. 
Neurosci. 14, 365–376 (2013))1 go a long way 
towards identifying the solution to the cri-
sis in neuroscience null hypothesis testing. 
However, although null hypothesis testing as 
originally conceived (and as is still used in 
applied research) is a powerful tool for deci-
sion-making, the problem is that in much of 
science, null hypothesis testing is no longer 
performed in the original manner.

In applied research, an effect size is speci-
fied in advance and defines a threshold for 
decision-making. Power analyses of a specific 
desired effect size may then be carried out 
before an experiment in which a null hypoth-
esis is tested against an alternative hypothesis 
that is based on this desired effect size. As 
a result, hypotheses in applied research are 
highly testable. By contrast, in much of sci-
ence, the alternative hypothesis is left open, 
with the only effect size under consideration 
being the one estimated from the data, so 
there is no standard upon which to com-
pare this measured effect size, and therefore 
no hard basis for decision-making. In null 
hypothesis testing, any effect — no matter 
how small — may end up being statistically 
significant if enough replicates are used2,3. 

This means that the vague ‘open’ hypotheses 
of much of neuroscience are barely testable, 
as more replicates could always be added and 
more subtle effects searched for.

Although the advice to increase sample 
sizes and statistical power is sound, when 
combined with the notion that neurosci-
entists should search for ever more subtle 
effects, following this advice would mean 
that hypotheses in neuroscience become 
virtually untestable. If we fail to find a 10% 
effect, then we can always fall back on the 
possibility that with increased power, we 
might detect a 1% effect or 0.1% effect ad 
infinitum. Therefore, the advice may ulti-
mately do little to restrain the proliferation 
of poorly testable (that is, hard-to-refute) 
hypotheses.

The only way to resolve this dilemma 
while retaining the advantages of traditional 
null hypothesis testing is to be specific 
about the theoretical predictions that our 
experiments are designed to test4. Whether 
the alternative hypothesis is designed to test 
for a subtle or strong effect depends entirely 
on the theory and problem under investiga-
tion. For some theories, only strong effects 
are relevant, but for others, subtle effects 
may be meaningful. If instead neuroscience 
becomes a needle-in-a-haystack search 

for ever more subtle effects irrespective 
of the presence of an explanatory theory, 
then neuroscience could degenerate into 
explanationless collections of observa-
tions — that is, mere ‘stamp collecting’. The 
observations will be the fruit of virtually 
untestable hypotheses. These hypotheses 
will be retained if they are below a threshold 
for statistical significance — in the hope 
of detecting increasingly subtle effects — 
but sanctioned by a spurious statistical 
significance if this open-ended search for 
ever more subtle levels of effect lead to a 
type I error.

The solution to the problem is to 
increase discipline not only in analysis 
and experimental design but also in relat-
ing experiments to explanatory theory5. 
Much current practice instead seems to 
be an open-ended search for associations, 
reminiscent of old-style inductionism while 
superficially following the conventions of 
hypothetico-deductivism.
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