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Two empirical studies examined need for recovery (i.e., a person’s desire to be temporarily relieved from
demands in order to restore his or her resources) as a mediator in the relationship between poor job
characteristics (high job demands, low job control) and high off-job demands, on the one hand, and
fatigue and poor individual well-being, on the other hand. Multilevel data from a daily survey study in
the health service sector (Study 1) showed that high job demands, low job control, and unfavorable
off-job activities predicted a high need for recovery. Need for recovery in turn was negatively related to
individual well-being. A large-scale survey with a representative sample of the Dutch working population
(Study 2) confirmed these findings for fatigue. In both studies, need for recovery mediated the effects of
job characteristics and off-job activities on fatigue and poor well-being, respectively.
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Most psychological research on health and well-being has fo-
cused on the negative effects of stressors on health. However, the
process of recovering from stressors is equally important and is
increasingly getting more attention (Kuiper, van der Beek, &
Meijman, 1998; Steptoe, Lundwall, & Cropley, 2000). Respite
experiences and recovery processes have a positive effect on
individual well-being (Etzion, Eden, & Lapidot, 1998; Westman &
Eden, 1997; Westman & Etzion, 2001) and on work engagement
and proactive work behavior (Sonnentag, 2003). Moreover, several
researchers have referred to lack of recovery when explaining why
work stressors translate into poor well-being and health problems
(Geurts, Kompier, Roxburgh, & Houtman, 2003; Meijman &
Mulder, 1998; Sluiter, van der Beek, & Frings-Dresen, 1999).
Specifically, empirical research has shown that need for recovery
(i.e., a person’s desire for being—temporarily—relieved from ex-
posure to stressors in order to replenish his or her resources) is a
strong predictor of impaired well-being (Sluiter et al., 1999) and
high employee turnover (de Croon, Sluiter, Blonk, Broersen, &
Frings-Dresen, 2004).

Job characteristics impact on a person’s need for recovery (de
Croon et al., 2004; Sluiter, Frings-Dresen, van der Beek, & Meij-
man, 2001; Sluiter et al., 1999). In this article, we extend the
research on need for recovery and argue that not only factors
stemming from one’s job but also off-job experiences predict an
individual’s need for recovery and—in turn—individual strain
reactions. In two empirical studies we examine the joint effects of
job characteristics and off-job experiences on individuals’ need for
recovery, fatigue, and well-being. Moreover, we argue that need
for recovery mediates the effects of job characteristics and off-job
experiences on feelings of fatigue and well-being.

The Concept of Need for Recovery

Exposure to demands means that activity is required and that
effort has to be expended in order to meet those demands. Effort
expenditure draws on an individual’s resources (Hockey, 1996;
Zijlstra, 1996) and may lead to depletion of resources. The more
demanding the situation, the higher (or longer lasting) the required
level of activity, and the more resources will be consumed. This
effort expenditure results in fatigue and is noticeable in physio-
logical responses and in disturbances of mood (Meijman, 1991).
Continuous depletion of resources will lead to negative load ef-
fects (e.g., fatigue) and, ultimately, in the absence of recovery, to
exhaustion, losses of function, and physical and mental impair-
ment. Exhaustion of resources can have negative consequences for
an individual’s health and well-being (Maslach, Schaufeli, &
Leiter, 2001). To prevent exhaustion of their resources, individuals
need to regulate their effort expenditure. An important aspect of
such regulation is that from time to time people have to replenish
their resources, for example, by taking a break, that is, by being—
temporarily—relieved from the demands imposed on them (Meij-
man, 1991; Meijman & Mulder, 1998). Under normal conditions,
psychobiological systems return to baseline levels when stressors
are absent. During this process of unwinding—also known as
recovery—the organism returns to prestressor levels of function-
ing, and the prestressor homeostasis of physiological and psycho-
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logical systems is restored (Craig & Cooper, 1992; Linden, Earle,
Gerin, & Christenfeld, 1997). Typically, this process takes place in
the after-work period, usually the evening. Empirical evidence
suggests that the more intensive the working day has been, the
longer it takes to unwind in the evening (Frankenhauser, 1981;
Meijman, Mulder, Van Dormolen, & Cremer, 1992; Totterdell,
Spelten, Smith, Barton, & Folkard, 1995). The effects of intensive
working days are still observable the following morning, as was
demonstrated in a field experiment in which the intensity of the
working day was manipulated (Meijman et al., 1992). People with
intensive working days had more difficulty unwinding in the
evening and had higher levels of adrenaline excretion at 10 p.m.
The next morning, these people reported more sleep complaints
and higher levels of fatigue and lower well-being than did other
groups. Evidently, the recovery process had not been completed.

Fatigue and recovery are related concepts, but they are not
identical: Fatigue is the state that results from being active in order
to deal with the work demands, and recovery is the process of
replenishing depleted resources or rebalancing suboptimal sys-
tems. When fatigue builds up, people feel a sense of urgency to
take a break from the demands. This sense of urgency refers to the
need for recovery that people feel. For physical activities, such as
running, this is quite obvious: When people get tired, they want to
stop running and take a rest. Also, mentally demanding activities
can make people long to have a break, implying a need to stop
thinking about the task at hand.

Need for recovery is conceived as a conscious emotional state
characterized by a temporal reluctance to continue with the present
demands or to accept new demands. It is associated with a wish for
low baseline activity (Craig & Cooper, 1992) and with the expec-
tation that such a break is necessary in order to be able and willing
to confront future demands. Need for recovery refers to a very
early stage of a long-term strain process. Jansen, Kant, and van den
Brandt (2002) described need for recovery as a “precursor of
prolonged fatigue or psychological distress” (p. 324). There is
empirical evidence that need for recovery and fatigue are dis-
tinct—although related—concepts (Jansen et al., 2002). Typically,
need for recovery is experienced as “feelings of ‘wanting to be left
in peace for a while,’ or ‘wanting to lay down for a while’” (Sluiter
et al., 2001, p. 29). In everyday situations, individuals express their
need for recovery as a desire “to recharge the batteries.” Thus, the
availability of time and the opportunity to evade particular de-
mands are essential components of the need for recovery concept.
In optimal circumstances, individuals will satisfy their need for
recovery by either taking a rest or engaging in appropriate leisure
time activities. Preferably, such activities should not put similar or
additional demands on the individual but should help him or her to
disengage from work. In such an optimal situation an individual
can unwind. Unwinding helps to replenish the resources and al-
lows the need for recovery to be fulfilled. Consequently the indi-
vidual will be fit for work again. However, particularly after a
highly demanding working day, individuals may have reached a
high activity level (implying high levels of arousal) and conse-
quently have used up many of their resources. In those situations,
need for recovery will be higher, and individuals will need more
time for the recovery process. Various recent developments such
as the use of mobile information and communication technology
and the globalization of the economy have affected the traditional
working pattern (Zijlstra, Schalk, & Roe, 1996). These changes are

likely to have an effect on the availability of time for recovery or,
in other words, on the cycle of work and rest (Konradt, Schmook,
& Mälecke, 2000). Need for recovery can endure beyond the
immediate off-work situation, and when recovery is not sufficient
individuals may start the subsequent workday still experiencing a
high need for recovery. Thus, we use a relatively broad concept of
need for recovery and conceptualize it as the subjective experience
of longing for relief from regular demands and for having some
time that allows for low baseline activity.

Predictors of Need for Recovery

Sluiter et al. (1999) proposed a model that links job character-
istics to need for recovery and health complaints. Specifically, they
suggested that unfavorable job characteristics such as high job
demands and low job control increase an individual’s need for
recovery, which in turn has an impact on health complaints. We
argue that requirements from the nonwork domain also impose
demands on people, in particular on dual-earner and single-parent
families (Bekker, de Jong, Zijlstra, & van Landeghem, 2000;
Frone, Russell, & Cooper, 1991; Geurts et al., 2003; Grandey &
Cropanzano, 1999; Grzywacz & Marks, 2000). Therefore, we
assume that off-job demands (stemming from household and care
responsibilities) also contribute to an individual’s need for recov-
ery, fatigue, and poor well-being. We extend Sluiter et al.’s (1999)
model by adding activities pursued during off-job time as addi-
tional predictors of need for recovery, fatigue, and poor well-
being. Our conceptual model is displayed in Figure 1.

Job Demands and Job Control as Predictors of Need
for Recovery

Job demands refer to stressful and strain-evoking work situa-
tions. Typical job demands include working under time pressure,
role ambiguity, situational constraints, and long working hours.
The effects of job demands on individuals are well documented
(for reviews, see Kahn & Byosiere, 1992; Sonnentag & Frese,
2003). For example, when experiencing a high degree of job
demands, individuals react with fatigue symptoms including dis-
turbed mood and impaired cognitive functioning (Jones &
Fletcher, 1996; Meijman, 1991; Repetti, 1993; Zohar, 1999). To
reduce these negative reactions and to avoid negative conse-
quences in the long run, individuals need recovery (Frankenhauser,
1981; Meijman & Mulder, 1998; Meijman et al., 1992). Therefore,
one can assume that individuals who have been exposed to highly
demanding work situations experience a higher need for recovery
than individuals who have not been exposed to these situations.
Our first hypothesis is that job demands are positively related to
need for recovery (Hypothesis 1).

We propose that in addition to job demands, job control will also
be related to need for recovery. Job control implies that one can, to
a certain extent, determine when to take a break and decide on
one’s own working method and strategy (Jackson, Wall, Martin, &
Davids, 1993). In cases of high job control, individuals can switch
to less demanding tasks and working methods when they feel
overtaxed. However, when job control is low, individuals have no
opportunity to escape from demanding tasks and have to continue
to exert a high level of effort. As a consequence, need for recovery
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increases. Thus, we predict that job control is negatively related to
need for recovery (Hypothesis 2).

Off-Job Activities as Predictors of Need for Recovery

We assume that not only job characteristics but also experiences
during off-job time will have an effect on need for recovery.
Specifically, we are interested in the types of activities pursued
during off-job time and the experience quality associated with
these off-job activities as predictors of need for recovery. Time
spent outside the workplace must not be equated with leisure time
because this time cannot be completely allocated to freely chosen
and potentially recovering activities (Iso-Ahola, 1997). In addition
to time needed for personal maintenance (i.e., sleeping, eating,
personal hygiene), time has to be spent on household (domestic
demands) or even on job-related tasks. In a study on recovery
processes in schoolteachers, Sonnentag (2001) differentiated be-
tween various types of off-job activities: (a) job-related and other
task-related activities, (b) household and child-care activities, and
(c) leisure activities comprising low-effort activities, social activ-
ities, and physical activities. Typical examples of job-related ac-
tivities include activities such as completing a task for one’s job or
preparing for the following day. Other task-related activities refer
to administrative duties relating to one’s private life, such as
paying bills or completing one’s taxes. Job-related and other
task-related activities draw on resources similar to those already
called upon during working time (Craig & Cooper, 1992). Con-

tinuous drawing on the same resources further increases the strain
process and hence the need for recovery. Therefore, we hypothe-
size that the amount of time spent on job-related and other task-
related activities is positively related to need for recovery (Hy-
pothesis 3).

Household and child-care activities also require effort and can
be particularly fatiguing (Bekker et al., 2000; Frone, Russell &
Cooper, 1997; Lundberg, Marberg, & Frankenhauser, 1994).
When people engage in demanding household and child-care ac-
tivities after coming home from work, resources are not restored
and therefore no recovery occurs. This implies that these activities
draw additionally on an individual’s resources. Therefore, we expect
that the amount of time spent on household and child-care activ-
ities is associated with a higher need for recovery (Hypothesis 4).

Leisure activities primarily include activities such as low-effort
activities, social activities, and physical activities. Low-effort ac-
tivities such as watching TV or taking a bath by definition put no
or only few demands on the individual. As they do not require
much effort, they do not draw on the resources required at one’s
job but rather allow for the restoration of these resources. There-
fore, we assume that they have a recovering effect and hence will
reduce an individual’s need for recovery. Social activities com-
prise activities that focus on social contact and provide the oppor-
tunity for social support. Social support is a highly important
external resource that helps in restoring other resources (Hobfoll,
1998). Although physical activities (e.g., sports, exercise) do re-

Figure 1. Conceptual model of need for recovery. Experience quality of off-job-time activities was measured
only in Study 1; sleep was measured only in Study 2.
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quire effort, they draw on capacities and resources different from
those required in most jobs. Because people are using different
resources, the original resources are not further depleted, and the
need for recovery is not enhanced. There may even be an oppor-
tunity to replenish the original resources and thus contribute to
recovery. We hypothesize that the amount of time spent on leisure
activities, taken together, is negatively related to need for recovery
(Hypothesis 5).

We assume that in addition to the time spent on specific activ-
ities during off-job time, the experience quality associated with
off-job activities has an effect on need for recovery. Experience
quality refers to the degree to which an individual perceives
off-job activities as positive and pleasurable. Exposure to high job
demands results in fatigue associated with impaired mood (e.g.,
Jones & Fletcher, 1996; Zohar, 1999). Therefore, the need for
recovery experienced by a strained individual also implies the
desire to improve his or her mood. Research on mood regulation
has shown that individuals try to improve their mood by pursuing
pleasant activities (Thayer, Newman, & McClain, 1994) and that
actual engagement in pleasant activities does indeed improve
mood (Totterdell & Parkinson, 1999). Empirical studies on vaca-
tions suggest that individuals who experience such a recovery
period as a positive and satisfying event enjoy a higher degree of
recovery than individuals who do not (Lounsbury & Hoopes, 1986;
Westman & Eden, 1997). As a consequence, the remaining need
for recovery will be relatively low. Therefore, we hypothesize that
positive experience quality is negatively related to need for recov-
ery (Hypothesis 6).

One might argue that specific off-job activities and positive
experience quality are not equally important in all situations. More
specifically, leisure activities and positive experience quality
might be most beneficial when an individual is facing high job
demands, whereas job-related as well as household and child-care
activities show particularly strong relationships with need for
recovery when individuals are confronted with high job demands.
This would imply an interactive effect between job demands and
off-job activities in predicting need for recovery, fatigue, and poor
well-being. Alternatively, one might argue that need for recovery
is primarily determined by the level of effort expenditure caused
by physical and/or mental effort. For our model, we adopted the
energy expenditure approach (Hockey, 1996; Zijlstra, 1996). Al-
though different demands tap different capacities and functions
(and resources), they all require a certain amount of effort. The
lower the demands, the lower the level of effort expenditure, but
effort expenditure can never be negative. Even when other re-
sources are used (i.e., change of activity), to allow the original
resources to be replenished, effort is expended. Therefore, it is also
plausible to assume simple additive effects of job demands and
off-job activities in predicting need for recovery, fatigue, and poor
well-being. To gain more insight into the relative importance of
off-job activities in situations with high versus low job demands,
we examine interaction effects between off-job activities and job
demands on an exploratory basis.

Need for Recovery, Fatigue, and Impaired Well-Being

Working results in strain reactions such as fatigue and impaired
well-being. Spending time on recovery can alleviate these strain
reactions (Craig & Cooper, 1992; Meijman & Mulder, 1998).

Thus, when people are sufficiently recovered and not experiencing
a desire for further recovery, their level of fatigue will diminish,
and their well-being will increase. However, when recovery has
been insufficient and people still feel the need for more recovery
in order to arrive at the predemand state, there might be cumulating
effects of residual fatigue that will lead to reduced well-being
(Steptoe et al., 2000). In their cross-sectional study on drivers,
Sluiter et al. (1999) found significant effects of need for recovery
on psychosomatic complaints and emotional exhaustion when con-
trolling for a number of other variables (e.g., work hours per week,
perceived load). Therefore, we hypothesize that need for recovery
is related to fatigue and to impaired well-being (Hypothesis 7).

In addition, we assume that need for recovery mediates the
effects of job demands, job control, and off-job activities on
fatigue and impaired well-being. Geurts et al. (2003) argued that
the relationship between workload and health complaints might
best be understood as an indirect relationship, with work–home
interference as the “crucial intervening pathway,” and they sug-
gested that a high workload exerts negative effects in the nonwork
domain. These negative effects are experienced as interference
between work and home and prohibit opportunities for recovery.
Insufficient recovery will leave individuals with a high need for
recovery, and if recovery is insufficient, fatigue will increase and
may lead to exhaustion, with negative consequences for
well-being.

Furthermore, the pursuit of activities with a high duty profile
during off-job time (i.e., work-related activities as well as house-
hold and child-care activities) further impedes recovery. Thus,
after having pursued such activities, an individual will continue to
experience need for recovery, fatigue will remain high, and well-
being will be impaired. Leisure activities, such as low-effort ac-
tivities, physical activities, and social activities, however, will not
impose additional demands (or at least will impose a different type
of demands) and therefore will not increase the individual’s need
for recovery. Such leisure activities may even facilitate recovery.
Through the recovery process, fatigue will be reduced and well-
being will increase again. Recent studies provide empirical evi-
dence that processes related to recovery indeed play a mediating
role in the relationship between unfavorable work situations and
poor well-being (Geurts et al., 2003; Sluiter, de Croon, Meijman,
& Frings-Dresen, 2003; Sluiter et al., 1999). Therefore, we pro-
pose that need for recovery mediates the effects of job demands,
job control, and off-job activities on fatigue and well-being (Hy-
pothesis 8).

Overview of the Studies

We tested our hypotheses in two separate studies with different
methodological approaches and samples. Need for recovery was
also operationalized differently in both studies. Study 1 used daily
survey data obtained from a professionally homogeneous sample
and tested within-person effects. Need for recovery was operation-
alized in terms of needing an opportunity to recover, and well-
being was used as the outcome measure. Employees in the health
care sector completed daily surveys over a period of 5 working
days and reported off-job activities, need for recovery, and well-
being. In Study 2, we used survey data from a large representative
sample of the Dutch working population. Participants in this study
came from a broad range of different professional backgrounds.
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Need for recovery was operationalized in terms of symptoms
indicating the intensity of the need, and fatigue was our core
outcome variable. When analyzing these data, we were interested
in between-person effects.

Study 1

Method

Sample

The sample comprised 96 health service employees working in general
and psychiatric hospitals in Germany. Health service jobs are characterized
by a high degree of job demands, such as high workload and high time
pressure (Houtman & Kompier, 1995). In addition, health service employ-
ees are at risk of impaired psychological well-being (Baldwin, 1999;
Firth-Cozens, 1999). Therefore, recovery and the protection of well-being
are a core issue for health service professionals. Seventy-six percent of the
participants were women, and 24% were men. Participants’ mean age was
33.9 years (SD � 9.6). Of the 96 participants, 25 were physicians, 59 were
nurses (3 of them in a supervisory position), and 12 were trainee nurses.
Average job tenure was 9.5 years (SD � 8.4). Most of the participants
(69.5%) were married or were living with a partner; 30.5% were living
alone. In total, 72.6% of the participants had no children, 12.6% had one
child, 11.6% had two children, and 3.2% had three children.

Measures

We used a questionnaire and a daily survey for data collection. All items
were in German. Participants had to complete the questionnaire before they
started to fill in the daily survey, which covered 5 work days. Each day,
participants were asked to respond to items on two occasions: (a) when
returning home from work and (b) before going to bed. Means, standard
deviations, and zero-order correlations among all variables are displayed in
Table 1.

Job demands. We assessed three aspects of job demands: (a) time
pressure, (b) situational constraints, and (c) hours of overtime. We mea-
sured time pressure and situational constraints with the questionnaire by
using scales developed by Semmer (1984) and Zapf (1993). Previous
studies showed acceptable to good validity coefficients for these scales (for
a summary, cf. Semmer, Zapf, & Dunckel, 1999). Specifically, we mea-
sured time pressure with five items referring to high quantitative workload
(e.g., “How often do you work under time pressure?”; Cronbach’s � �
.83). We assessed situational constraints with five items referring to prob-
lems caused by missing or defective equipment and tools or by missing or
outdated information (Cronbach’s � � .70). We measured hours of over-
time in the daily survey at the second measurement occasion. On each of
the 5 work days on which the participants completed the daily survey, they
reported how many hours of overtime they had worked on that specific day.

Job control. For assessing job control, we used a scale developed by
Semmer (1984) and Zapf (1993). Participants responded to five items in the
questionnaire (e.g., “To what extent can you determine how you do your
work?”; Cronbach’s � � .71).

Off-job activities. We assessed time-related and quality-related aspects
of off-job activities. We measured all these variables on a daily basis with
the daily survey. Participants answered all items referring to off-job activ-
ities at the second measurement occasion before they went to bed. More
specifically, we first provided participants with short descriptions of five
activity categories and a list of prototypical activities within each category
that was developed in an earlier study (Sonnentag, 2001). Activity cate-
gories included (a) work-related activities (e.g., finishing or preparing for
work duties and doing one’s private administrative tasks); (b) household
and child-care activities (e.g., cooking, doing the dishes, shopping, taking
care of the children); and various leisure activities, namely (c) low-effort T

ab
le

1
M

ea
ns

,
St

an
da

rd
D

ev
ia

ti
on

s,
an

d
Z

er
o-

O
rd

er
C

or
re

la
ti

on
s

A
m

on
g

St
ud

y
1

V
ar

ia
bl

es

V
ar

ia
bl

e
M

SD
1

2
3

4
5

6
7

8
9

10
11

12
13

14
15

16
17

1.
G

en
de

r
1.

24
0.

43
—

2.
A

ge
33

.9
0

9.
56

.1
2

—
3.

N
um

be
r

of
ch

ild
re

n
0.

45
0.

82
.2

0
.3

7
—

4.
N

eg
at

iv
e

af
fe

ct
iv

ity
2.

03
0.

55
�

.0
1

�
.1

3
�

.1
7

—
5.

Jo
b

co
nt

ro
l

3.
42

0.
62

.1
4

.2
8

.3
7

�
.1

0
—

6.
T

im
e

pr
es

su
re

3.
53

0.
75

�
.2

7
.0

4
�

.1
8

.1
8

�
.0

5
—

7.
Si

tu
at

io
na

l
co

ns
tr

ai
nt

s
2.

70
0.

67
�

.1
8

�
.0

3
�

.2
0

.3
2

�
.0

4
.4

5
—

8.
H

ou
rs

of
ov

er
tim

e
0.

83
2.

41
�

.0
0

.0
8

.0
2

�
.0

3
.0

6
.1

0
.0

1
—

.0
6

�
.0

7
�

.0
8

.0
2

�
.0

4
�

.0
2

.0
8

�
.1

5
�

.0
1

9.
W

or
k-

re
la

te
d

ac
tiv

iti
es

0.
39

0.
07

.0
6

.1
4

.0
5

.0
3

.0
1

�
.0

7
.0

3
.1

1
—

�
.0

6
�

.1
6

�
.0

5
.0

3
�

.2
1

.1
8

�
.0

9
�

.1
9

10
.

H
ou

se
ho

ld
ac

tiv
iti

es
0.

67
0.

61
�

.2
5

.1
2

.1
9

.1
2

�
.0

4
�

.0
2

�
.1

0
�

.1
3

�
.0

3
—

.0
7

�
.0

4
.1

2
�

.1
0

�
.0

6
�

.0
1

�
.0

9
11

.
L

ow
-e

ff
or

t
ac

tiv
iti

es
1.

48
1.

10
.0

0
�

.2
4

�
.2

2
.1

1
�

.0
6

�
.0

8
�

.0
6

�
.1

9
�

.2
1

.0
6

—
.0

9
�

.0
7

.1
3

�
.1

9
.1

0
.0

4
12

.
So

ci
al

ac
tiv

iti
es

1.
15

0.
95

�
.0

9
�

.3
7

�
.2

7
�

.0
5

�
.0

6
�

.0
8

�
.0

7
�

.0
7

.0
1

�
.0

7
.1

3
—

�
.0

4
.1

9
�

.1
6

.0
8

.1
6

13
.

Ph
ys

ic
al

ac
tiv

iti
es

0.
30

0.
43

�
.1

0
.3

0
.0

4
�

.2
0

.0
1

�
.0

3
.0

4
�

.1
0

.1
9

.1
6

�
.1

8
�

.0
5

—
.0

9
�

.1
3

.0
9

.0
5

14
.

Po
si

tiv
e

ex
pe

ri
en

ce
3.

85
0.

40
�

.1
1

�
.1

3
�

.1
8

�
.4

3
.0

9
�

.0
5

�
.2

0
�

.1
2

�
.2

5
�

.2
0

.1
5

.1
9

�
.0

7
—

�
.2

7
.2

4
.4

0
15

.
N

ee
d

fo
r

re
co

ve
ry

3.
05

0.
79

�
.0

9
.0

1
�

.2
2

.2
1

�
.2

4
.2

4
.3

6
.1

6
.1

0
�

.0
1

�
.2

2
�

.1
4

�
.0

4
�

.1
7

—
�

.3
5

�
.3

6
16

.
W

el
l-

be
in

g
w

he
n

re
tu

rn
in

g
ho

m
e

3.
40

0.
90

.0
3

�
.0

1
.2

0
�

.4
6

.1
7

�
.2

8
�

.4
0

�
.1

9
�

.1
3

�
.0

3
.0

9
.0

7
.1

9
.3

6
�

.4
0

—
.6

2
17

.
W

el
l-

be
in

g
at

be
dt

im
e

3.
83

0.
95

�
.0

6
�

.1
2

.0
9

�
.4

5
.1

2
�

.1
9

�
.2

4
.0

4
�

.2
2

�
.1

7
�

.0
2

.2
8

.0
9

.5
2

�
.3

3
.7

3
—

N
ot

e.
B

el
ow

th
e

di
ag

on
al

:
pe

rs
on

-l
ev

el
da

ta
(N

�
96

),
av

er
ag

ed
ac

ro
ss

5
da

ys
;

al
l

co
rr

el
at

io
ns

�
.2

1
ar

e
si

gn
if

ic
an

t
at

p
�

.0
5;

al
l

co
rr

el
at

io
ns

�
.2

6
ar

e
si

gn
if

ic
an

t
at

p
�

.0
1.

A
bo

ve
th

e
di

ag
on

al
:

da
y-

le
ve

l
da

ta
(n

�
44

2–
48

0)
;

al
l

co
rr

el
at

io
ns

�
.1

2
ar

e
si

gn
if

ic
an

t
at

p
�

.0
1.

334



activities (e.g., watching TV, taking a bath); (d) social activities (e.g.,
meeting with others, making a phone call in order to chat); (e) physical
activities (e.g., sports, cycling). For all five activity categories, we asked
participants whether they had pursued this type of activity on that day. If
they answered “no,” they were asked to proceed to the items referring to
the next activity category. If they answered “yes,” they were asked to
respond to time-related and quality-related items.

The time-related aspects of off-job activities were assessed as follows:
For each activity category, participants reported how much time they had
spent on that type of off-job activity during that specific day. Thus, for each
of the 5 days we obtained five variables (one for each activity category).

The quality-related aspect of off-job activities referred to the positive
experience of the off-job activities pursued. For each activity category
performed in the specific day, participants were asked to respond to the
following three items on a 5-point Likert scale: (a) “Pursuing these activ-
ities was a positive experience for me”; (b) “Performing these activities
made me feel good”; and (c) “I was in a good mood after pursuing these
activities.” For work-related activities, Cronbach’s alphas for this
experience-quality measure computed separately for the 5 days ranged
between .72 and .90 (M � .82). For household activities, Cronbach’s
alphas ranged between .82 and .88 (M � .85). For low-effort activities,
Cronbach’s alphas ranged between .65 and .86 (M � .81). For social
activities, Cronbach’s alphas ranged between .83 and .89 (M � .85). For
physical activities, Cronbach’s alphas ranged between .83 and .89 (M �
.86).

For further analysis, we computed a mean experience-quality score for
each of the 5 days by averaging the ratings provided for the five activity
categories across all activities a person had performed on a specific day.
Thus, for each of the 5 days we obtained one score for each participant. As
only a very few participants performed all five activities on a single day,
we could not compute the usual Cronbach’s alpha coefficient for this mean
experience-quality score. Instead, we correlated the ratings provided sep-
arately for the five activities with this mean experience-quality score. The
correlation between the experienced quality of work-related activities and
the mean experience-quality score—computed separately for each of the 5
days—ranged between .52 and .69 (M � .60). For household activities, this
correlation ranged between .63 and .76 (M � .70); for low-effort activities,
it ranged between .59 and .74 (M � .67); for social activities, it ranged
between .59 and .76 (M � .69); and for physical activities, it ranged
between .36 and .63 (M � .53). These correlations correspond to satisfying
to good item–total correlations.

Need for recovery. Participants reported their need for recovery in the
daily survey at the second measurement occasion before they went to bed.
On each of the 5 days, they responded to a 2-item scale focusing on the
time component of need for recovery: (a) “Today I would have needed
more time for relaxing and recovering from work” and (b) “Considering
the total of all activities that I pursued after work, I have had enough time
to relax and to recover from work today” (recoded). Cronbach’s alphas
computed separately for the 5 days ranged between .80 and .88 (M � .83).

Well-being at bedtime. Participants indicated their well-being in the
daily survey at the second measurement occasion immediately before they
went to bed. On each of the 5 days, they reported their present state with
respect to four items of the “low tension” scale developed by Nitsch (1976)
and revised by Apenburg (1986): (a) “calm,” (b) “easygoing,” (c) “well-
balanced,” (d) “laid-back.” Cronbach’s alphas computed separately for the
5 days ranged between .90 and .95 (M � .93). To avoid an effect of filling
in the daily survey on the well-being measure, we had participants respond
to these well-being items before they answered the questions on their
off-job activities.

To test whether (low) need for recovery and well-being represent two
distinct constructs, we ran a set of exploratory factor analyses with varimax
rotation. For each of the 5 days, a separate factor analysis was run.
Analyses showed two-factor solutions for all 5 days, with need-for-

recovery items loading on the first factor and well-being items loading on
the second factor.

Control variables. As need for recovery and well-being at bedtime
might be affected not only by job characteristics and off-job activities, in
our analyses we controlled for a number of additional variables (gender,
age, number of children, negative affectivity, and well-being when return-
ing home from work). We controlled for dispositional negative affectivity
in the analyses because negative affectivity may account for shared vari-
ance between our predictor variables, on the one hand, and need for
recovery and well-being, on the other hand (Burke, Brief, & George, 1993).
Specifically, we measured negative affectivity with the 10 negative affect
items from the Positive and Negative Affect Schedule (PANAS; Watson,
Clark, & Tellegen, 1988). Cronbach’s alpha was .84. We controlled for
well-being when returning home from work because well-being at bedtime
and need for recovery at the end of the day may be largely influenced by
well-being after work. Therefore, our analyses provide a strong test of our
hypotheses because we examined the effects of job characteristics and
off-job activities and experience quality that go beyond the effects of
well-being when coming home from work. We assessed participants’
well-being when returning home from work in the daily survey at the first
measurement occasion, as soon as participants came home from work.
Participants were asked to indicate their momentary state on a 4-item scale.
The items were identical to the items used to measure well-being at
bedtime. Cronbach’s alpha computed separately for the 5 days ranged
between .81 and .94 (M � .90). We used one-item measures for assessing
gender, age, and number of children.

Data Analysis Procedure

Our data set comprised data at the person level (Level 2; demographic
variables, time pressure, situational constraints, job control, and negative
affectivity) and at the day level (Level 1; hours of overtime, well-being
when returning home form work, well-being at bedtime, and need for
recovery). Day-level data were nested within the person-level data. Be-
cause of this hierarchically organized data structure, we analyzed our data
with a multilevel approach, also known as hierarchical linear modeling
(Bryk & Raudenbush, 1992). This approach allows for dependent obser-
vations within the higher level data structure (Snijders & Bosker, 1999).
We used the MLn program for data analysis (Rasbash & Woodhouse,
1996). We centered predictor variables at the person level around the grand
mean and predictor variables at the day level around the respective person
mean. Centering day-level variables around the person mean was necessary
in order to analyze day-specific effects within persons (cf. Hofmann &
Gavin, 1998).

Results

We followed a hierarchical data analysis strategy and examined
a number of nested models. We started with a null model that
included the intercept as the only predictor. In Model 1, we entered
the control variables, specifically, demographic variables (gender,
age, number of children, negative affectivity; Level 2) and well-
being when returning home from work (Level 1). In Model 2, job
demands (time pressure, situational constraints [both Level 2], and
hours of overtime on that specific day [Level 1]) and job control
(Level 2) were entered. In Model 3, the off-job activity variables
(time spent on work-related activities, time spent on household
activities, time spent on low-effort activities, time spent on social
activities, time spent on physical activities, and experience quality
[all Level 1]) were entered. To test interaction effects between job
demands and off-job activities, we entered interaction terms be-
tween the three job demands variables (time pressure, situational
constraints, and hours of overtime) and time- and quality-related
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aspects of off-job activities in Model 4. We examined the improve-
ment of each model over the previous one with a likelihood ratio
difference test. Differences between likelihood ratios follow a
chi-square distribution (with degrees of freedom equal to the
number of new parameters added to the model).

Table 2 shows the results for need for recovery as the dependent
variable. Analysis showed that Model 1, which included demo-
graphic variables, negative affectivity, and well-being when re-
turning home from work, showed a significant improvement over
the null model (difference of �2*log � 37.05; df � 5; p � .001).
Negative affectivity and well-being when returning home were
significant predictors in this model.

To test the effects of job demands (Hypothesis 1) and job
control (Hypothesis 2), we entered job demands and job control in
Model 2. This model showed a significantly smaller likelihood
ratio than Model 1 (difference of �2*log � 13.57; df � 4; p �
.01), indicating that job demands and job control contributed to the
prediction of need for recovery at bedtime—beyond the effect of
negative affectivity and the particularly strong effect of well-being
when returning home from work. Situational constraints and job
control were significant predictors of need for recovery. Thus,
Hypothesis 1 was partially supported, and Hypothesis 2 was fully
supported.

To Test Hypotheses 3, 4, 5, and 6, we included off-job activity
variables into Model 3. This model fit the data better than Model
2 (difference of �2*log � 66.02; df � 6; p � .001). Inspection of
regression coefficients showed that a high amount of time spent on
work-related activities had a strong positive effect on need for
recovery at bedtime, whereas high amounts of time spent on social
activities and physical activities had negative effects on need for
recovery. Experience quality had a strong negative effect on need
for recovery. Time spent on household activities or low-effort
activities had no effect. Thus, Hypotheses 3 and 6 were supported,
and Hypothesis 5 was supported with respect to social and physical
activities (not with respect to low-effort activities). Hypothesis 4
did not receive any support from the data. Taken together, our
hypotheses were partially confirmed by the analysis: Individuals

who face high situational constraints and low control at work, who
spend much time on work-related activities at home, who spend
little time on social or physical activities, and who do not feel that
their off-job time is a positive experience report a higher need for
recovery at bedtime.

In addition, we analyzed interaction effects between job de-
mands and off-job activities by entering interaction terms between
job demands and off-job activities (Model 4). Model 4, with the
interaction terms, did not show a better model fit than Model 3
(difference of �2*log � 13.95; df � 18; ns). Thus, the relationship
between off-job activities and need for recovery was not moder-
ated by job demands.

To examine the effect of need for recovery on well-being
(Hypothesis 7), we tested an additional set of nested models with
well-being at bedtime as the dependent variable. Again, we started
with a null model. In Model 1, we entered the same control
variables (gender, age, number of children, negative affectivity,
well-being when returning home from work) as in the previous
analysis. In Model 2, we entered need for recovery. The results are
shown in Table 3. Model 1, which included demographic vari-
ables, negative affectivity, and well-being when returning home
from work, showed a significantly better fit to the data than did the
null model (difference of �2*log � 103.54; df � 5; p � .001).
Negative affectivity and well-being when returning home from
work were significant predictors. Analysis further showed that
Model 2 fit the data better than did Model 1 (difference of
�2*log � 31.19; df � 1; p � .001), indicating that need for
recovery is a highly significant predictor of well-being at bedtime.
When individuals experience a high need for recovery before
going to bed, their well-being suffers. Thus, our data supported
Hypothesis 7.

To test the mediator hypothesis (Hypothesis 8), we followed the
procedure suggested by Baron and Kenny (1986) and a more direct
test. According to Baron and Kenny, to demonstrate mediation,
three conditions must be met: First, the presumed independent
variables (job demands, job control, and off-job activities) must be
related to the presumed mediator (need for recovery). Second, the

Table 3
Multilevel Estimates for Models Predicting Well-Being at Bedtime, From Need for Recovery

Null model Model 1 Model 2

Estimate SE t Estimate SE t Estimate SE t

Intercept 3.8780 0.0995 38.994 4.5530 0.4026 11.309 4.5680 0.4046 11.290
Control variables

Gendera �0.1268 0.1989 �0.638 �0.1279 0.2000 �0.640
Agea �0.0173 0.0098 �1.763 �0.0178 0.0098 �1.812
Number of childrena 0.1596 0.1138 1.403 0.1649 0.1144 1.441
Negative affectivitya �0.7876 0.1545 �5.098*** �0.7823 0.1553 �5.037***
Well-being when returning homeb 0.4767 0.0509 9.360*** 0.3911 0.0506 7.726***

Need for recoveryb �0.2892 0.0504 �5.738***

�2*log (lh) 1233.75 1130.21 1099.02
Difference of �2*log 103.54*** 31.19***
df c 5 1
Day-level intercept variance (SE) 0.9209 (0.0738) 0.7252 (0.0581) 0.6542 (0.0524)
Person-level intercept variance (SE) 0.6725 (0.1333) 0.4719 (0.0964) 0.4948 (0.0973)

a Predictors at the person level. b Predictors at the day level. c df refers to the number of parameters added to the model.
*** p � .001.
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presumed mediator (need for recovery) must be related to the
presumed dependent variable (well-being at bedtime). Third, a
previously significant relationship between the independent vari-
able (job demands, job control, and off-job activities) and the
dependent variable (well-being at bedtime) must no longer be
significant when controlling for the mediator (need for recovery).

The analyses described above have shown that the first two
conditions were met in this data set. To test the third condition, we
performed an additional set of analyses with well-being at bedtime
as the dependent variable. In a set of nested models, we first ran a
null model. Then we entered the control variables into the model
(Model 1), then job demands and job control (Model 2), and then
off-job activities (Model 3). Finally, we entered need for recovery
(Model 4). Table 4 shows the results. Findings from the compar-
ison between the null model and Model 1 are identical to those
from the analysis reported in Table 3, with low negative affectivity
and well-being when returning home from work showing signifi-
cant positive relationships with well-being at bedtime.

When we entered job demands and job control into Model 2,
model fit did not improve significantly (difference of �2*log �
4.22; df � 4; ns). However, when we included off-job activities as
predictor variables in Model 3, a better fit resulted (difference of
�2*log � 22.36; df � 6; p � .01). A high amount of time spent
on work-related activities was negatively related to well-being at
bedtime. Experience quality showed a strong positive relationship
with well-being at bedtime. The other off-job activity variables had
no effect on well-being at bedtime.

After entering need for recovery in Model 4, we found that amount
of time spent on work-related activities was no longer a significant
predictor of well-being before going to sleep. Experience quality was
still a significant predictor, but smaller in size than in the analysis
without the mediator variable. The estimate for need for recovery was
significant. Thus, this finding, based on the Baron and Kenny (1986)
approach, indicates that need for recovery fully mediated the effect of
work-related activities on well-being at bedtime. The effect of expe-
rience quality was partially mediated by need for recovery.

To test mediation more directly, we followed the procedure
described by MacKinnon and Dwyer (1993), which is also appli-
cable to multilevel data sets (Krull & MacKinnon, 1999, 2001).
For time spent on work-related activities, the analysis resulted in
an estimate of �a*�b of 0.04446 and a standard error (��a�b) of
0.01650. The resulting z statistic was significant (z � 2.69, p �
.05), indicating that need for recovery was a significant mediator in
the relationship between time spent on work-related activities and
well-being at bedtime. For experience quality, the estimate of
�a*�b was 0.11013, with a standard error (��a�b) of 0.03307,
again resulting in a significant z statistic (z � 3.33, p � .001). The
results of this more direct method for testing mediation converged
with the results attained by the Baron and Kenny (1986) method.
Both methods showed that need for recovery mediated the effects
of time spent on work-related activities and of positive experience
quality on well-being at bedtime. However, no mediator effect was
evident for job demands, job control, and the other off-job activ-
ities. Thus, Hypothesis 8 received partial support.

Discussion

Study 1 showed that job demands, particularly situational con-
straints, were positively related to need for recovery. Job control

was negatively related to need for recovery. These findings support
Hypotheses 1 and 2. Off-job activities were also associated with
need for recovery. The various types of off-job activities appeared
to have differential effects. Specifically, pursuing work-related
activities during off-job time were positively related to need for
recovery, whereas social and physical activities were negatively
related to need for recovery. Household and child-care activities
were unrelated to need for recovery. In addition, high experience
quality was negatively related to need for recovery. Well-being at
bedtime was predicted by time spent on work-related activities and
low experience quality. The relationships between off-job activi-
ties and need for recovery were not contingent on the level of job
demands. Well-being when coming home was the strongest pre-
dictor for well-being at bedtime. Need for recovery was positively
related to low well-being at bedtime. Analysis further showed that
need for recovery partially mediated the effects of off-job experi-
ences on well-being, partially confirming Hypothesis 8.

It is interesting that situational constraints, job control, and
specific leisure time activities such as social and physical activities
were related to need for recovery but not to well-being at bedtime.
This finding suggests that the opportunity to recover (i.e., to
regulate one’s effort expenditure) is important for an individual’s
psychological functioning. Need for recovery appears to be a
sensitive indicator for disturbances in this pattern at the day level.
In addition, well-being at bedtime might be influenced by factors
other than the primarily time-based measures of off-job activities.

Study 1 has some specific limitations. First, our results are based
on a sample of physicians and nurses. It might be that the findings
are specific to these professional groups, who face high job de-
mands and often suffer from impaired psychological well-being. It
remains an open question whether our findings generalize beyond
this rather specific sample. Second, we investigated within-person
variation of need for recovery and well-being. Thus, the study
provided information about the predictors of day-specific fluctu-
ations in need for recovery and well-being. However, between-
person variations of need for recovery and well-being were not
addressed in this study. Third, Study 1 focused on job demands,
job control, and off-job experiences as predictors of need for
recovery and well-being. However, one can think of additional
factors that might be relevant. One might assume that the amount
of sleep is also an important predictor of need for recovery (Press-
man & Orr, 1997). For example, it might be that sleep at night
compensates for insufficient recovery during evening hours. This
might imply that in the long run, it is not off-job activities that are
most relevant for recovery and well-being but factors associated
with sleep. Therefore, as an additional hypothesis we propose that
time for sleep will be negatively related to need for recovery
(Hypothesis 5a).

Study 1 demonstrated support for some of our hypotheses, and
in particular, the mediation hypothesis was partly supported. Con-
firmation of the results in a second study might provide more
conclusive evidence in support of our hypotheses. Therefore, in the
second study, we used data from a large cross-sectional survey
among a representative sample of the Dutch working population.
The advantage of doing so was that some of the specific limitations
of Study 1 could be overcome. Using different instruments and
operationalizations for some key concepts would contribute to the
robustness of the findings by demonstrating that they are not
dependent on a specific way of operationalizing the concepts. In
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Study 1, need for recovery was operationalized in terms of whether
people had enough time available for recovery. This measure
provides no insight into the intensity of the phenomenon. In Study
2, need for recovery was operationalized in terms of the symptoms
people feel when they experience a high need for recovery.
Whereas in Study 1, we used well-being as a rather general
outcome measure, in Study 2 we focused on fatigue as a more
specific outcome measure. Also, fatigue is primarily related to the
level of effort expenditure and therefore to the level of activity of
the individual (Meijman, 1991). Making a change in the activity
level is the way people regulate their effort expenditure and thus
presumably also their recovery processes. Fatigue implies a resis-
tance to further activity (Meijman & Mulder, 1998), which clearly
fits in well with the energetic approach to the concept of need for
recovery chosen for this study. Fatigue as a specific indicator for
reduced well-being should therefore be particularly sensitive to
variations in need for recovery.

Our goals for Study 2 were primarily to extend our findings to
a larger sample with a broader range of professions. It should be
noted that we aimed not to exactly replicate the first study but
rather to test the same hypotheses with different measures and with
a between-person design. Because sleep is believed to be an
important determinant of recovery, we examined whether more
time for sleep would reduce the need for recovery. Since Study 2
comprised a substantially larger sample, it also allowed us to apply
different statistical techniques (i.e., structural equation modeling
[SEM]) to test our model.

Study 2

Method

In Study 2, we used data that had been collected in a cross-sectional
survey among the Dutch working population. Information was collected on
aspects of work and the private lives of respondents. A large number of
telephone numbers were randomly selected from the Dutch telephone
directory. About 4,000 people were randomly selected, called, and
screened on the inclusion criterion of a minimum employment of 8 hr per
week. In this way it was possible to stratify the sample with respect to
gender, age, and level of education. Those who met the inclusion criterion
and agreed to cooperate received a questionnaire. In this way, 2,000
questionnaires were distributed to people’s home addresses; 1,129 (55.6%)
were returned. For the analyses reported here, we used only a subsample of
individuals who worked 36 or more hours per week.

Sample

Table 5 presents information concerning the characteristics of the group
of people who responded to this survey and the subsample that was used
for this study. When compared with statistics from the Netherlands’ Cen-
tral Bureau for Statistics (Centraal Bureau voor de Statistiek, 1999), the
sample, apart from being slightly skewed toward more highly educated
people, seems representative of the Dutch working population. The fact
that more highly educated people are somewhat overrepresented in the
sample is an artifact of the survey research methods used (Saris, 1988).

Measures

In the survey, questions were included about the respondent’s work and
private life domains. Table 6 presents the means, standard deviations, and
zero-order correlations among the study variables.

Job demands. We measured four different job demands with scales
developed by Roe and Zijlstra (2000): (a) quantity of work (six items; e.g.,
“Is there too much work for you to do?”; Cronbach’s � � .74); (b)
responsibility at work (five items; e.g., “Can other people be harmed or
hurt when you make a mistake?”; Cronbach’s � � .71); (c) temporal
demands (six items; e.g., “Is the time that is available for your work
fixed?”and “Do you often have to work up to deadlines?”; Cronbach’s � �.
64); and (d) daily hazards at work and/or lack of support (seven items; e.g.,
“Are you informed in a timely manner on changes in planning?”; Cron-
bach’s � �. 76).

Task control. We assessed task control with a scale developed by
Greenberger, Strasser, Cummings, and Dunham (1989; 7 items; e.g., “How
much influence do you have on decisions such as when to take a break?”;
Cronbach’s � � .85). Various studies have indicated good validity for this
scale (Carayon & Zijlstra, 1999; McLaney & Hurrell, 1988).

Overtime. We computed overtime hours by subtracting contract work
hours from actual work hours.

Table 5
Characteristics of Respondents of Study 2

Characteristic

Total sample
(N � 1,129)

Subsample
(n � 704)

Frequency % Frequency %

Gender
Women 494 43.8 170 24.1
Men 628 55.6 529 75.1
Missing 7 0.6 5 0.7

Having children
None 339 30.0 244 34.7
Yes 695 61.6 388 55.1
Missing 95 8.4 72 10.2

Marital status
Married 658 58.3 392 55.7
Living with a partner 192 17.0 129 18.3
Single 271 24.0 178 25.3
Missing 8 0.7 5 0.7

Age (years)
15–24 48 4.3 37 5.3
25–34 340 30.1 218 30.9
35–44 371 32.9 225 32.0
45–54 295 26.1 183 25.9
55–64 69 6.1 37 0.6
Missing 6 0.5 4 5.3

Part time
� 36 hours 399 35.3
� 36 hours 704 62.3
Missing 26 2.3

Education
Basic education 24 2.1 14 2.0
Lower professional 224 19.8 132 18.8
Medium professional 259 22.9 181 25.7
High school level 109 9.7 59 8.4
Professional level 460 40.7 282 40.0
Missing 53 4.7 36 5.1

Industrial branch
Industry/agriculture 160 14.2 137 19.5
Construction 51 4.5 39 5.5
Trade/repairs/hotels 129 11.4 85 12.1
Transport 38 3.4 31 4.4
Financial services 155 13.7 115 16.3
Care sector 190 16.8 67 9.5
Other services 130 11.5 68 9.7
Public sector (government) 110 9.7 70 9.9
Education 114 10.1 57 8.1
Missing 52 4.6 35 5.0
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Effort investment. We measured effort investment with the Rating
Scale Mental Effort (RSME; Zijlstra, 1993). The RSME is a one-
dimensional rating scale and has proven to be reliable, valid, sensitive to
changes in task demands, and easily applicable in all kind of situations
(Verwey & Veltman, 1996; Zijlstra, 1993). Respondents were asked to rate
their average effort investment on two occasions: in the morning when they
started their working day and at the end of their working day.

Time budget data. Respondents provided time budget data about work
and nonwork activities. Specifically, they were asked to indicate how much
time they actually spent per week on various categories of activities. The
classes of activities listed were as follows: work activities (excluding time
for commuting), household activities (cleaning, shopping, maintenance),
care taking (feeding, washing, playing, and transporting children), and
leisure activities (hobbies, sports, cultural activities). Respondents were
also requested to indicate their sleeping patterns in terms of average
number of hours of sleep on weekdays and on free days (weekends).

Need for recovery. Need for recovery was measured with a scale
developed by Van Veldhoven and Meijman (1994) and tested by Sluiter et
al. (1999). This scale focuses on the symptoms of having had an intensive
working day (five items; e.g., “When I get home after work, I want to be
left in peace for a while” and “I have difficulties in showing interest in
other people immediately after I get home from work”; Cronbach’s � �
.85).

Fatigue. We measured fatigue as an indicator of poor well-being and
of level of activity. Specifically, we used the General Fatigue scale from
the Checklist of Individual Strength (CIS-20; Vercoulen et al., 1994) and
asked our respondents to refer to the last 2 weeks (7 items; e.g., “I feel
myself being in a physically poor condition,” “I feel tired,” and “I feel
weak”; Cronbach’s � � .92).

Demographic variables. We assessed the following demographic data:
gender, age, marital status, number of children, and level of education.

Analyses

In studies relating to job demands, workload, and outcomes of work,
such as fatigue, the results tend to be influenced by the number of hours
people work per week. To control for this part-time factor, we included
only respondents who worked full time (more than 35 hr per week; N �
704) in the analyses (see Table 5).

The measures used in our analyses were part of a large survey aimed at
taking an inventory of relevant issues in respondents’ working lives, such
as work pressure, fatigue, health, and work–family balance. Surveys that
are based on self-report methods and that collect data at one moment in

time are generally believed to have serious methodological weaknesses,
because the results may be susceptible to common method variance. To
estimate the common method variance in this study, we computed a
common method factor by following a procedure, successfully applied by
De Vries, Roe, & Taillieu (1998, 2002), that depends on the availability of
other same-source data (Crampton & Wagner, 1994). A number of items
were randomly selected from the scales that were theoretically unrelated to
this study and were factor analyzed (principal components analysis). The
last factor that had an eigenvalue larger than 1.0, and that could not be
interpreted in terms of one of the study variables, was believed to reflect
the common method variance in this study. This factor contained three
items with factor loadings higher than .45 (e.g., “To what extent do you get
feedback about the quality of your work from the work itself?”) and
explained 7.8% of the variance. This factor was used as a scale and was
included in further analyses in order to correct for common method
variance. Table 6 clearly shows that this newly created common method
factor did not correlate significantly with any of the study variables.
Correlations were low, and never higher than .10, suggesting that the
variance in the results that can be attributed to this common method
variance can never be more than 1%. Although this correlation was
marginal, in the analyses the common method factor was included as a
control variable.

Table 6 shows a strong positive correlation between fatigue and need for
recovery. Although both concepts are conceptually related and a high
positive correlation can be expected between these concepts, a check on
whether these two scales are sufficiently distinct from each other is
certainly justified. To this end, the items from the Need for Recovery scale
and the General Fatigue scale were subjected to a principal components
analysis with varimax rotation. This analysis resulted in two factors with
eigenvalues greater than 1, explaining 66% of the variance. The first factor,
explaining 52% of the variance, had only loadings of items from the
General Fatigue scale. None of the Need for Recovery items had their
highest loadings on this factor, and they were never higher than .35. The
second factor, explaining an additional 14% of the variance, consisted only
of items belonging to the Need for Recovery scale. This result suggests that
both dimensions are sufficiently distinct from each other to justify using
need for recovery and fatigue as two distinct measures in further analyses.

Results

Table 6 shows that the job demands scales correlated moder-
ately with each other. Fatigue was positively correlated with the

Table 6
Means, Standard Deviations, and Zero-Order Correlations Among Study 2 Variables

Variable M SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1. Quantity of work 3.42 0.69 —
2. Responsibility at work 2.84 0.84 .38 —
3. Temporal demands 3.03 0.67 .45 .40 —
4. Hazards 2.35 0.65 .15 �.10 .01 —
5. Task control 3.40 0.68 �.05 .17 �.12 �.26 —
6. Fatigue 3.00 1.44 .20 �.04 .03 .30 �.24 —
7. Need for recovery 3.05 1.51 .34 .10 .18 .35 �.28 .58 —
8. Overtime 6.02 9.25 .30 .28 .22 �.00 .04 .06 .17 —
9. Household activities 10.74 8.17 �.02 �.04 .02 �.00 �.07 .02 .01 �.06 —

10. Care activities 1.81 5.41 �.01 .13 .08 .03 .07 .01 �.04 .00 .14 —
11. Sleep 7.09 2.71 �.03 �.01 �.02 �.04 .03 �.01 �.03 �.09 .25 �.04 —
12. Effort investment 22.23 23.75 .10 .04 .03 .08 �.11 .16 .18 .04 .05 .08 �.04 —
13. Leisure activities 2.49 0.90 �.01 �.02 �.01 �.05 �.05 �.13 �.11 �.09 �.00 �.07 .01 �.07 —
14. Common method factor 11.59 6.04 .03 .06 .03 .03 .05 .00 �.01 .03 .06 .06 �.04 .03 .02 —

Note. N � 704. All correlations � .10 are significant at p � .01.
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quantity of work, and with job hazards and/or lack of support,
whereas it was not correlated with responsibility and temporal
demands. Need for recovery was positively associated with all of
the job demands. Overtime was associated with need for recovery
but not with fatigue. This means that fatigue and need for recovery
are each related to different aspects of work.

Time for household activities was not significantly related to job
demands. Time for care activities was significantly related to the
job demand of responsibility. This finding suggests that job de-
mands and demands from the private life domain are relatively
independent from each other.

Test of Hypotheses

To Test Hypotheses 1, 2, 4, and 5, we conducted a series of
hierarchical regression analyses. In the first analysis, need for
recovery was the dependent variable, with four blocks of predictor
variables. The first block (Model 1) contained the common method
variable and demographic parameters. The second block (Model 2)
contained the variables related to job demands (testing Hypothesis
1) and task control (testing Hypothesis 2). The third block (Model
3) included the domestic demands (testing Hypothesis 4), and the
fourth block of predictors (Model 4) consisted of time for leisure
(Hypothesis 5) and time for sleep (Hypothesis 5a). The last block
(Model 5) consisted of the interaction terms between job demands
and off-job activities. The results are presented in Table 7. Only
the last four of the five models were statistically significant.

Model 2 explained 25% of the variance. The job-related aspects
had a significant contribution in predicting need for recovery. In
particular, people’s assessment of their amount of work, the extent
to which they experienced daily hazards and/or lack of support, the
amount of effort they had to invest in their work, and the amount
of overtime they put in were positively related to need for recov-
ery. These four variables refer to how hard people have to work.
Daily hazards and/or lack of support had a particularly high beta
weight. To overcome daily hazards, people have to work a bit
harder or have to be extra motivated. These findings support
Hypothesis 1, that job demands are positively related to need for
recovery. Task control had a significant but negative contribution,
suggesting that control can be used to counteract potential negative
effects on health and well-being. This finding supports Hypothesis
2. Task control implies, for instance, that people have the oppor-
tunity to determine their own work pace or to schedule their own
breaks.

Model 3, which included the domestic demands (time for house-
hold and time for care), did not add to the prediction of need for
recovery. This means that the amount of time people spent on
household and care-taking activities did not contribute to the
prediction of need for recovery. This result makes clear that the
domestic demands did not explain any variance over and above
that explained by the job demands in predicting need for recovery.
Thus, Hypothesis 4 was not supported (Hypothesis 3 was not
tested in Study 2).

On the whole, Model 4, which included time for leisure activ-
ities and time for sleep, did not show a significant increase in
explained variance. However, the amount of time spent on leisure
activities was a significant negative predictor of need for recovery,
which suggests that the amount of time spent on leisure activities
helps to reduce need for recovery. These results support Hypoth-

esis 5. Amount of sleep was not significantly related to need for
recovery, and thus Hypothesis 5a was not supported in this model.
The fifth block did not contain any significant interactions. This
finding suggests that a model with simple additive effects is more
plausible than a model with interaction effects. Hypothesis 6 was
not tested in Study 2, and a positive correlation was found between
fatigue (as a specific and short-term indicator of well-being) and
need for recovery, which supports Hypothesis 7.

To test Hypothesis 8, predicting that need for recovery mediates
the effect of demands on level of well-being, we tested the model
presented in Figure 1 using structural equation modeling. The
results are presented in Figure 2. The model appears to fit the data
rather well: The root-mean-square error of approximation
(RMSEA) for the mediation model was 0.051; �2(35) � 73.73,
p � .0001; the goodness of fit index (GFI) was .97; the adjusted
GFI (AGFI) was .94; and the normed fit index (NFI) was .90. A
model that assumed that the effect of demands is not mediated by
need for recovery but that demands have a direct effect on well-
being appeared to fit the data less well: RMSEA � 0.092;
�2(35) � 163.12, p � .0000; GFI � .94; NFI � .80. An exami-
nation of the modification indexes revealed that the overall fit of
the model could not be substantially improved by freeing any of
the remaining paths.

Figure 2 shows that job demands are positively related to need
for recovery, indicating that a higher level of demands is associ-
ated with a higher need for recovery. Job control is negatively
related to need for recovery. Domestic demands appear to have
virtually no effect on need for recovery, whereas leisure activities
again are negatively related to need for recovery. In this model,
amount of sleep appears to be positively related to need for
recovery.

Discussion

Study 2, like Study 1, showed that high levels of job demands
are positively related to need for recovery (Hypothesis 1). In
addition, task control was negatively related to need for recovery.
This was predicted in Hypothesis 2 and is in line with the literature
on task control (Karasek & Theorell, 1990; Sauter, Hurrell, &
Cooper, 1989). The results also showed that there the various job
demands have differential effects on need for recovery. In partic-
ular, the job demands of quantity of work and daily hazards and/or
lack of support contributed significantly to the prediction of need
for recovery. It should be noted that experiencing and overcoming
daily hazards and/or lack of support had by far the highest beta
weight. Also, effort investment and amount of overtime were
positively related to need for recovery. This clearly suggests that
need for recovery is related to a high activity level. In particular,
overcoming hazards and dealing with lack of support can be quite
strenuous and therefore cost considerable effort. This finding is in
line with the results reported by Meijman et al. (1992), who
demonstrated that intensity of work is an important predictor of
need for recovery.

Responsibility on the job was related neither to need for recov-
ery nor to fatigue. Apparently, responsibility is not generally
perceived as a real burden. This can be explained by the fact that
people in high-responsibility jobs are often found in the higher
level and managerial jobs. Apart from the fact that high responsi-
bility usually coincides with high levels of task control, people in
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higher level jobs will usually also enjoy their work more and find
their jobs more rewarding than will people in lower level jobs
(Carlopio & Gardner, 1995; Coyle-Shapiro & Kessler, 2002).

Although Hypothesis 3 was not explicitly tested in Study 2, the
positive relation of overtime (or rather “extra” time) with need for
recovery suggests that the more time is spent on work and work-
related activities, the higher the need for recovery. This finding
might be seen as indicative of support for Hypothesis 3 in this
study.

Furthermore, the amount of time spent on household and on care
activities was not related to need for recovery (as in Study 1). This
clearly contradicts Hypothesis 4. Apparently, the amount of time
that needs to be spent on household and care activities is not an
indication of the weight of the demands placed on the individual.

The amount of time people had available for leisure was nega-
tively related to their need for recovery. Although in Study 2 the
various leisure activities were not differentiated, the results suggest
that Hypothesis 5 was confirmed. Unexpectedly, amount of time

Table 7
Hierarchical Regression Analysis Predicting Need for Recovery

Variable

Model 1 Model 2 Model 3 Model 4 Model 5

Beta t Beta t Beta t Beta t Beta t

Control variables
Common method factor �.02 �.30 �.02 �.45 �.02 �.42 �.02 �.39 �.02 �.32
Age .12 1.80 .11 1.89 .11 1.79 .11 1.77 .13 1.98*
Sex .07 1.23 .10 1.84 .10 1.86 .10 1.85 .10 1.71
Level of education .01 .23 �.04 �.81 �.04 �.78 �.02 �.40 �.01 �.12
Number of children .04 .56 .01 .23 .03 .42 .01 .15 �.00 �.01

Job characteristics
Quantity of work .14 2.36* .14 2.32* .14 2.32* .19 2.49*
Responsibility at work �.04 �.67 �.04 �.63 �.04 �.67 �.02 �.29
Temporal demands .09 1.48 .09 1.53 .09 1.58 .05 .63
Hazards .26 5.08** .26 5.07** .25 4.84** .19 2.76**
Task control �.20 �3.79** �.20 �3.75** �.21 �3.93** �.18 �3.42**
Overtime .12 2.41* .13 2.35** .14 2.35* .14 2.54*
Effort investment .19 3.88** .20 3.92** .19 3.72** .21 3.53**

Off-job activities
Household activities �.03 �.53 �.02 �.44 �.05 �.76
Care activities �.03 �.53 �.03 �.54 .05 .45
Leisure activities �.10 �2.07* �.12 �2.29*
Sleep �.01 �.15 .13 .79

Interaction effects
Quantity � Leisure �.10 �1.65
Quantity � Sleep .30 1.70
Quantity � Household �.06 �.73
Quantity � Care .11 1.42
Responsibility � Leisure .02 .36
Responsibility � Sleep �.05 �.55
Responsibility � Household .04 .56
Responsibility � Care .05 .26
Temporal � Leisure �.05 �.74
Temporal � Sleep �.01 �.08
Temporal � Household �.02 �.26
Temporal � Care �.24 �1.79
Hazards � Leisure �.04 �.68
Hazards � Sleep �.09 �1.52
Hazards � Household .01 .21
Hazards � Care .03 .26
Overtime � Leisure .00 .05
Overtime � Sleep �.13 �.96
Overtime � Household �.07 �1.08
Overtime � Care �.07 �.88
Effort � Leisure .07 1.35
Effort � Sleep .01 .05
Effort � Household .04 .62
Effort � Care �.05 �.31

Adjusted R2 .01 .25 .25 .26 .27
F 1.35 10.25** 8.80** 8.02** 4.03**
�R2 .02 .26 .00 .01 .07
F (�R2) 1.35 16.30** .33 2.15 1.27

* p � .05. ** p � .01.
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for sleep was not related to need for recovery in the regression
model. To explain this finding, we may have to look at results
reported by Åkerstedt et al. (2002), who suggested that sleep
disturbances are positively related to high work demands. In par-
ticular, impaired awakening (i.e., not feeling well rested after
disturbed sleep) appeared to be positively related to a high level of
work demands and high effort at work. These findings suggest
that, in terms of recovery, the quality of the sleep (i.e., absence of
disturbances) seems to be more important than the length of the
sleep period per se. People with disturbed sleep do not feel well
rested and have a higher need for recovery when getting up. The
positive relation between amount of sleep and need for recovery in
the structural equation model contrasts with the hypothesis, which
predicted a negative relation. Our hypothesis (and other studies)
focused on the amount of sleep people had in the night preceding
the working day. Lack of sleep would then indicate a lack of
recovery and consequently a higher need for recovery. However, a
recent survey on sleep behavior in the United Kingdom (Groeger,
Zijlstra, & Dijk, 2004) showed that working people do not show
much variation in their sleeping pattern on work days; the most
frequent time to go to bed is around 11:30 p.m. But for most
working people, the alarm is set for 7:00 a.m. This means that the
variation can primarily be found in the times at which people go to
bed. When people have a high need for recovery, they go to bed
early, which thus suggests that need for recovery may determine
the amount of sleep, rather than the other way around. However,

how the process of sleep contributes to recovery will have to be a
topic of future research.

The structural equation model confirms the conceptual model
presented in Figure 1. Both job demands and some off-job activ-
ities are related to need for recovery, need for recovery is strongly
related to well-being, and the effects of job demands and off-job
activities on well-being are mediated by need for recovery.

This second study also has some limitations. First, all results
were obtained in a cross-sectional survey, and therefore no causal
interpretations are allowed. People with a high need for recovery
might perceive job demands as more taxing than might people with
a low need for recovery. However, Study 1, which had a within-
subject design, partly rules out this explanation. Nevertheless, a
longitudinal study would be ideal because it would allow causal
interpretations. Second, surveys normally are criticized for being
subject to common method variance (Crampton & Wagner, 1994).
However, to rule out such a common method variance interpreta-
tion, we computed a common method factor and included this
factor as a control variable in the analyses. Therefore, we believe
that our results are not biased by common method variance.

Another limitation was that participants were asked to indi-
cate the average amount of time they usually spent on various
activities. This meant that participants had to respond in hind-
sight, and this fact might have triggered various types of biases,
such as social desirability, inaccuracy in remembering, or errors
in assessing the length of time. However, we do believe that,

Figure 2. Standardized path coefficients for structural equation model. �2(35) � 73.73, p � .0001; root-mean-
square error of approximation � 0.051; goodness of fit index � .97; adjusted goodness of fit index � .94;
normed fit index � .90.
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again, in combination with the Study 1 results, in which daily
survey information was obtained, the results of Study 2 present
converging evidence.

General Discussion

The two studies provided support for most of our hypotheses.
Job demands and job control were related to need for recovery,
fatigue, and well-being. The effects of job demands and job control
on fatigue and well-being were mediated by need for recovery. In
particular, situational constraints (Study 1) and daily hazards
and/or lack of support (Study 2) were associated with a high need
for recovery. These job demands refer to unfavorable working
conditions with obstacles and hindrances that are particularly
bothersome and require specific additional effort to be overcome.
Effort investment and work quantity were also important predic-
tors of need for recovery in Study 2.

Other job demands, such as temporal demands (Study 2), un-
certainty (Study 1), and responsibility (Study 2), were not related
to need for recovery. These job demands are usually perceived as
important potential stressors. However, one might argue that al-
though these demands are important, they do not necessarily
require extra activities in order to cope with them. This means that
no specific extra effort is required, whereas the demands that are
indeed related to need for recovery refer directly to the investment
of (mental) effort. This is an indication that need for recovery is
associated with work that places high demands on people’s phys-
ical and psychological resources, be it through high hazards and
situational constraints, extended working days, or a high workload
(also Meijman et al., 1992; Rissler & Elgerot, 1978; Sluiter et al.,
1999). In Study 1, time pressure was no significant predictor of
need for recovery. This finding might be due to the specific study
setting. In health care institutions, employees might regard time
pressure as inevitable because of arising emergency situations.
Therefore, they will perceive situational constraints as more stress-
ful and annoying, resulting in an elevated level of need for
recovery.

Furthermore, both studies indicated that control over the task
was negatively related to need for recovery, which suggests that
having the discretion over when to take a break and what strategy
to follow does reduce need for recovery. Thus, one might conclude
that need for recovery is primarily related to people’s ability to
regulate their effort investment (Zijlstra, 1996). The regulation of
effort depends on opportunities to do so. For example, there should
be time available, and circumstances (other activities) should allow
it. Empirical studies have already indicated that the secretion of
catecholamines is elevated during work time, when people are
exposed to high work demands (e.g., Kuiper et al., 1998). This
level of secretion should decrease during off-work periods, when
people are expected to recover from the strains of the work day.
However, sustained activation of the sympathoadrenal system dur-
ing the hours after work means that the system cannot unwind and
that recovery cannot take place. This phenomenon of incomplete
unwinding—described as “spillover” in the literature—may lead
to mental and physical health problems (Dienstbier, 1989; Knar-
dahl & Ursin, 1985). Need for recovery may be seen as a psycho-
logical early warning indicator that can help people to regulate
their effort investment, and therefore it may eventually help to
prevent health problems.

Study 1 showed that apart from job demands, well-being when
coming home is a particularly important predictor of well-being
when going to bed. This finding is in line with results reported by
Kuiper et al. (1998), who demonstrated that the speed of unwind-
ing after work depends on the level of work demands, personal
characteristics, and the state of general well-being. The level of
well-being immediately after work is evidently substantially cor-
related with experiences at work. This finding suggests that peo-
ple’s need for recovery and their speed of recovery are largely
determined by work demands.

The results of both studies also indicated that the various types
of off-job activities contributed to the explanation of need for
recovery in the predicted way. Time spent on leisure was nega-
tively related to need for recovery in Study 2, indicating that
leisure activities stimulate recovery. However, as Study 1 demon-
strated, not all leisure activities contributed to need for recovery.
Time spent on low-effort activities (i.e., passive types of activities)
was not related to need for recovery. Apparently, it is better to be
actively engaged in activities (social activities, physical activities)
because this may help to switch off from work. Experience quality,
assessed in Study 1, was strongly related to need for recovery,
which suggests that it is not only the type and duration of an
activity that contribute to recovery and well-being but also its
experience quality.

In both studies, time spent on household and child-care activities
was not related to need for recovery, whereas in both studies time
spent on work was significantly related to need for recovery (time
spent on work-related activities in Study 1, and overtime in Study
2, respectively). This pattern of findings suggests that one cannot
simply add up work-related and other domestic demands in order
to assess the total impact of those demands. Apparently there are
qualitative differences between these various demands. In fact, one
might also claim that spending time on household and child care
may have a beneficial effect on recovery, because it may help to
switch off from job-related demands. In particular, when work has
been intensive and demanding, individuals may find relief in doing
some household activities. This line of reasoning is supported by
findings by Waldron, Weiss, and Hughes (1998), who suggested
that married individuals and individuals with children evaluate
their private life situation as more satisfactory than do singles and
married individuals without children. Married individuals ap-
peared to be healthier, had a higher level of well-being, and lived
longer than singles (Cordes & Dougherty, 1993). Looking after
and caring for others can be highly rewarding and may therefore be
beneficial for recovery.

We conducted our studies in two different countries and used
different but complementary study designs and measures. Study 1
focused on a specific professional group and explored the within-
person variance, whereas Study 2 was based on a cross-sectional
nationwide survey and focused on between-person variance. Both
studies do have their own specific limitations and strengths, but
when the studies are combined, the weaknesses of one study can be
compensated for by the strengths of the other, and vice versa. In
both studies, need for recovery mediated the relationship among
job demands, job control, and off-job activities, on the one hand,
and individual strain, on the other hand, both between and within
persons. Need for recovery appears to be an important variable that
refers to the underlying mechanism of effort regulation. Like a
marathon runner, a worker has to regulate his or her effort expen-
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diture throughout the day in order to complete the working day.
Whether individuals are successful in regulating their effort ex-
penditure explains why some individuals experience fatigue and
others do not (Zijlstra, 1996). The difference in the conceptualiza-
tions of need for recovery in our two studies indicates that both the
time available for recovery (Study 1) and the level of the symp-
toms (Study 2) are important. The perception of having neither
time nor opportunity to recover might be an immediate precursor
of specific need-for-recovery symptoms. Alternatively, it might
also be that individuals who experience such symptoms attribute
these symptoms to a lack of time and opportunities to recover.
Future studies should examine this process in more detail.

Our core outcome measures were a rather general well-being
measure in Study 1 and a much more specific activity-related
indicator of strain, fatigue, in Study 2. Results from the two studies
together suggest that need for recovery is reflected not only in
increased fatigue, which is a specific outcome conceptually closely
linked to recovery, but also in a more general experience of
poorwell-being. Therefore, one may speculate that the effects of
recovery processes are not limited to the functional systems af-
fected by previous stressors but generalize to other aspects of a
person’s functioning.

Limitations

Our studies have some limitations. First, both studies relied on
self-report data. In Study 2, we explicitly addressed this shortcom-
ing and controlled for a common method factor in the analyses.
This procedure suggests that our study findings cannot be ac-
counted for by a common method factor. In addition, we used two
different data collection methods in the two studies (diary and
survey). Thus, our findings cannot be accounted for by one spe-
cific data collection method. Nevertheless, we recommend includ-
ing more objective indicators in future studies. One might consider
physiological strain measures or spouse ratings of off-job activi-
ties. There was no opportunity to control for negative affectivity in
Study 2. However, because controlling for negative affectivity in
Study 1 did not affect the study findings, we assume that it is not
a major problem in Study 2 either. In addition, one might argue
that respondents’ estimation of time spent on specific activities
might be influenced by the characteristics of the activities these
respondents engaged in (Michon, 1975; Schiffman & Greist-
Bousquet, 1992). To overcome this shortcoming, future studies
might use experience- and time-sampling methods. It would be
useful to use small handheld computers that might prompt respon-
dents at various moments to indicate the type and duration of
activities they are engaged in.

Implications for Future Research and Practice

Our studies have implications for future research. We examined
short-term changes in well-being in Study 1 and relied on a
cross-sectional design in Study 2. Future studies should examine
the effects of job characteristics and off-job experiences on need
for recovery and the consequences of need for recovery over
longer periods of time; they should also look at recovery activities
and need for recovery in more detail. In our studies, we concep-

tualized need for recovery as an outcome of job characteristics and
off-job activities. It would be an option for future research to
assess need for recovery as an immediate reaction to job charac-
teristics that in turn affects the choice and experience of specific
recovery activities. Thus, after-work need for recovery could be
conceptualized as a mediator between job demands and off-job
activities. Off-job activities would then be the mediator between
job characteristics and after-work need for recovery, on the one
hand, and bedtime need for recovery, on the other hand. The test
of such a model would require an even more fine-grained data
collection procedure than the one used in Study 1. Moreover,
future research should address factors that help individuals initiate
and uphold those off-job activities that are helpful in reducing need
for recovery and in improving well-being. In addition, it would be
interesting to examine the relationship between opportunities for
recovery and actual recovery activities. Although it is plausible
that opportunities for recovery and actual pursuit of recovery
activities are positively related, there might be situations in which
individuals do not perform the most successful recovery activities
even when time and opportunities for recovery are available (Son-
nentag & Jelden, 2005).

Our studies offer some practical implications. We suggest re-
garding a high subjective need for recovery as an early warning
indicator for prolonged fatigue and reduced well-being. Paying
attention to this indicator and spending time on recovery may help
in preventing fatigue and reduced work performance. Moreover,
our studies suggest that need for recovery may decrease when
workload is reduced and job control is enhanced. Implementing
company policies that prevent extended working days and promote
active leisure activities after work may help individuals to disen-
gage from the daily strains of work.

Our two studies stress the importance of actual recovery from
daily strains and provide empirical evidence for the model pre-
sented in Figure 1. Both job characteristics and off-job activities
are related to need for recovery, and need for recovery mediates
the effects of job demands and low job control on poor well-being
and fatigue. Thus, recovery might be one of the crucial processes
that link reversible and irreversible health complaints (Meijman &
Mulder, 1998). Lack of adequate recovery might lead to cumula-
tive fatigue and might ultimately cause serious health complaints
(Knardahl & Ursin, 1985; Rissler & Elgerot, 1978). Need for
recovery can be seen as an early predictor of reduced well-being
and—as the results of our studies suggest—as a sensitive indicator
too.
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