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The time-dependent fluorescence frequency shift of protein-attached probes has a much slower decay than
that for the free probe. The decay times, ranging from 10 ps to several nanoseconds, have been attributed to
hydration water motions several orders of magnitude slower than those in the hydration shell of small solutes.
This interpretation deviates strongly from the prevailing picture of protein hydration dynamics. We argue
here that the slow decay in the fluorescence shift can be explained by a ubiquitous solvent polarization
mechanism, with no need to invoke slow water motions or a dynamic coupling with protein motions. This
mechanism can be qualitatively understood with the aid of a dielectric continuum model. We therefore conclude
that the long decay times measured with time-dependent fluorescence spectroscopy contain no information
about protein hydration dynamics.

Many biological processes depend critically on the dynamical
properties of the water-protein interface. During the past half
century, a diverse array of techniques has therefore been
recruited to the challenging task of quantitatively characterizing,
under physiological solution conditions, the motions of water
molecules in the protein hydration layer.1 The current picture,
founded largely on 17O NMR relaxation2-5 and MD simulation6-11

studies, reveals a dynamically heterogeneous hydration layer;
a few water molecules spend long periods (up to ∼1 ns) trapped
in surface pockets, while ∼90% of the interfacial water
molecules, like those in the hydration shell of small organic
solutes, suffer a mere two-fold average dynamical retardation
as compared to bulk water. In recent years, this picture has been
challenged by time-resolved fluorescence measurements, which
seem to indicate that water motions in the hydration layer are
slowed down by several orders of magnitude.12-22 In this Letter,
we argue that the long decay times seen by this technique reflect
protein conformational fluctuations rather than hydration dy-
namics. There is thus no need to revise the prevailing picture
of protein hydration dynamics.

The fluorescence-detected dynamic Stokes shift (DSS) moni-
tors the interaction energy of a fluorescent probe with its
molecular environment. The charge distribution of the probe is
altered by electronic excitation, and the ensuing readjustment
of the environment is reflected in the time-dependent DSS. The
DSS from a free probe in aqueous solution exhibits a sub-100
fs inertial decay of large amplitude, followed by a diffusive
decay with a characteristic time of ∼1 ps.23,24 In a dielectric
model, the longer decay time corresponds to the dipolar
longitudinal relaxation time of the solvent, which is 0.6 ps for
bulk water at 298 K.

When the probe is attached to a protein, the DSS exhibits
one or more slowly decaying components in addition to the
inertial decay (which is not always resolved) and a fast diffusive
decay of a few picoseconds (corresponding to the ∼1 ps
component of the free probe). The molecular origin of the
longest decay time, which may be anywhere from 10 ps to
several nanoseconds, is not fully understood. Zewail and co-
workers argue that these long decay times characterize water
motions in the protein hydration layer, either exchange between
hydration and bulk water12-17,19 or more subtle local rearrange-
ments of the orientation and density of hydration water.20,22

However, on the basis of 17O NMR2-5 and MD simulation6-11

results, we expect such water motions to occur on a time scale
of a few picoseconds, corresponding to the faster observed DSS
decay. The few relatively long-lived hydration water molecules
undergo restricted motions on a similar (picosecond) time scale,
and their much slower exchange with bulk water does not, for
symmetry reasons, affect the DSS (see below). Then, what is
the origin of the slow DSS decay?

To fully answer this question, we must link the slow DSS
decay to a molecular component (protein or water) and to a
specific type of motion. The required dissection of the DSS can
be accomplished by MD simulations.25-32 To a good ap-
proximation, the difference in probe solvation energy between
the excited and ground states, ∆E, can be modeled as a sum of
Coulomb interactions. The DSS can then be uniquely decom-
posed into protein and water contributions, S(t) ) SP(t) + SW(t).
For the single tryptophan residue in the protein monellin25 and
for the drug molecule H33258 bound to DNA,30 MD simulations
yield a decay time of ∼1.5 ps for the water component SW(t),
and the slow DSS component is found to be associated with
the biomolecule rather than, as initially assumed,13,33 with the
water.

Further insights into the molecular origin of the slow DSS
component have come from MD simulations showing that the
relative importance of protein and water depends on the structure
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and flexibility of the protein in the vicinity of the probe.29,31 Of
particular interest is the observation by Singer et al. that the
slowly decaying water contribution SW(t), if observable, disap-
pears when the protein conformation is frozen.31 This finding,
and their analysis of water motions in the hydration layer, led
these authors to propose that the slow water component in the
DSS arises from water translational motion coupled to protein
motions.31 The compensating and coupled variations in the
protein and water contributions to the solvation energy docu-
mented by Singer et al. had actually been anticipated on the
basis of a simple dielectric model.25 In the following, we use
this model to argue more explicitly that the mechanism of the
slow water contribution differs fundamentally from that pro-
posed by Singer et al. and that, as a consequence, the slow DSS
decay contains no information at all about protein hydration
dynamics.

In our highly simplified model (Figure 1a), the protein can
exist in either of two conformations, which differ in the position
(1 or 2) of an atom bearing a partial charge (for example, as
prescribed by a molecular mechanics force field). The energy
difference ∆E is then given by the interaction of the probe with
the single protein charge and with all surrounding water
molecules. The protein relaxation time τP is related to the
lifetimes of the two states τP ) (1/τ1 + 1/τ2)-1. The water is
modeled as a dielectric continuum with relative permittivity ε.
To describe nonequilibrium hydration at short times, we could
use a frequency-dependent permittivity,34 but the static permit-
tivity suffices since we are only interested in the DSS decay on
time scales τP much longer than the longitudinal relaxation time
τW of the (hydration) water. At the cost of numerical complexity,
we could take the dielectric boundary into account,35,36 but such
details are unimportant here; therefore, we regard ε as the
effective permittivity of the local interfacial region.

For this model, the excited-to-ground-state differential sol-
vation energy of the probe is simply ∆E ) ∆EP/ε, where ∆EP

is the bare interaction energy (without water). Consequently,
∆EW ≡ ∆E - ∆EP ) -(1 - 1/ε)∆EP. Since the water is in

equilibrium with the protein conformation on the time scale τP,
the water and protein contributions to the DSS are related in
the same way as the interaction energy

This simple result tells us that even if the water molecules move
at infinite rate (τW ) 0), the DSS contains a water contribution
that decays on the long time scale τP of protein relaxation. The
water and protein contributions are of opposite sign, and if ε .
1 (as expected if the probe and charge are near the protein
surface), they are of similar magnitude; therefore, the total DSS
is much smaller than either component. Despite the simplicity
of the model, eq 1 agrees qualitatively with the slowly decaying
DSS components in apomyoglobin.31 Furthermore, the model
reproduces the observation31 that the slow water contribution
disappears when the protein conformation is frozen, that is, when
SP(t) ≡ 0 in eq 1. The model can be trivially extended to an
arbitrary number of partial charges and conformational states,
as in a real protein. Although the total S(t) must decrease with
time, the SP(t) contributions from the individual charges may
increase or decrease because the protein atoms do not, in general,
move independently of each other. One can therefore envisage
situations with mutual cancellation among the various protein
contributions. According to the model, each protein contribution
is accompanied by a water contribution of opposite sign.
However, the effective permittivity ε depends on the location
of the charge; therefore, the SW(t) contributions may cancel each
other more or less completely than the SP(t) contributions do.
Such cancellation of individual charge contributions was
observed in the apomyoglobin simulation.31

Some MD studies26-28,32 have decomposed the DSS as S(t)
) SPP(t) + SWW(t) + SPW(t), although these terms cannot be
identified with the protein and water contributions to the
measured DSS.25,37 For this decomposition scheme, our model
predicts that

For ε . 1, the water-water and protein-protein contributions
are equal in magnitude and sign, while the protein-water cross
term is of opposite sign and 2-fold larger in magnitude. Again,
the model agrees remarkably well with the simulation results
(where the cross term is displayed as SPW(t)/2).26,27

Despite its simplicity, the dielectric model can reproduce, at
least qualitatively, the range of DSS behaviors revealed by MD
simulations. According to this model, the slow water contribu-
tion to the DSS arises from the polarization of the solvent
induced by the time-dependent electric field from the probe and
protein charges. Previously, the long decay time of this
contribution has been linked to water motions in the hydration
layer.12-22,26,27,31-33 However, the polarization of the solvent is
produced by very slight orientational preferences among a large
number of water molecules, within and beyond the hydration
layer. More importantly, the polarization is established on a time
scale τW (one or a few picoseconds) much shorter than the time
scale τP on which SW(t) decays. Therefore, the wide range of
slow decay times obtained with tryptophan probes in proteins,
10-200 ps, reflects the multiple time scales of internal protein
dynamics rather than differences in hydration dynamics. If the
DSS could be recorded in a wider time window, even longer
decay times would be obtained, produced by protein confor-

Figure 1. Schematic view of a probe (ellipse) near the surface of a
protein (gray). The solid circles labeled 1 and 2 represent alternative
locations of a fluctuating protein atom bearing a partial charge. The
open circles represent partial charges mimicking the excited-to-ground-
state differential charge distribution of the probe.

SW(t) ) -(1 - 1/ε)SP(t) (1)

SWW(t) ) (1 - 1/ε)2SPP(t) ) -(1 - 1/ε)SPW(t)/2
(2)
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mational dynamics on nanosecond, microsecond, and mil-
lisecond time scales and with the associated water polarization
contributions. Indeed, using extrinsic probes with more long-
lived excited states, DSS decays of several nanoseconds have
been reported.38-42 According to our analysis, the decay time
of the slow SW(t) component does not contain any information
about protein hydration dynamics. It is therefore misleading to
state that “we have determined the actual time scale of coupled
water-protein fluctutations”.21 Such a time scale does not exist;
SW(t) can decay on any and all time scales on which protein
internal motions occur. A close analogy exists with dielectric
relaxation spectroscopy. The electric polarization of a bulk water
sample follows the oscillations of an applied AC field at any
frequency below 1/τD ≈ 0.1 THz. However, measurements
below this frequency tell us nothing about water dynamics.

The water-protein coupling underlying the slowly decaying
SW(t) component is not a dynamic coupling. It is therefore
misleading to attribute the slow SW(t) decay to coupled
water-protein fluctuations.21,27,31 If protein and water motions
occur on widely disparate time scales, as assumed in our model
(τW , τP), then they are necessarily statistically independent
and cannot exhibit a dynamic coupling. The mechanism behind
the slowly decaying SW(t) component has also been described
as “coupled water-protein translation”.31 However, as our model
shows, the slow SW(t) decay occurs even if the protein-water
boundary is unaffected by the internal motion (Figure 1a).
Furthermore, when water displacement is involved, as in the
slow reorientation of an exposed side chain (Figure 1b), it may
affect SW(t) by altering the effective permittivity ε in eq 1,29

but it does not influence the decay time as long as τW , τP.
The hydration layer of a protein is dynamically heterogeneous,

with a power law distribution of residence times and rotational
correlation times in the picosecond to nanosecond range (at room
temperature).4,8,10 If one of the few “slow” water molecules
happened to reside near the probe, how would the DSS be
affected? To answer this question, we return to our model
(Figure 1a). The positional fluctuation of the protein charge
contributes to the DSS because the modified charge distribution
of the newly excited probe slightly alters the relative populations
of the two states 1 and 2. When a long-lived (>several 100 ps)
water molecule leaves its hydration site on the protein surface,
it is immediately (within a few picoseconds) replaced by another
water molecule from the bulk. Since the final state of this water
exchange process is identical to the initial state, there can be
no excitation-induced population change. Such slow water
exchange processes are dynamically coupled to (local) confor-
mational fluctuations in the protein, but they are invisible to
the DSS technique.

In conclusion, for the reasons given above, our answer to
the title question is no. A slowly decaying water contribution
SW(t) in the DSS is a necessary but not a sufficient condition
for inferring slow hydration water dynamics. Such a contribution
is always present, whether observable or not, and it would be
there even if hydration water behaved exactly as bulk water.
The slowly decaying DSS component observed with proteins
but not with small organic solutes (such as the probe molecule
itself) does not indicate a difference in hydration dynamics but
results from the slow conformational fluctuations that occur in
proteins but not in small solutes. Since all parts of a protein are
more or less polar (as illustrated by the partial charges carried
by all protein atoms in molecular mechanics force fields), the
solvent polarization mechanism, proposed here as the source
of the slow DSS decay in protein solutions, is ubiquitous. Any
protein motion, on any time scale longer than ∼1 ps, is

accompanied by a water component in the DSS that decays on
the same time scale as the protein motion. However, this
contribution does not report on the time scale of water molecule
motions. This general conclusion does not rely on the quantita-
tive approximations inherent in the dielectric continuum model
used here mainly as a heuristic tool to illustrate the underlying
physical mechanism.
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