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ABSTRACT: Disordered organic materials have a wide range of interesting applications, such as organic light emitting diodes,

organic photovoltaics, and thin film electronics. To model electronic trana[:ort through such materials it is essential to describe
the energy distribution of the available electronic states of the carriers in the material. Here, we present a self consistent, linear

scaling first principles approach to model environmental effects on the electronic properties of disordered molecular systems. We
apply our parameter free approach to calculate the energy disorder distribution of localized charge states in a full polaron model
for two widely used benchmark systems (tris(8 hydroxyquinolinato)aluminum (Alg,;) and N,N’ bis(1 naphthyl) N,N’ diphenyl
1,1’ biphenyl 4,4’ diamine (@ NPD)) and accurately reproduce the experimental charge carrier mobility over a range of 4 orders
of magnitude. The method can be generalized to determine electronic and optical properties of more complex systems, e.g.

guest—host morphologies, organic—organic interfaces, and thus offers the potential to significantly contribute to de novo
materials design.

rganic materials are key constituents of a wide range of charge transport processes, the situation is further aggravated as
low cost, technologically relevant materials, readily polarization effects of moving charges are dynamic properties.
utilized in such devices as organic light emitting diodes In materials of weakly coupled molecules in particular, the
(OLEDs),"? organic photovoltaics (OPV),*>™> and organic field electrostatic polarization of the surrounding molecules creates

effect transistors.® In the past few years, substantial strides were the individual electronic properties of each molecule.

made resulting in an increase of the device effidency’ ' as well State of the art calculations'>™" are either 1garametrized
as improvements of the manufacturing methods e.g. solvent semidassical polarizable force field approaches®>' (PFE),
processing, large scale printing of organic components, etc.'”" QMMM methods,"***** or quantum mechanical constrained
There is nearly an infinite variety of different organic materials DFT*** approaches (cDFT). In the PFF and QMMM case,
both small molecules and polymers which can be used pure or the charge density of the environment is mapped to polarizable
in different mixtures and/or as multilayer structures. Therefore, point charges which are included in single molecule
optimization in the form of experimental fabrication, small scale calculations. In that case, nonadiabatic polarization effects on
production, and characterization of samples for material the wave functions are neglected. cDFT, on the other hand, is
screening remains a costly challenge to experimentalists. fully quantum mechanical and uses artificial potentials to
Predictive analytical and computational modeling of candidate confine the charge carriers to certain molecules in the system
materials may greatly reduce cost and accelerate the design of but requires computationally very demanding QM calculations
new materials. Bottom up modeling further elucidates the for large systems, creating a challenge on statistical con
physical processes in the device and may consequently offer vergence. To overcome the bottleneck on both ends, we

great help in systematic material design. The intrinsic difficulty present here a linearly scaling, first principles quantum
in modeling amorphous organic materials is 2 fold. While the mechanical method (quantum  patch ‘approa'ch) to model
disorder of the system requires the handling of sizable samples polarization effects in amorphous materials which we apply to
to converge statistics, the quantum mechanical nature of the
relevant physics for charge transport and light matter
interactions requires quantum mechanical calculations. For



calculate charge hopping rates in the two commonly used
benchmark systems tris(8 hydroxyquinolinato) aluminum
(Alg;) and NN’ bis(1 naphthyl) N,N’ diphenyl 1,1’ biphenyl
4,4 diamine (@ NPD).

When modeling charge transport in disordered organic
materials, where charges propagate by a succession of leaping
processes between neighboring localized sites, the hopping
transport formalism is a common starting point. When the sites
are weakly coupled”® and the time scale of local charge
reorganization is smaller than the time scale of a single hopping
processes, Marcus theory” is widely used for the calculation of
charge hopping rates
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where kg is the hopping rate, # is the Plank constant, Ji is the
electronic coupling, Ay is the reorganization energy, kg is the
Boltzmann factor, AGy is the Gibbs free energy difference of
the initial and final state. The Marcus rate depends on three
microscopic quantum mechanical parameters Jj; AGy, and A
The state energy difference resulting from different environ
ments of the two hopping sites is strongly dependent on the
local details of the structure of the system. Materials spedific
parameters can be mapped onto transport models, which can
then be used for the calculation of charge carrier mobility and
other experimentally relevant quantities in master equation
approaches.**~**

The resulting mobility is highly sensitive to changes of the
width of the density of states or the energy disorder 6(E), as it
enters the functional form in the exponent in quadratic fashion
(u x exp(—C(6/(ksT))?)).3*3¢ C is a factor dependent on
spatial correlations in the system which depends on the details
of the model and ranges from C & 1/4 in effective medium
models®” to C ~ 1/2% for short range lattice models with
uncorrelated disorder. The energy disorder ¢ is defined as the
width of the local on site energy distribution of the system,
having its origin in disorder on the local electronic states
induced by the amorphous nature of the materials. Hence, an
accurate description of the local electronic structure underlying
the processes on the molecular length scale is of great
importance. Feeding the respective microscopic parameters
obtained with the quantum patch approach in the appropriate
master equation approach accurately reproduces experimental
electron and hole mobilities for Alq; and hole mobilities for a
NPD (no experimental data for electrons available).

COMPUTATIONAL APPROACH

In the quantum patch approach, the Hamilton operator for a
system of N weakly coupled molecules with the total density
n(r) is approximated by

H= diag(Hl[”tot(?)]i ey HN["(O((?)]) 2)

neglecting intermolecular contributions to kinetic energy and
exchange interactions, an approximation made in man

embedding methods for weakly coupled molecules.'®'®?

With this approximation, the Hamiltonian for each molecule
can be solved separately for each of the molecules as long as the
total charge density is known. To iteratively solve the electronic
structure of the system we partition the total charge density
o (r) into a sum of charge densities of the single molecules. In
the calculation of molecule i, the charge densities n;4(r) of the

other molecules are replaced by a set of point charges where k
is the index of the respective atom at position R;;.

ne(7) = n(F) + Y q/(8(F — R;)

ik (3)
Intermolecular electrostatic interactions are taken into account
by employing partial charges fitted with the Merz—Singh—
Kollman scheme (ESP charges)® which are specifically
designed to approximately reproduce the electrostatic field of
a molecule. These charges are therefore well suited to
reproduce the electrostatic environment required for the
treatment of polarization effects. We begin by guessing initial
partial charges q,-lko, using vacuum partial charges for each
molecule, and then solve the Schrédinger equation for each
molecule self consistently. We update the partial charges of the
current molecule on the basis of the new electron densities
nt(r) = YI®,/(r)* for molecule i with Kohn—Sham orbitals

j

®,;. These densities will be used in the subsequent calculations
for the other molecules, such that ¢ denotes the iteration step.
As indicated in Figure 1 we iterate this procedure for all
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Figure 1. Schematic description of the algorithm used for the
calculation of energy disorder. In the first step, vacuum partial charges
for each molecule are calculated. Afterward, an additional charge is
assigned to a certain molecule. Partial charges of this as well as of the
neighboring molecules within a certain cutoff distance are self
consistently re evaluated using a cloud of point charges that are
iteratively improved until convergence in total energy of the charged
molecule is reached. This procedure is repeated for positive and
negative additional charges on each molecule in the system.

molecules in the system of interest until convergence (see the
SI). For practical reasons, we do all calculations of one iteration
step in parallel and update the partial charge environment for
each molecule afterward in the next iteration step.

In order to calculate the hopping rates of electrons (holes) as
described in eq 1, the Gibbs free energy difference AGy of
negatively (positively) charged hopping sites is needed as input.
In the absence of external fields and entropic effects, AGy is
generally approximated by the total energy difference AE;
between the final and the initial state.'®*' Besides vibrational
effects, the unique shape and environment of each molecule in
the system determines these energy differences. Therefore, they
are calculated for each pair of hopping sites with the method

outlined above, using an environment of self consistent point



charges surrounding the single monomers. In order to describe
polaron effects an additional charge is assigned to molecule i,
and its vacuum partial charges are calculated and the total
energy of the system is self consistently calculated. Formally,
this approach is an _4a})pr0ximation of the frozen density
embedding method* ™ including polarization effects due to
explicit additional charges in the system. One now has to repeat
this procedure by putting an additional charge on the target
molecule f of the hopping process. The result is the energy E;~
(Ef"), from which we compute the energy differences for
electron (hole) transport AE.qon (AEp). Averaging these
energy differences over samples of sufficient size, the ene

disorder distribution 6(AE) = (1/(1\]@_Irs -1) Y A2 s
N,

aice
computed for all nearest neighboring pairs in the morphology.
It should be remarked that these & reflect the local disorder and
only match the global energy disorder in case of no energy
correlation between neighboring molecules.

To estimate charge carrier mobilities we employ the analytic
solution of the master equation for Marcus rates in a

homogeneous medium by Rodin et al. (unpublished work)
1
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Consistently with our microscopic energy disorder, Rodin et
al. use a local disorder parameter o(E), which inherently
includes energy correlations and show their thusly modified
effective medium approach to work well for materials with both
strong and weak disorder. # = 1/kgT is the inverse temperature,
n is the dimension, and M is the mean number of nearest
neighbor molecules. We calculated the electronic coupling
constants with a Lowdin orthogonalization method*’ using
dimer Fock and overlap matrices and frontier orbitals of
uncharged monomers within a self consistently evaluated point
charge environment. The inner part of the reorganization
energy was calculated in geometry optimizations of charged
molecules starting from the optimized geometry of the neutral
molecule and vice versa.

RESULTS AND DISCUSSION

To validate this approach we investigate widely studied
meridional tris(8 hydroxyquinolinato)aluminum (Alg;) and
N,N’ bis(1 naphthyl) N,N’ diphenyl 1,1’ biphenyl 4,4’ diamine
(a NPD).***" Alq, has a selective charge carrier mobility,
conducting electrons much better than holes and a large
molecular dipole moment, which leads to strong environment
effects and large energy disorder. @ NPD, on the other hand, is
a widely used hole transport material with comparatively low
disorder and consequently high charge carrier mobility. For
Alqg;, a morphology generated with the VOTCA'** package
was used. It contains 512 molecules and was periodically
extended in each direction in order to reach convergence for
long range electrostatic interaction. The @ NPD morphology
comprising 300 molecules was generated with a molecular
dynamics protocol similar to that used in GROMACSY (see
the SI) and also extended periodically. All quantum mechanical
DFT calculations were performed with the quantum chemistry

package TURBOMOLE.* If not indicated otherwise, all DFT
calculations were performed with the B3 LYP®' functional and
the def2 SV(P)*> basis sets. We find that typically 7 iteration
steps for the self consistent treatment of polarization effects as
explained in Figure 1 and 100 neighboring molecules for each
charged hopping center are required to reach convergence.
Figure 2 shows distributions of site energy differences in an
Alg; system. In order to demonstrate the influence of the
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Figure 2. Distribution of site energy differences in an Alg,
morphology. In a) we show all four different approaches to calculating
o(E) (see text). The unpolarized approach shows both electron and
hole distributions being very wide with electrons being wider, which
should lead to hole mobility being larger than electron mobility. The
most precise polaron II approach shows narrower distributions with
the electron o being smaller than the hole 6(E). b) Polarized vs
Polaron I calculation: the order of energy disorder strength for
electrons and holes interchanges and the scatter plot is very wide
indicating very different local results. c) Polaron I vs Polaron II: The
narrow distribution of points in the scatter plot indicates that it is most
important to treat the system on a quantum mechanical level. The
choice of orbital energies vs total energies has a much smaller effect.

environmental disorder effect we report results for the
“unpolarized” model, neglecting environmental polarization
effects altogether, the “polarized” model which computes site
energy differences of neutral molecules in the presence of
environmental polarization and the “polaron” model, which
computes site energy differences of charged molecules in the
presence of environmental polarization. For the polaron model
we distinguish model I, which uses orbital energies as the other
models and model II, which uses total energies of charged
(E&.¢) and uncharged (EY,;/) molecules as in

AEe/h = (Et-o/t} - Et(:)t,f) - (Et-o/t: - Et?')t,i) (6)

where i and f indicate the indices of the molecules participating
in the hopping process. In the unpolarized case, the molecules
are embedded into a point charge environment consisting of
ESP charges derived in DFT calculations of single molecules in
vacuum. As shown in Figure 2, the width of the energy disorder
distribution ¢(E) decreases by 21% from 0.264 to 0.209 eV for
holes and 22% from 0.286 to 0.223 eV for electrons stemming
from the explicit polarization of the environment. The
anticipated order of energy disorder for electrons and holes is
still not captured. Models using an effective or distance



depending dielectric constant can capture this effect in
principle, ® but these models are typically valid for distances
considerably larger than molecular diameters. For small
distances, there are difficulties® to use an effective screening
constant £(r) that arise from the local influence of orbital
shapes, sizes, and polarizabilities. In Figure 3 the shape of the
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Figure 3. Comparison between LUMO orbitals (a,c) of a selected
uncharged Alg, molecule and SOMO™ orbitals (b,d) of additional
electrons without (a)b) and with (c,d) converged self consistently
evaluated point charge environment. The treatment of explicit charges
as well as the explicit electrostatic environment changes the shapes and
energies of the respective orbitals significantly. The orbital energies
directly feed back into the site energy differences and thereby energy
disorder.

unpopulated lowest unoccupied molecular orbital (LUMO)
orbital of a monomer without and with polarized environment
is compared to the shape of the populated single occupied
molecular orbital (SOMO™) orbital of the same monomer for
one sample molecule. Equilibration of the environment leads to
a stabilization of the respective orbital energy. Both LUMO and
SOMO™ have similar energies in environment, whereas their
shape and consequently polarizability are clearly different,
showing that the consideration of explicit additional charge
leads to different orbital structures and thus different
interaction with the local environment.

The comparison between the energy disorder in an Alq; and
an a NPD system is shown in Table 1. The large difference in

Table 1. Energy Disorder Comparison for Both Electron and
Hole Transport Obtained with Four Different Methods”

energy disorder [eV]  unpolarized polarized polaron I  polaron II

Alg, hole 0.264 0.209 0.204 0.227
electron 0.286 0223 0.184 0.207
a-NPD hole 0.148 0.144 0.149 0.153
electron 0.114 0.107 0.092 0.099

“Polaron I refers to use of the frontier orbital energies, while Polaron
II stands for use of total energies instead.

the vacuum dipole moment (B3 LYP/def2 SV(P)) of @ NPD
(031 D) compared to Alg; (440 D) leads to tremendous
differences in energy disorder of these two materials. Disorder
in @ NPD mostly arises from different geometric conformations
of the molecules in the morphology rather than their individual
electrostatic environment which also results in weaker polar
ization effect. As it is well known within DFT, the electron
density is a physical quantity, while Kohn—Sham orbitals are
not, making use of total energies, which depend on the electron
density physically more robust and the method more readily
extendable to other ab initio approaches. Thus, we use the
polaron II model for the calculation of the charge carrier
mobility. However, the trend that disorder is weaker for
electrons than for the holes also holds for the polaron I model.

The mean electronic coupling (J**) and the reorganization
energy A have been computed using the same samples and are
shown in Table 2. For the electronic coupling elements, the B3

Table 2. Parameters for Mean Electronic Coupling {J**)
and Reorganization Energy A%

(7 [ev* A% A [eV]

Alg, hole 9.05 X 1073 0213
electron 7.80 x 1073 0.308

a-NPD hole 133 x 1073 0.253
electron 3.84 x 1073 0.122

“The values compare well to literature values.'®

LYP functional and the def2 SV(P) basis set was used. The
inner part of the reorganization energy A is calculated using the
same level of theory.

Evaluation of eqs 4 and 5 with the input parameters in Table
1 and 2 leads to the charge carrier mobilities in Table 3. The
mobility values follow the disorder trends, ie. larger disorder
results in smaller mobility and vice versa. For Alq,; the
quantum patch method using explicitly charged systems shows
preferential electron transport, which is not the case for
calculations using uncharged molecules (polarized or not).
Further, when total energies (polaron model II) are used, the
quantitative experimental results for the charge carrier mobility
are reproduced (see Figure 4). The same holds true for @ NPD,
where the experimental hole mobility is quantitatively
reproduced. We predict a surprisingly large electron mobility,
which is presently not experimentally accessible due to the very
shallow LUMO level of @ NPD. With work function tuning
methods,**** it can potentially become exploitable in the
future.

CONCLUSION

In conclusion, we showed that the self consistent quantum
mechanical quantum patch method for the calculation of
energy disorder is able to quantitatively predict charge carrier
mobilities for materials such as Alq; and @ NPD, which differ
strongly in their physiochemical characteristics. We show that
polaron effects must be explicitly taken into account to explain
differences in hole and electron mobility of Alq;. The quantum
patch method scales linearly with the number of molecules in
the system and thus allows for the treatment of system sizes up
to several thousand molecules. Statistical quantities such as
energy disorder can therefore be evaluated to a high level of
accuracy. The fact that neither fitting parameters nor
constraints (as in cDFT) are needed makes the method
applicable for a wide range of problems. As environmental
effects are ubiquitous in many molecular materials, the
electrostatic embedding method may also be used to describe
environmental effects for lifetime and mobility of excitons and
charge separation near interfaces.>> The method is expected to
also be useful for explicitly feeding the disorder information in
the coupling matrix elements (J's), estimating morphology
spedific reorganization energies, as well as charge transport in
polymers.

Methods. For Alg;, a morphology generated with the
VOTCA'* package was used. It contains 512 molecules and
was periodically extended in each direction in order to reach
convergence for long range electrostatic interaction. The a
NPD morphology comprising 300 molecules was generated
with a molecular dynamics protocol similar to that used in
GROMACS" (see the SI) and also extended periodically. All
quantum mechanical DFT calculations were performed with
the quantum chemistry package TURBOMOLE.*® If not



Table 3. Charge Carrier Mobility for Alq; and @ NPD Calculated by Eqs 4 and § with Values for Energy Disorder 6, Coming
from a Number of Different Methods (See Text) and Compared to Experimental Data***’

mobility p [em®/(V s)] unpolarized polarized
Alg, h+ 113 x 1078 466 x 107
e- 226 x 107'¢ 1.06 x 107*°
a-NPD h+ 7.77 X 107¢ 127 x 10°7°
e- 5.64 X 107 110 x 1072
1e-04
- exp: j=1.5"%cm?Vs
1e-05||e sim: uy=1.9"%m?Vs
i ~ exp: 11,=3.0%m2\Vs
Z1e0sf|” ST
e = sim: uy=1.8"cm?/\Vs
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Figure 4. Comparison between experimentally measured field
dependent electron and hole mobility for Alq; and the simulated
zero field mobility. (Reproduced with permission from H. H. Fong
and S. K. So, J. Appl. Phys. 100 (2006). Copyright 2006, AIP
Publishing LLC.).

indicated otherwise, all DFT calculations were performed with
the B3 LYP®! functional and the def2 SV(P)*? basis sets.
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