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To assist the design of novel, highly efficient molecular junctions, a deep understanding of the
precise charge transport mechanisms through these devices is of prime importance. In the present
contribution, we describe a procedure to investigate spatially-resolved electron transport through a
nanojunction, at the example of a nitro-substituted oligo-(phenylene ethynylene) covalently bound to
graphene nanoribbon leads. Recently, we demonstrated that the conductivity of this single-molecule-
graphene-nanoribbon junction can be switched quantitatively and reversibly upon application of
a static electric field in a top gate position, in the spirit of a traditional field effect transistor
[J. Phys. Chem. C, 2016, 120, 28808–28819]. The propensity of the central oligomer unit to align
with the external field was found to induce a damped rotational motion and to cause an interruption
of the conjugated π-system, thereby drastically reducing the conductance through the nanojunction.
In the current work, we use the driven Liouville-von-Neumann (DLvN) approach for time-dependent
electronic transport calculations to simulate the electronic current dynamics under time-dependent
potential biases for the two logical states of the nanojunction. Our quantum dynamical simulations
rely on a novel localization procedure using an orthonormal set of molecular orbitals obtained from
a ground state density functional theory calculation to generate a localized representation for the
different parts of the molecular junction. The transparent DLvN formalism allows us to directly
access the density matrix, and it captures both the non-Markovian scattering dynamics and the
relaxation to the stationary limit. Using this time-dependent one-electron density matrix, it is
possible to reconstruct the time-dependent electronic current density, unraveling insightful time-
dependent mechanistic details of the electron transport.

I. INTRODUCTION

The research field of molecular electronics[1–3] aims
at designing electronic components such as wires[4, 5],
rectifiers[6–16], LEDs[17–20], or transistors[21–42], as
well as whole electronic devices from single molecules.
Especially transistors, which are the central switching
units in modern electronics, play a prominent role in this
field, and many systems have been proposed and inves-
tigated, both theoretically and experimentally, to bring
transistors to molecular scale (see for example Ref. [43–
46] and references therein). Recently, the first light-
induced molecular switch operating reliably at room tem-
perature has been synthesized.[47] In this case, a di-
arylethene molecule, which is well known for its photoin-
duced switching behavior, is bound covalently between
two graphene tips. The covalent nature of the bond ren-
ders the nanojunction very stable and allows for an en-
hanced electronic coupling to the leads, which positively
affects the conductivity of the junction.[48] Graphene-
based nanostructures such as carbon nanotubes and
graphene nanoribbons (GNRs) appear as very natural
choices for contacts and wires, because they behave like
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one-dimensional conductors and exhibit unique electronic
transport properties even at room temperature [49].

Besides diarylethenes, oligo-(phenylene ethynylene)s
(OPEs) have attracted great attention especially as
molecular wires (see, e.g., Ref. [4] and references therein),
and they appear as another promising class of molecular
switching units. When attached to gold surfaces, OPEs
demonstrated promising switching properties in STM
experiments[50–52]. Although the mechanism observed
in these experiments is rather of stochastic nature (for an
overview of the proposed mechanisms see Ref. [46]), a ro-
tation of the central phenyl group about the triple bonds
was theoretically proposed as a possible switching mech-
anism. This assumption was the starting point for the
investigation of Agapito and Cheng[53], who investigated
a nanojunction where a nitro-substituted OPE wire was
bound to two 3-zigzag graphene nanoribbons (ZGNRs)
serving as electrodes. This OPE-GNR model system is
sketched in Fig. 1. In their work, non-equilibrium Green’s
function (NEGF) simulations revealed the markedly dif-
ferent behavior of two logical states, one planar with high
(ON, θ ≈ 0) and one perpendicular conformer with low
conductivity (OFF, θ ≈ 90◦). It was demonstrated that
the rotation of the central nitrophenyl-group about the
triple bonds causes a breakdown of the conjugation of
the π-system, leading to a significant drop in conductiv-
ity. Recently, we have proposed a practical procedure
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FIG. 1. Cartoon of the investigated OPE-GNR nanojunc-
tion viewed from different perspectives. Carbon atoms are
colored in dark grey, hydrogen atoms in light grey, nitrogen
atoms in light blue, and oxygen atoms are colored in red. As
demonstrated in Ref. [54], an electric field along the z-axis,
~E, can be used to switch the device from a conducting state
(ON, θ ≈ 0◦) to a less conducting state (OFF, θ ≈ 90◦). For
the investigation of the electron current dynamics, the device
is divided into three segments: the left lead (L, highlighted
in blue), the extended molecule (M, black solid box), and the
right lead (R, highlighted in orange). The color code and the
coordinate system defined in this figure are used throughout
this work.

to drive this system from the ON to the energetically
unfavored OFF conformer dynamically by applying an

external static electric field ~E, in the spirit of a tra-
ditional field effect transistor.[54] Ground state nuclear
quantum dynamics simulations of the complete switch-
ing cycle within the reduced density matrix formalism
showed that the system can be reliably switched on and
off without showing any memory effects.

The present contribution focuses on another funda-
mental dynamical aspect of the same system: the time-
dependent electron transport under non-equilibrium con-
ditions at finite bias voltage. To this end, we resort
to the recently developed driven Liouville-von-Neumann
(DLvN) approach for time-dependent electronic trans-
port calculations[55–64]. In conventional fashion, the fi-
nite system is first divided into three parts: the left lead
(L), the extended molecule (M), and the right lead (R).
The associated equations of motion for the density ma-
trix in this localized basis are supplemented by a driving
term which aims at preserving a steady-state subject to
non-equilibrium boundary conditions. Charge transport
through the nanojunction arises from imposing, e.g., fi-
nite temperatures to the leads or applying a potential
bias voltage between the electrodes. In the original for-
mulation of the DLvN approach as well as in the standard

NEGF treatment, localized atom centered basis functions
are used to define the pseudo spectral basis functions of
different parts of the system. For realistic systems, this
basis set can become very large and basis functions can-
not be safely neglected, since they are all coupled to each
other. Therefore in the present work, this approach is
modified to reduce its computational effort and improve
its scalability towards larger molecular systems. Here, an
orthonormal set of delocalized molecular orbitals is first
computed from a single ground-state density functional
theory (DFT) calculation for the extended molecule and
sections of the leads. A numerical localization procedure
is then used to project a subset of these molecular or-
bitals at energies close to the Fermi level onto the differ-
ent sections of the nanojunction. In order to increase the
system size without jeopardizing its computational effi-
ciency and to converge the results to a reference NEGF
calculation, we further describe how to parameterize an
effective microscopic tight-binding Hamiltonian in which
the leads can be readily extended.

The DLvN approach stands out by its simplicity and
transparency, providing direct access to the system’s den-
sity matrix, which can be used to straightforwardly com-
pute a multitude of observables. One of which, the time-
dependent (local) electronic current density (also called
“electronic flux density”), is the main focus of this work.
This vector field provides a spatially resolved picture of
the instantaneous flow of electrons and allows for an in-
tuitive interpretation of the electron dynamics, revealing
the details of the electron transport mechanism. The pre-
cise knowledge of the electron flow mechanism is heralded
as the key aspect for the design of more efficient molecu-
lar junctions.[65] Despite these promises, example appli-
cations and investigations of the electronic current den-
sity in molecular junctions remain few and far apart.[66–
71] For one, the underlying electronic structure are of-
ten based on parametric tight-binding (TB) methods[72–
74], allowing only for the investigation of steady-state
local currents from site to site. Alternatively, the sta-
tionary electronic current density can be extracted from
NEGF calculations as an incoherent sum over all chan-
nels open at a given potential bias [69, 71, 75–77]. In
this work, we aim at addressing the need for a better
mechanistic understanding of electron flow in nanojunc-
tions under non-equilibrium conditions using a simple
dynamical formalism based on microscopic characteriza-
tion of the electronic structure. This can be achieved us-
ing explicitly time-dependent DFT simulations [70, 78–
82], which maps the many-electron density on a time-
local one-electron density via the holographic theorem.
We follow here an approach based on the DLvN for-
malism, which does not rely on a time-local approxi-
mation of the exchange-correlation potential to map the
time-dependent many-electron density. Consequently,
it is possible to describe from a single simulation the
non-Markovian scattering dynamics on the attosecond
timescale, the equilibration dynamics in the femtosecond
regime, and the stationary limit of the current after a few
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picoseconds.

The paper is structured as follows. Sec. “Methodol-
ogy” introduces the Driven Liouville-von-Neumann equa-
tion, the localization scheme, and the analysis toolset
for the electron dynamics. In Sec. “Computational De-
tails”, the numerical methods and technical details are
described. The results are presented and analyzed in
Sec. “Results and Discussion”, before concluding re-
marks summarize our most important findings.

II. METHODOLOGY

A. Driven Liouville-von-Neumann Equation

Within the framework of the driven Liouville-von-
Neumann (DLvN) approach for time-dependent elec-
tronic transport simulations, a finite molecular junc-
tion is formally divided into three parts: the left lead
(L), the extended molecule (M), and the right lead (R)
(cf. Fig. 1). In the localized representation, the time-
evolution of the system is described by[61, 62]

∂ρ (t)

∂t
= − ı

~

[
H sys, ρ (t)

]
− ı

~

[
ıW , ρ (t)

]
+

= − ı
~

[
H sys, ρ (t)

]
− 1

2~




[
Γ L,

(
ρ L(t)− ρ 0

L

)]
+

Γ Lρ LM(t) Γ Lρ LR(t) + ρ LR(t)Γ R

ρML(t)Γ L 0 ρMR(t)Γ R

Γ RρRL(t) + ρRL(t)Γ L Γ RρRM(t)
[
Γ R,

(
ρR(t)− ρ 0

R

)]
+


 ,

(1)

where ~ is the reduced Planck constant, ρ (t) is the one-

particle reduced density matrix, and H sys refers to the

system’s Hamiltonian. The diagonal matrix ρ 0
` describes

the equilibrium Fermi-Dirac statistics of the respective
lead ` = {L,R},

f`
(
ε`a
)

=
1

exp [(ε`a − µ`)/kBT`] + 1
(2)

with the Boltzmann constant kB, the lead state energies
ε`a, the electronic temperature T`, and the chemical po-
tential µ`. While the first term on the right-hand side
of Eq. (1) describes the coherent time-evolution of the
system, the second term containing the complex Hamil-
tonian ıW is driving the system dynamically towards
a non-equilibrium situation at a rate Γ `/~. This term
can be attributed to the coupling of the finite lead sec-
tion to an implicit semi-infinite electronic reservoir within
the wide-band approximation.[62] It is often defined as
a constant factor that is either adjusted to the reflec-
tion time scales in a finite junction model[57], or fit-
ted to a NEGF reference calculation[59–61]. Recently,
the DLvN approach has been extended to parameter-free
state-dependent broadening factors that allow for a more
accurate description of the couplings between the finite
lead section and the electronic reservoir.[62] This is the
approach we choose to follow in the present work, and
we will review the procedure below.

The influence of a semi-infinite reservoir on a finite lead
section is described by the reservoir’s retarded self-energy

matrix

Σ r
res

(
ε
)

=
(
ε+ S `,res − V `,res

)
G r,0

res

(
ε+
)(
ε+ S res,` − V res,`

)

(3)
where S`,res is the overlap between a lead and the reser-
voir, V`,res is the corresponding coupling matrix, and
ε+ = ε + ıη with η → 0+. The retarded surface Green’s
function of the isolated reservoir is given by

G r,0
res

(
ε
)

=
[
ε+ S res −H 0

res

]−1
(4)

with the Hamiltonian matrix of the uncoupled semi-
infinite reservoir H 0

res and the overlap matrix S res. For

each lead state
∣∣ϕ`a
〉
, a dressed Hamiltonian is con-

structed by adding the reservoir’s self-energy evaluated at
the energy of the respective lead eigenenergy, Σ r

res

(
ε`a
)
,

to the lead Hamiltonian H `. A subsequent diagonaliza-
tion of this new Hamiltonian matrix, yields new dressed
eigenstates and eigenenergies. By gradually turning on
Σ r

res

(
ε`a
)
, it is possible to follow a given state of the un-

dressed Hamiltonian. In matrix notation, the dressed
eigenvector corresponding to the undressed state

∣∣ϕ`a
〉

reads
(
H ` + Σ r

res

(
ε`a
))
U `a = U `aΛ `a , (5)

The level broadening Γ
(a,a)
` caused by the finite life time

of this state is given by the imaginary part of the dressed
eigenvalue [62, 83, 84]

Γ
(a,a)
` = −2 Im

{
Λ `a

}(a,a) (6)
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FIG. 2. Upper panel: Ball-and-sticks representation of the
finite OPE-GNR model system used within the work. The
nanojunction is divided into three parts: the left lead (L, in
blue), the extended molecule (M, black solid box), and the
right lead (R, in orange). Central panel: Ball-and-sticks rep-
resentation of the lead dimer composed of a left lead part
(L, in blue) and a right lead part (R, in orange). Bottom
panel: Conceptual sketch of the different contributions to the
tight-binding Hamiltonian matrix H tb. This Hamiltonian

is parametrized by localizing the molecule’s (upper panel)
molecular orbitals onto the three parts of the device, and
extending the leads using the matrix elements of the dimer
(central panel). The tilde denotes matrix blocks obtained
from the lead dimer calculation.

B. Model Construction

Fig. 2 (upper panel) shows a sketch of the finite model
system used in this work, with the three parts highlighted
as colored areas. In contrast to previous studies, the
starting point for the localization procedure is an or-
thonormal set of molecular orbitals (MOs) {|ϕa〉}nMO

and
their corresponding eigenenergies ~ε = {εa}nMO

. These
are obtained from a ground state density functional
theory (DFT) calculation, which satisfy a one-electron
Kohn-Sham equation of the form

ĥKS |ϕa〉 = εa |ϕa〉 (7)

with the Hamiltonian ĥKS = − ~2

2me
∇2
e + v̂KS, where me

is the mass of an electron and v̂KS is the Kohn-Sham
potential operator. For molecular systems composed of

Nα atoms, MOs are usually expanded in a finite set of
atom-centered orbitals (AOs)

ϕa
(
~r
)

=

Nα∑

α=1

nAO(α)∑

iα=1

D
(a)
iα
χiα
(
~r − ~Rα

)
, (8)

where ~r and ~Rα are the coordinates of an electron and
of nucleus α, respectively. The index nAO(α) defines the

number of AOs, χiα
(
~r − ~Rα

)
, centered on atom α.

Modern theoretical approaches to electronic transport,
such as non-equilibrium Green’s functions and the DLvN
ansatz, describe the dynamics of electrons in terms of
pseudo-spectral states localized on different parts of the
nanojunction: two leads, and the scattering region. Since
the MOs obtained from a ground state quantum chem-
istry calculations are generally delocalized over the whole
extent of the nanostructure, localization onto each of the
three sections is required. In the present work, this is
achieved by following a sequential procedure involving
numerical unitary basis set transformations of a selected
subset of MOs within a specific energy window. This
bottom-up approach drastically reduces the basis size
while conserving the orthogonality of the MOs obtained
from conventional quantum chemistry calculations.

1. Defining Localized Lead States

To first define a set of localized lead states, we con-
struct a lead dimer, as depicted in Fig. 2 (central panel).
This prevents any artificial influence of the asymmetry of
central group on the leads. The one-electron Kohn-Sham
equation of this dimer is given by

ĥKS |ϕ̃a〉 = ε̃a |ϕ̃a〉 . (9)

For clarity, all matrices represented in the MO basis of
the lead dimer are denoted with a tilde. Note that the
primitive atomic orbital basis and the relative position
of the lead atoms are identical to those of the complete
system (cf. Fig. 2 (upper panel)). In order to localize the
MOs on the dimer units, a linear operator quantifying the
differential projection on the right and left leads is used
to define a linear metric as

(
R̃ − L̃

)
Q̃ = Q̃ Λ̃RL (10)

where

L̃
ab

=
〈
ϕ̃a

∣∣∣P̂L

∣∣∣ϕ̃b
〉

=
∑

α
β∈{L}

∑

iα
jβ

D̃
(a)
iα
D̃

(b)
jβ

〈
χ̃iα
∣∣χ̃jβ

〉
, (11)

and accordingly

R̃
ab

=
∑

α
β∈{R}

∑

iα
jβ

D̃
(a)
iα
D̃

(b)
jβ

〈
χ̃iα
∣∣χ̃jβ

〉
.

(12)
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Here, P̂L/R is the Mulliken projector onto the atoms of
the left or right lead, respectively. The spectrum of the

operator (R̃−L̃ ) gives a measure of the localization of the

MOs on the leads. The eigenvalues Λ̃RL < 0 correspond
to a localization onto the left lead (blue shaded area in

the central panel of Fig. 2), and Λ̃RL > 0 to a localiza-
tion onto the right lead (orange shaded area in Fig. 2). To
avoid artificial mixing between energetically widely sepa-
rated states, an energy weighting, exp

(
− (εa− εb)2/2σ2

)

with σ = 1 eV, has been applied to the coefficients in
Eq. (10). Subsequent diagonalization of the resulting di-
agonal blocks of the Hamiltonian yields a new pseudo-

spectral basis

{∣∣∣∣ψ̃
L/R

a

〉}

nL≡nR

, where the Hamiltonian

takes the form

h̃
dimer

=

(
H̃

L
T̃

T̃
†
H̃

R

)
. (13)

After bringing in phase the left and right lead basis func-

tions
({∣∣∣ψ̃

L

a

〉}
nL

and
{∣∣∣ψ̃

R

a

〉}
nR

, respectively
)

the ma-

trix elements in Eq. (13) obey the symmetry relations

H̃
L
≡ H̃

R
and T̃ ≡ T̃

†
. That is, in energy space, the

left and the right lead are equivalent. Further, the diag-

onal blocks H̃
L/R

of the Hamiltonian are diagonal, with

their entries containing the associated eigenvalues.

Now, the eigenfunctions of the dimer can be trans-
formed to the original system basis (cf. Eq. (7)) using
the resolution-of-identity

∣∣∣ψ L/R
a

〉
=

nMO∑

b

∣∣∣ϕb
〉
U

(b,a)
L/R (14)

U
(b,a)
L/R =

〈
ϕb

∣∣∣∣ψ̃
L/R

a

〉
(15)

To ensure that subsequent quantum dynamics simula-
tions remain computationally tractable, we choose to re-
tain only subsets of nL/R lead states and nMO molecular
orbitals within a symmetric energy window around the
Fermi energy. This gives rise to two convergence pa-
rameters: the energy range ∆Elead for choosing the lead
basis functions, nL/R, and the energy range ∆Ebasis for
choosing the basis set size of the complete system, nMO.
The convergence of the dynamics with respect to these
two parameters is benchmarked in the next section. This
procedure allows defining two transformation matrices
for the left and right localized lead states, U L/R, with
elements given by Eq. (15).

2. Defining Localized States of the Extended Molecule

As a final step towards the construction of the localized
Hamiltonian, the extended molecule (M) pseudo-spectral

basis functions are localized according to the linear met-
ric

(
1 −R − L

)
QM = QMΛM (16)

The projectors are defined as in Eq. (10), but the matrix
elements are computed using the delocalized MOs of the
complete device model and not those of the dimer. The
nL/R eigenfunctions associated with the smallest eigen-
values can be assigned to the left and right leads. The
remaining nM = (nMO − nR − nL) largest eigenvalues
ΛM are attributed to the extended molecule. Diagonal-
ization of the associated nM × nM Hamiltonian matrix
allows defining a last transformation matrix as

h
M
U

M
= U

M
H M (17)

where the matrix H M contains the eigenvalues of the
extended molecule pseudo-spectral basis functions. The
Hamiltonian of the finite nanojunction model in the lo-
calized pseudo spectral basis can be obtained by trans-
forming the eigenvalue matrix of the extended system,
ε = diag(ε1, ε2, . . . , εMO), as follows

H sys = U †sys ε U sys

=



H

L
V

LM
0

V †
LM

H M V
MR

0 V †
MR

H
R




(18)

The rectangular matrices V LM and V MR describe the
couplings from the extended molecule to the respective
lead, in the local pseudo-spectral basis. The total uni-
tary transformation, U sys, allows to numerically define
an orthonormal set of pseudo-spectral one-electron basis
functions from a subset of MOs obtained from standard
quantum chemistry calculations. It takes a block diago-
nal form

U sys =



U L 0 0
0 U M 0
0 0 U R


 (19)

This yields three subsets of basis functions for the left
lead

{∣∣ψL
a

〉}
nL

, the right lead
{∣∣ψR

a

〉}
nR

, and the ex-

tended molecule
{∣∣ψM

a

〉}
nM

, which are then used in dy-

namical simulations and their analysis.

3. Parametrization of a Tight-Binding Model

Since the number of transport channels is limited by
the number of available lead states, the resolution of the
electronic current at a given bias voltage can be quite
low. To circumvent this issue, we extend the leads by
parameterizing a tight-binding Hamiltonian, H tb from
the elements of the lead dimer, Eq. (13). The procedure
is sketched in the bottom panel of Fig. 2. First, the
lead diagonal blocks of the Hamiltonian (18) are replaced
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by the dimer diagonal blocks, H
L/R
≈ H̃

L/R
. The off-

diagonal blocks T̃ describing the coupling between two
lead units in energy space are then used to add a new
unit to the lead. This procedure can be repeated until
convergence of the current through the nanojunction is
obtained.

The new lead blocks are further divided into two
groups: those belonging to a buffer region, H buff

L/R
, and

lead units H lead

L/R
. Only the latter are coupled to the

implicit electronic reservoir in order to enhance the res-
olution of the electronic current. The former are as-
signed to the extended molecule region and contribute
significantly to the convergence of the DLvN towards
NEGF reference calculations by avoiding direct coupling
between the electronic reservoir and the scattering re-
gion. Note that, for all non-equilibrium Green’s function
(NEGF) reference calculations shown in this paper, the
tight-binding Hamiltonian serves directly as input. This
simplifies comparison of the currents obtained via the
DLvN and NEGF formalisms.

For the propagation using the DLvN formalism, H tb

is brought into the form of H sys (cf. Eq. (18)) by diag-
onalization of the extended molecule, the left and right
lead blocks. For clarity, we will refrain from introducing
a new symbol for this final Hamiltonian here. Instead,
we will refer to Eq. (18) hereafter. Since all states are
propagated explicitly in the DLvN equation, extension of
the tight binding Hamiltonian greatly increases the asso-
ciated computational effort. We observed that pruning
the MO basis at this stage, as proposed in elsewhere [61],
reduces the numerical effort at the expense of a violation
of the Pauli principle.

C. Monitoring the Electron Dynamics

In the DLvN formalism, the time-evolution of the block
of the density matrix corresponding to the extended
molecule can be written by exploiting the structure of
the localized Hamiltonian Eq. (18) as follows

∂ρM(t)

∂t
=− ı

~

[
H M, ρM(t)

]

− ı

~

(
V MLρ LM(t)− ρML(t)V LM

)

− ı

~

(
V MRρRM(t)− ρMR(t)V RM

)
,

(20)

Taking the trace, Tr

{
∂ρM(t)

∂t

}
, yields the temporal

change of the total number of electrons in the ex-
tended molecule.[61] This quantity comprises three con-
tributions: i) the probability flux within the extended
molecule, ii) the probability flux from the left lead to the
central unit (the influx), and iii) the probability flux from
the right lead to the central unit (the outflux). Under
steady-state conditions, the probability flux within the

extended molecule vanish, as well as the sum of the latter
two contributions. Thus, the total number of electrons in
the extended molecule stays unchanged. Multiplying the
influx and the outflux by the elementary charge e, yields
the current per spin channel

ILM(t) =
2e

~

NL∑

a

NM∑

b

V
(a,b)
LM Im

{
ρ

(a,b)
LM (t)

}

IMR(t) = − 2e

~

NR∑

a

NM∑

b

V
(a,b)
RM Im

{
ρ

(a,b)
RM (t)

}
.

(21)

The average of these values describes the net current
passing through the junction

I(t) = (ILM(t) + IMR(t)) /2, (22)

where for a steady state, the condition ILM(t) = IMR(t)
holds.

Alternatively, the local current in the scattering region
can be extracted from the time-dependent density oper-
ator, which in the basis of the localized eigenstates takes
the following form

ρ̂ (t) =

nMO∑

a,b

ρ (a,b)(t) |ϕa〉 〈ϕb| . (23)

To compute the local current in the region of space lo-
calized on the extended molecule, it suffice to project the
driven Liouville von-Neumann equation Eq. (1) in posi-
tion representation

∂
〈
~r
∣∣∣ρ̂ (t)

∣∣∣~r
〉

∂t

= − ı
~

〈
~r
∣∣∣
[
Ĥ, ρ̂ (t)

]∣∣∣~r
〉
− ı

~

〈
~r

∣∣∣∣
[
ıŴ , ρ̂ (t)

]
+

∣∣∣∣~r
〉

= − ı
~

〈
~r

∣∣∣∣
[
− ~2

2me
∇2
e + v̂KS, ρ̂ (t)

]∣∣∣∣~r
〉

+W(~r, t),

(24)
Since the effective potential v̂KS is a multiplicative oper-
ator in position representation and the complex Hamilto-
nian ıŴ acts only onto the lead basis functions, Eq. (24)
simplifies to the electronic continuity equation for the
extended molecule volume

∂ρM(~r, t)

∂t
= −~∇e · ~j M(~r, t), (25)

where the time derivative of the electron density is re-
ferred to as electronic flow. Note that, since the lead

eigenfunctions,
{
ψ

L/R
a

(
~r
)}

nL/R

are negligibly small in

the scattering region due to the localization procedure,
the basis functions introduced by the tight-binding ex-
tension can also be safely ignored. Hence, the time-
dependent electronic (probability) flux density at a given
point localized in the scattering region is given by

~j M(~r, t) =
∑

a<b

2ı Im
{
ρ

(a,b)
M

}
~j

(a,b)

M (~r ) (26)
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where the time-independent state-to-state electronic flux
density is defined as

~j
(a,b)

M (~r, t)

= − ı ~
2me

(
ϕM
a (~r )~∇eϕM

b (~r )− ϕM
b (~r )~∇eϕM

a (~r )
)
.

(27)
For consistency with the current definition I(t), Eq. (25)
is multiplied with the elementary charge to obtain the
continuity equation for charge conservation relating the
electronic charge density, e · ρM(~r, t), with the electronic

current density, ~J M(~r, t) = e · ~j M(~r, t). Interestingly,

the negative integral over ~J M(~r, t) corresponds to the
electronic dipole moment in velocity gauge.[85, 86]

When representing the above quantities in position
representation, they can be used to estimate the con-
vergence of the electronic continuity in position space.
Those relations are derived and benchmarked in Sec. B
of the Supporting Information.

III. COMPUTATIONAL DETAILS

All quantum chemical calculations were performed us-
ing TURBOMOLE [87] at the density functional theory
(DFT) level of theory using the PBE0[88] hybrid func-
tional and a def2-SVP basis set[89]. Three structures
have been considered: the ON conformer (θ ≈ 0◦, cf.
Fig. 1) and the OFF conformer (θ ≈ 90◦, cf. Fig. 1)
of the molecular junction as depicted in Fig. 2 (upper
panel), as well as the lead dimer, as depicted in Fig. 2
(central panel). The size of the lead sections in the ex-
tended molecule section is chosen large enough such that
the influence of the central nitrophenyl group on the leads
is negligible. Further, the mechanistic details of the spa-
tially resolved current dynamics can be investigated on
a larger part of the so-called “extended” molecule. Note
that, in previous work, the NEGF reference was shown
to be already converged with smaller leads.[53, 54]

The reference current-voltage characteristics (I − V
curve) of the molecular switching device was obtained
from the tight-binding Hamiltonian depicted in Fig. 2
(lower panel) using the non-equilibrium Green’s function
method and the Landauer-Büttiker formalism, as imple-
mented in ASE[90–94]. This implementation has also
been used to obtain the lead’s self-energy (cf. Eq. (6)).
The propagation of the reduced density matrix was per-
formed at T = 0 K using gloct[95], an in-house im-
plementation of a Markovian master equation propaga-
tor based on a preconditioned adaptive step size Runge-
Kutta algorithm [96]. In the simulation, the time step
size was found to vary between ∆t = 0.001 as and
∆t = 150 as with an average value of ∆t = 30 as.

For the computation of the electron density and elec-
tronic current density, the molecular orbitals and the
spatial derivatives thereof were first projected on a
grid using ORBKIT[97]. These quantities were com-
bined with the time-dependent coefficients of the reduced
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FIG. 3. The transmission function within the energy range
of interest (conductance around the Fermi energy within an
energy window of Umax = 4 V) for different choices of the
two energy parameters used within the localization procedure:
∆Elead for choosing the lead basis functions and ∆Ebasis for
choosing the basis set of the complete system. Dark blue line:
the minimum energy ranges (∆Elead = 4 eV, ∆Ebasis = 4 eV),
light blue line: the minimal choice for the size of the lead basis
(∆Elead = 4 eV, ∆Ebasis = 80 eV), red line: the energy range
used in this work (∆Elead = 6 eV, ∆Ebasis = 8 eV), and black
line: a reference (∆Elead = 40 eV, ∆Ebasis = 80 eV).

density matrix with our open-source Python package
detCI@ORBKIT[86, 98]. The results were visualized
using Matplotlib[99]. All streamline plots of the cur-
rent density were created using Amira[100]. Here, a few
hundred streamlines are seeded in the volume surround-
ing the left lead region (blue box in Fig. 2 (upper panel))
for positive and the right lead region (orange box in Fig. 2
(upper panel)) for negative bias voltages according to the
magnitude of the electron density in that volume. The
color and opacity of the streamlines is chosen according
the magnitude of the current density. The depictions of
the molecular structures in Fig. 1 and Fig. 2 were created
using XCrySDen[101].

IV. RESULTS AND DISCUSSION

A. Convergence Behavior

1. Localization Procedure

The localization procedure depends on two energy pa-
rameters: ∆Elead for choosing the lead basis functions
and ∆Ebasis for choosing the basis set of the complete
system. To estimate the convergence of the localiza-
tion procedure, Fig. 3 reports the influence of the en-
ergy windows on the transmission function within the
energy range of interest. For the system investigated,
we focus on the conductance around the Fermi energy
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within an energy window of Umax = 4 V. The prominent
feature around the Fermi level observed in the reference
NEGF results can only be reproduced accurately using
a very large basis (∆Elead = 40 eV, ∆Ebasis = 80 eV,
black line). For the smallest possible energy windows
(∆Elead = 4 eV, ∆Ebasis = 4 eV, dark blue line) qual-
itatively meaningful results are only obtained between
−2 eV and 2 eV. Using a very large window for the
resolution-of-identity, ∆Ebasis = 80 eV, while keeping
the number of lead states small (∆Elead = 4 eV, light
blue line). does not improve the appearance of the con-
ductance curve. On the contrary, a moderate increase
of the lead energy window (∆Elead = 6 eV) and of the
resolution-of-identity (∆Ebasis = 8 eV) allows to recover
all features of the reference (see red line in Fig. 3) at a
tractable numerical cost. These are the parameters used
throughout this work, which gives rise to nM = 52 local-
ized basis function in the scattering region and nL/R = 9
lead functions, without considering any tight-binding ex-
tension.

2. Tight-Binding Model

Using the coupling elements of the Hamiltonian matrix
of the lead dimer T̃ , the system Hamiltonian can be ex-

tended at will by adding additional buffer H̃
buff

L/R
and lead

units H̃
lead

L/R
. Fig. 4 shows the spectrum of the resulting

Hamiltonian for the ON (upper panel) and OFF (lower
panel) conformations for an exemplary system with ten
buffer and ten lead units. The black horizontal lines refer
to the energy levels of the different regions of the nano-
junction, and the connectors between these energy levels
correspond to the couplings between the pseudo-spectral
states of the different regions, e.g., V LbuffM/RbuffM. It
can be observed that the energy spectrum of both logi-
cal states is nearly identical. While the spectrum of the
extended molecule is dense at low and at high energies,
the pseudo-eigenstates of both leads are more evenly dis-
tributed and form bands at intermediate energies, with
an energy spacing between the bands of ∆ε ≈ 0.2 eV. At
the ordinate, the density of states (DOS) of the leads is
plotted using the same Lorentzian broadening as defined
by Eq. (6).

The linewidth for interstate couplings in Fig. 4 is cho-
sen according to the strength of the respective coupling.
Interestingly, when we compare the ON and OFF con-
formations, not only the preferred coupling channels but
also the coupling strengths are very similar. To distin-
guish between conductive and non-conductive channels
through the bridge, we introduce a measure of the con-
nectivity asymmetry of a particular molecular channels.
That is, the connectors are only colored in red if the cou-
pling to a specific molecular channel differs by a factor of
2 at most for the largest coupling on each lead. This re-
veals that the majority of the extended molecule states of
the ON conformation are conductive, while for the OFF

conformation, nearly all states are asymmetrically cou-
pled to the leads and therefore non-conductive. The ex-
planation can be found by analyzing the coupling to the
(nearly) degenerate pairs of extended molecule states in
more detail. For each pair of states localized on the ex-
tended molecule, the coupling strength is approximately
the same with both leads in the ON conformation. For
the OFF logical state, one state of the doublet couples
exclusively to the left while the other couples exclusively
to the right lead. Thus, it can be anticipated that the
OFF conformation will be significantly less conducting
than the ON logical state, even without performing any
dynamical simulation.

B. Modeling the Time-Dependent Electronic
Current

In the following, the DLvN approach is applied to in-
vestigate the electronic current in the OPE-GNR nano-
junction model. A linear voltage ramp from U = 0 V
(µL/R = 0) at t = 0 to U = 4 V (µL/R = ±2 eV) at
t = 4 ps is chosen to drive the dynamics. At the begin-
ning of the simulations, all subsections of the molecule
are in thermal equilibrium locally. Since this is not the
thermal equilibrium of the total system, an ultrafast equi-
libration dynamics occurs in the early stages of the sim-
ulation, as the coupling between the different parts of
the nanojunction is suddenly switched on. To avoid arti-
facts coming from this unphysical behavior, the system is
first left to equilibrate for 1 ps before the bias voltage is
ramped up slowly from the new initial time t = 0. Note
that the Pauli principle is satisfied throughout the entire
simulation for all setups investigated (cf. Sec. A of the
Supporting Information for details)

Fig. 5 shows the time-evolution of the electronic cur-
rent for both conformers at T = 0 K compared with the
current voltage characteristics obtained from NEGF cal-
culations (red curves). Regarding the NEGF reference,
it can be noticed that the current gradually increases
in smooth steps for the ON conformation (top and cen-
tral panel of Fig. 5), while the current for the OFF log-
ical state (bottom panel of Fig. 5) always remains very
small. At all potential biases, the ON/OFF current ra-
tio lies between 102 and 103, which is in good agree-
ment with our previous findings[54]. The finite number
of states within the time-dependent DLvN simulation re-
stricts the effective applicable bias voltages to the avail-
able lead state energies. For example, only four steps can
be observed within the time-dependent current dynamics
for the ON conformation (black curve in the upper panel
of Fig. 5). The NEGF reference and the time-dependent
results share the same qualitative features despite some
marked deviations. That is, both curves describe the
same few transport channels showing up at the same bias
voltages.

Whenever the time-dependent bias voltage hits a res-
onance in a lead state, a rapid rise in conductivity is



9

FIG. 4. Energy levels (black horizontal lines) and their couplings (red and grey lines) for the ON (upper panel) and the
OFF conformer (lower panel) extended with ten buffer and ten lead units showing the three parts of the junction: the left
lead (Llead), the extended molecule (Lbuff + M + Rbuff , red box), and the right lead (Rlead). The extended molecule (red box)
consists of left and right buffer units Lbuff and Rbuff and the original extended molecule region (M, cf. black solid box in Fig.
2 (upper panel)). It is treated as the coherent scattering region in Eq. (18). The linewidth of the connectors between states is
chosen according to the coupling strength. To allow identifying the conducting states, the connectors are colored in red if the
coupling of a specific state of the extended molecule with both, the left and the right buffer units, differs by at most a factor
of 2 for the largest component on each lead. The density of states of the leads, depicted as blue shaded curve at the abscissa,
is broadened with a Lorentzian of the same width as in the subsequent DLvN propagations (cf. Eq. (6)). The depiction of the
diagonal elements of the Hamiltonian blocks as energy levels and their couplings as lines connecting these levels to visualize
the structure of the Hamiltonian was already proposed in Ref. [59, 61].

observed followed by an equilibration to a lower lying
plateau. This rapid rise is observed for both the ON and
OFF logical states. To understand this phenomenon, the
two contributions to the current, I(t), (cf. Eq. (22)) are
plotted separately in the lower panel of Fig. 5 for the OFF
configuration: the influx from the left lead (ILM(t)) as a
blue and the negative outflux to the right lead (−IMR(t))
as a purple curve. As can be seen from the figure, there
is either an influx or an outflux in this OFF configu-
ration, but never both simultaneously. These dynami-
cal features, which take place in the femtosecond time
regime, can be associated with the population and de-
population of extended molecular states reacting to the
new boundary conditions. Thus, those peak currents do
not contribute to the overall current passing through this
junction, and should be understood as an ultrafast equi-
libration response. This ultrafast phenomenon will be
further investigated in the next chapter from the per-
spective of the local current.

In order to enable a more precise description of the
electric current dynamics for the ON state, both leads
were extended as explained above (see Eq. 15) by a cer-
tain number of tight binding units as buffer units between
the central molecule and the leads and as additional lead
units being coupled to the implicit electronic reservoir.
While the latter allow for a higher resolution in the bias
voltages and a better representation of the density of
states in the leads, the former prevents the direct cou-

pling between the central unit and the implicit electron
reservoir.[59] For the ON conformation, the results for
two (dark blue), five (purple), and ten (pink) lead units
are shown in the upper panel of Fig. 5. It can be recog-
nized that, with increasing number of lead units, the large
jumps in I(t) between the different plateaus are grad-
ually replaced by smoother transitions, and the curves
converge slowly to reproduce the shape of the NEGF ref-
erence. Moreover, the size of the peak currents due to the
ultrafast equilibration dynamics is significantly reduced
due to the smaller energy gap between the states. In-
terestingly, simulations at higher temperatures without
tight-binding extension yield similar I − V current pro-
files. This is due to the smoother change in population
as temperature increases, see Eq. (2).

The central panel of Fig. 5 shows the influence of intro-
ducing buffer units, i.e., lead units that are not coupled
to the electronic reservoir, at the example of ten lead
units with zero (black), one (dark blue), two (purple)
and ten (pink) buffer units. As can be seen, introducing
just a single buffer unit (dark blue curve) significantly im-
proves the result, and by adding two or more buffer units
the I − V curve is basically converged to the NEGF ref-
erence (red curve). Interestingly, the more buffer units
we introduce, the more pronounced are the features oc-
curring when a new transport channel is opened. This
phenomenon can be explained by the simple fact that in-
creasing the number of states in the buffer implies more



10

0.00

0.02

0.04

0.06
I

[m
A

]

0.00

0.02

0.04

0.06

I
[m

A
]

0 1 2 3 4

t [ps]

0.00

0.02

0.04

0.06

I
[m

A
]

0 1 2 3 4

U [V]

FIG. 5. Time-dependent current-voltage characteristic (I−V
curve) of the OPE-GNR junction I(t) applying a linear volt-
age ramp from U(t = 0 ps) = 0 to U(t = 4 ps) = 4 V for
ON (upper and central panel), and for OFF (lower panel)
compared with NEGF reference calculations (red lines). The
grey shaded area highlights the equilibration time without
bias voltage to account for the unphysical behavior at the be-
ginning of the dynamics. Upper panel: The time-dependent
current for the original system (cf. Fig. 2 upper panel),
and for two, five, and ten lead units (color key: black, dark
blue, purple, and pink, respectively). Central panel: The
time-dependent current for ten lead units with zero (black),
one (dark blue), two (purple) and ten (pink) buffer units.
Lower panel: The two components contributing to the net
current I(t), i.e., the influx from the left lead (ILM(t)) and
the negative outflux to the right lead (−IMR(t)), are plotted
as blue and purple curves for the OFF conformer without
tight-binding extension.

phases needing to equilibrate. This is a signature of
the non-Markovian equilibration dynamics, an important
feature of the DLvN formalism.

C. Spatially-Resolved Current Dynamics

1. Constant Bias and the Onset of Current Dynamics

An important focus of this work is the investigation of
the mechanistic details of the electron transport through
the OPE-GNR nanojunction. A natural choice for this
analysis is the electronic current density, which provides

a spatially resolved picture of the instantaneous flow of
electrons. Before regarding the electron dynamics of the
linear voltage ramp, let us first consider the equilibration
dynamics initiated when we suddenly switch on a bias
voltage of U = 0.5 V on one side of the system. Note that,
as mentioned above, the system was first equilibrated for
1 ps at U = 0 V to avoid unphysical effects coming from
thermalization. Fig. 6 shows the current density dynam-
ics for this scenario for the extended Hamiltonian using
ten buffer and ten lead units. It displays the first 20 fs for
the OFF (cf. Fig. 6(a–d)) and the ON conformations (cf.
Fig. 6(e–h)) with current coming from the left lead with
µL = +0.5 eV (µR = 0.0 eV). Additionally, for the ON
conformation, a dynamics in which the current comes
from the right lead with µR = +0.5 eV (µL = 0.0 eV,
is depicted in Fig. 6(i–l). The current voltage statistics
(cf. Figs. 6(b,c), 6(f,g), and 6(j,k)) show the same promi-
nent features as discussed in the previous section: a rapid
rise in current, following a slow exponential equilibration.
Recall that the I−V curves (cf. Eq. (22)) are calculated
at the boundaries between the leads and the buffer units,
i.e., ten buffer units away from the extended molecule.
Further positive currents are defined as flowing from the
left (L) to the right side (R) of the system.

An important feature of graphene nanojunctions such
as the one studied here (cf. Fig. 6), is that the cur-
rent density originates from charge migration through
π-molecular orbitals. This is consistent with our simu-
lations, in which the electrons flow symmetrically above
and below the ZGNR plane and the current density in
the molecular plane it is found to be strictly zero. After
switching on the bias voltage abruptly, it takes around
12 fs for the electrons to reach the boundaries of the ex-
tended molecule, i.e. the scattering region. This time
delay correlates directly with the number of buffer units
introduced in the tight-binding Hamiltonian. The elec-
tronic current density propagates along the bonds prefer-
ably following the central pathway. Within the next 3 fs
it reaches the bridge connecting the ZGNR ribbon with
the central molecule. Since at that point, the current is
constrained to flow along the ethynylene group, the elec-
trons are scattered and partially reflected. The resulting
backflow interferes destructively with the inflow of elec-
trons towards the central molecule, leading to a nearly
vanishing current density in that region at t ≈ 15 fs. In-
terestingly, at twice this time (t ≈ 30 fs), a drop in the
I–V curve can be observed. This can be associated with
reflected electrons arriving at the boundaries between the
leads and the buffer unit, where the current is calculated.
Besides, this backflow induces turbulences on the short
edge (right edge) of the ZGNR ribbon. This establishes a
wide stationary eddy which becomes even larger as time
increases. While the current patterns on the incoming
side of the lead are almost identical for ON and OFF
within the first 20 fs, they differ significantly at the bridge
and in the outgoing lead. For the OFF conformation (cf.
Fig. 6a), the route across the bridge is blocked because
of the breakdown of the π-conjugation. That is, a very
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FIG. 6. Streamline plots of the electronic current density on the extended molecule JM(~r, t) (in units of µA/Å2) for represen-
tative snapshots of the dynamics in the first 20 fs (a–d) for the OFF and (e–h) the ON conformations with current coming from
the left lead with µL = +0.5 eV, and additionally (i–l) for the ON conformation, a dynamics, where the current comes from the
right lead with µR = +0.5 eV. Before the potential bias was suddenly turned on at t = 0 fs, the system was equilibrated for 1 ps.
The streamlines are color-coded and their opacity is chosen according to the magnitude of JM(~r, t). (d,h,l) Enlarged views for
OFF and for the meta and the ortho scenario at t = 17 fs, respectively. (b,c), (f,g), and (j,k) Current–Voltage characteristics
(I–V curves) for the different setups. The influx from the left lead (ILM(t)) is depicted as a blue and the outflux to the right
lead (IMR(t)) as a purple curve.

small fraction of the current density enters the central
nitrophenyl group following a turbulent circular pathway
(cf. zoomed view in Fig. 6d). However, the vast majority
is constantly reflected back to the incoming channel. In
the later course of the dynamics (not shown), the shape of
the current density patterns does not change significantly.
The eddy simply becomes slightly more pronounced at
first, until the current density completely vanishes at

t ≈ 500 fs. For the ON conformation (cf. Fig. 6(e,i)), a
different picture emerges. Although the electron flow is
constrained by the bridge, it can reach the outgoing side
already at t = 15 fs and continues propagating towards
the outgoing lead. This is facilitated by the delocalized
π-system through the molecular bridge.

Let us now focus on the electron dynamics on the
central nitrophenyl group, and investigate the influence
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of the nitro group on the charge migration mechanism.
While this group stands in meta position relative to
the incoming flux at positive biases, µL = +0.5 eV (cf.
Fig. 6(e–h)), it is found in ortho position for the reversed
bias direction (cf. Fig. 6(i–l)). In the first moments
of the scattering event at t = 15 fs, the current densi-
ties seem to avoid the pathway along the nitro group for
both polarities. This changes drastically in the following
few femtoseconds, when the electron withdrawing char-
acter of the nitro group becomes apparent. Figs. 6h and
6l show enlarged views of the meta and ortho scenarios
for t = 17 fs. In the meta case, the complete electronic
current density is pulled towards the side bearing the
nitro group. This unilateral transport induces a back-
flow of the electronic current density along the opposite
side of the central group. Further, a fraction of the cur-
rent density is pulled towards the inner oxygen of the
nitro group, where it establishes a small eddy. In the or-
tho case, a small share of the current density is dragged
directly towards the nitro group, while the main part
follows the opposite pathway along the central phenyl
group and splits up again at the outlet of the central
group. From here, one part is flowing to the outgoing
channel, while the other part is flowing back towards the
nitro group establishing an eddy at the inner oxygen –
in a similar manner as in the meta case. Recall that the
nitro group is a meta-directing group upon electrophilic
aromatic substitutions. It now stands in a meta position
with respect to the back-flowing electrons. As a conse-
quence, a smaller amount of electronic current density
is flowing towards the outgoing side of the molecule in
the ortho scenario (from the right to the left lead) than
in the meta case at that particular time. Interestingly,
this effect persists only for a few femtoseconds and does
not alter the overall current voltage characteristics after
equilibration. This insightful result could be exploited
to improve the nanojunction, e.g., by replacing the nitro
group with an ortho-directing halide. We can hypothe-
size from the present simulations that this substitution
could reduce the amount of current that flows back, thus
reducing the turbulence through the device. It is under-
stood that a more laminar flow of electrons is a desirable
quality of a nanojunction in its ON state, as it would
improve its conductivity and potentially reduce heat pro-
duction.

Fig. 7 shows — with a different scaling for the col-
ormap — the later equilibration dynamics for both sce-
narios starting from the last frame of Fig. 6 at t = 18 fs.
On the incoming side of the ZGNR, the magnitude of
the current density rises until t ≈ 30 fs before it drops
again. This feature is consistent with the maximum of
the I − V curve, and it coincides with a change in the
transport mechanism from a central pathway towards an
edge transport along the long side of the ribbon. Further,
it coincides with the establishment of a specific output
channel, in which the outgoing current density flows lam-
inarly along the long edge (right edge) of the ribbon. Be-
sides, the wide eddy established in the beginning of the

dynamics on the incoming channel gets more pronounced
and persists even after equilibration.

Starting from t > 50 fs, the transport mechanism
through the central group changes similarly for both cur-
rent directions. Now, the electron dynamics proceeds
preferably along the right side of molecular junction,
independently of the position of the nitro group. The
meta-directing influence of the nitro group on the trans-
port mechanism can nonetheless be observed. When the
current flows from left to right (the meta scenario), a
considerable fraction of the current still flows along the
nitro group side of the ring. This change in mechanism
coincides with the timescale in which the magnitude of
the current density on the outgoing lead steadies and
reaches a magnitude comparable to the incoming one.
The overall transport mechanism is almost converged at
t ≈ 200 fs. Looking at the values of the incoming and
the outgoing current at the extended molecule bound-
aries, we can define a quasi-stationary condition when
their magnitude differ by less than 10 %. As can be seen
from the insets Fig. 7c and Fig. 7f, this quasi-stationary
condition is only reached at times t ≥ 1 ps after the po-
tential bias was switched on. This is consistent with the
picture emerging from the orbital populations, as shown
in Sec. A of the ESI†.

2. Time-Dependent Potential Bias

Fig. 8 (upper panel) shows representative snapshots of
the electronic current density as streamline plots for a
time-dependent potential bias. A linear voltage ramp
from U = 0 V (µL/R = 0) at t = 0 to U = 4 V
(µL/R = ±2 eV) at t = 4 ps (cf. Fig. 5) is applied to the
ON conformation, described using a tight-binding Hamil-
tonian with ten buffer and ten lead units. The lower
panel shows the current patterns for the same linear volt-
age ramp but in opposite direction (from R to L). The
first frame of the time series depicted in Fig. 8 (t = 1 ps)
corresponds to the same chemical potential for the influx
side of the system as in the previous example and, as
such, the mechanism at 1 ps is very similar. That is, the
current density flows laminarly along the long edges of
the ZGNR ribbons and crosses the bridge on the right
edge of the central group in a broad delocalized stream.
Moreover, a stationary eddy on the incoming side of the
junction can be observed as well. Its magnitude is too
small to be seen with the colormap used in the figure.
As the bias voltage increases, the preferred path of the
electron dynamics changes from an edge transport to a
central pathway, first on the incoming side (t ≈ 2.5 ps)
and subsequently (t ≈ 3.0 ps) also on the outgoing side.
Moreover, the stationary eddy on the short edge of the
incoming side vanishes and is replaced by a transport
channel following the edge down to the central group. In
general for large bias voltages, most of the current den-
sity propagates along the bonds on a meandering path
from the incoming to the outgoing side of the device. As
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FIG. 7. Streamline plots of the electronic current density on the extended molecule JM(~r, t) (in units of µA/Å2) for repre-
sentative snapshots of the dynamics (a–c) for the ON conformation with current coming from the left lead with µL = +0.5 eV,
and additionally (d–f) for the ON conformation, a dynamics, where the current comes from the right lead with µR = +0.5 eV.
Before the potential bias was suddenly turned on at t = 0 fs, the system was equilibrated for 1 ps. The streamlines are color-
coded and their opacity is chosen according to the magnitude of JM(~r, t). The dynamics of the first 20 fs can be found in Fig. 6.
Please note the different colormaps. (b,c) and (e,f) Current–Voltage characteristics (I–V curves) for the different setups. The
influx from the left lead (ILM(t)) is depicted as a blue and the outflux to the right lead (IMR(t)) as a purple curve.

can be expected from classical fluid dynamics, the cur-
rent density is largest at the bottlenecks of the nanojunc-
tion, i.e., at the triple bonds connecting the leads with
the nitrophenyl group. The current density remains large
along the imaginary line that extends the axis spanned
by these bonds until it reaches the edge of the nanorib-
bon. The transmission axis along the molecular junction
does not align with the overall direction of the electron
transport in the nanojunction. As the current density
must follow this direction at the entry and exit points of
the molecule, and as the momentum is very large at such
high bias voltages, reflection at the ZGNR-edges most
probably leads to the meandering course observed in the
current dynamics.

Regarding the effect of the central group, it can be
observed that the influence of the electron withdrawing
increases at larger bias voltages. This can be due to the
availability of a larger number of charge carriers, that
react to the induction of the nitro group. For the neg-

ative bias voltage ramp (cf. Fig. 8b), the electron dy-
namics proceeds via its presumably preferred pathway
on the right edge of the central group. The nitro group
enhances this effect by concentrating the current density
on one side of the phenyl group. For the positive bias
voltage ramp (cf. Fig. 8a), the nitro group has the oppo-
site effect and drags current density onto the other side
of the ring. In contrast to the previous example at lower
bias (cf. Fig. 7), this effect is strong enough to divert
most of the current density to that side of the ring. This
shows that, despite the two configurations being energet-
ically equivalent, the nanojunction will exhibit a slight
asymmetry upon reversal of the current direction.

V. CONCLUSIONS

Nitro-substituted oligo(phenylene-ethynylene) cova-
lently bound between two ZGNR electrodes is a molec-
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FIG. 8. Streamline plots of the electronic current density on the extended molecule JM(~r, t) (in units of µA/Å2 for represen-
tative snapshots of (a) the dynamics shown in Fig. 5a with a ten lead and ten buffer units tight-binding extension and (b) the
same dynamics but with opposite sign. The streamlines are color-coded and their opacity is chosen according to the magnitude
of JM(~r, t). Note that the current density plotted in this figure is a three-dimensional vector field and that smaller current
density in the foreground cover up very large current density on the bonds. This can lead to a situation, where some paths
appear less favored than they really are, e.g., the current on the density on the bridge in Fig. (b) at t = 4.8 ps is covered up by
a very broad electron transport.

ular junction with great potential for nanoelectronic ap-
plications. Recently, we demonstrated using parameter-
free quantum dynamical modeling that this system can
be switched reliably and reversibly between two logical
conformers – a planar conducting (ON) and a perpendic-
ular less conducting conformer (OFF) – by application
of a gate electric field. In the present work, we applied
the driven Liouville-von-Neumann (DLvN) approach for
time-dependent electronic transport calculations to in-
vestigate the electronic current dynamics in this nano-
junction at different applied bias voltages. To this end,
we introduced a partitioning procedure for the Hamilto-
nian based on the localization of orthogonal molecular
orbitals obtained from a standard ground state density

functional theory calculation. Here, we could show that
although the resulting energy spectra are nearly identical
for the ON and OFF conformers, they exhibit widely dif-
ferent conduction properties. This was confirmed in the
subsequent time-dependent analysis, where a linear volt-
age ramp was applied and the current passing through
the device was monitored. While in the OFF position
the current through the junction always stays negligibly
small, in the ON state, different transport channels are
successively opened as the bias is increased. This leads
to a series of distinct steps in the current voltage char-
acteristics. In order to achieve convergence with respect
to non-equilibrium Green’s function (NEGF) reference
simulations, the system was extended by additional lead
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units using a microscopically parametrized tight binding
Hamiltonian. Introducing additional units as buffer units
between the lead and the extended molecule diminished
further artificial coupling between the implicit electron
reservoir and the extended molecule and lead to a quan-
titative convergence.

The mechanistic details of the charge transfer were in-
vestigated using the electronic current density, which de-
scribes the spatially resolved instantaneous flow of elec-
trons. The first major focus of this work was the ul-
trafast equilibration dynamics of the incoming electronic
current density, when a small bias voltage is suddenly
applied. Here, it was found that the incoming electron
flow exhibits typical hydrodynamic properties, where the
electrons propagate through the π-system mainly along
the bonds, and with moderate influence of the molecu-
lar structure on ultrafast timescales. Recently, similar
hydrodynamic behavior of the electronic flow has been
demonstrated experimentally.[102–104]

Applying a time-dependent linear bias voltage ramp to
the junction, the current density was found to follow a
laminar course along the edge for small and a meandering
course at large bias voltages. This curved path is caused
by reflections of the current density at the ZGNR edges
due to the large momentum combined with the angle be-
tween the overall direction of the electron transport and
the transport axis defined by the central group. Conse-
quently, bringing both axes into maximum coincidence
could lead to an enhancement of the conductivity of the

junction. This could be achieved, e.g., by choosing the
same lattice direction which would lead to an armchair
GNR (AGNR), or by preserving the lattice direction of
the ZGNR contacts and using pyrrole rings to connect
the leads with the central switching unit. This could
potentially lead to an enhancement of the conductivity
of the junction. Note that especially narrow AGNR are
often semiconductors, and thus, not suitable as lead ma-
terial. In summary, we believe that the new imaging tool
presented in this work – the electronic current density –
could potentially become very useful for understanding
the electron transport in molecular junctions.
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Appendix A: Time Evolution of the Pseudo-Spectral State Populations

To confirm that the Pauli principle is satisfied by the density matrix obtained from the driven Liouville-von Neumann
simulations, we can monitor the population of the pseudo-spectral states used in the basis. As a rule of thumb, the
Pauli principle can be said to be satisfied provided all populations always lie between zero and one at all times.
As can be seen from Fig. S1, this condition is indeed respected throughout our simulation, also at large biases. As
the bias voltage increases, new transport channels are subsequently populated and depopulated. The subsequent
relaxation dynamics towards population equilibration can take up to picoseconds. In the right panel, more channels
are present due to the tight-binding extension but the general behaviour remains the same and the Pauli principle
remains fulfilled.
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FIG. S1: Time-dependent state populations of the OPE-GNR junction under a linear voltage ramp from U(t = 0 ps) = 0 to U(t = 4 ps) =
4 V for the ON conformation (cf. Fig. 5). Left panel: The time-dependent populations for the system without tight-binding extension.
Right panel: The time-dependent populations for a system extended using the tight-binding Hamiltonian with ten buffer and ten lead
units.
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Appendix B: Convergence of the Electronic Continuity Equation

In this section, we present two perspectives to estimate the convergence of the electronic continuity equation in
position space: from the time-evolution of the block of the density matrix corresponding to the extended molecule
(cf. Eq. 18) in position representation

∂
〈
~r
∣∣∣ρM(t)

∣∣∣~r
〉

∂t
= − ı

~

〈
~r
∣∣∣
[
H M, ρM(t)

]∣∣∣~r
〉

︸ ︷︷ ︸
+%̃M(~r, t)

− ı
~

〈
~r
∣∣∣
(
V MLρ LM(t)− ρML(t)V LM

)∣∣∣~r
〉

︸ ︷︷ ︸
+%̃LM(~r, t)

− ı
~

〈
~r
∣∣∣
(
V MRρRM(t)− ρMR(t)V RM

)∣∣∣~r
〉

︸ ︷︷ ︸
+%̃RM(~r, t)

,

(B1)

or from the position representation of the full driven Liouville-von Neumann equation

∂
〈
~r
∣∣∣ρ̂ (t)

∣∣∣~r
〉

∂t
= − ı

~

〈
~r
∣∣∣
[
Ĥ, ρ̂ (t)
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〉
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−~∇e · ~j M(~r, t)

− ı
~

〈
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[
ıŴ , ρ̂ (t)

]
+

∣∣∣∣~r
〉

︸ ︷︷ ︸
W(~r, t)

.
(B2)

The right hand sides of both equations each consist of two parts: the coherent (blue braces) and the driving part
(green braces). In Eq. (B1), the electron flow within the extended molecule %̃M(~r, t) describes the coherent electronic
contribution, and the incoherent flow of electrons from the leads to the central unit is given by %̃LM(~r, t) + %̃RM(~r, t).

In Eq. (B2), the spatial divergence of the flux density −~∇e · ~j M(~r, t) is used to describe the coherent electron flow,
and the complex Hamiltonian W(~r, t) yields the incoherent contribution to the electronic current, which we dub
“driving term”.

Integrating the above quantities over a volume Ωy with proper boundary conditions,

xmin = −∞
xmax = +∞

ymin = −∞
ymax = y

zmin = −∞
zmax = +∞ . (B3)

and multiplying the results by the elementary charge, yields relations for the charge conservation along the transport
axis for each value of y ∈ M on the extended molecule. For a quasi-stationary state, the coherent and the driving
term have opposite signs and should have the same absolute value, i.e.,

I(t) = e

˚

Ωy

%̃M(~r, t)d3Ωy = −e
˚

Ωy

(
%̃LM(~r, t) + %̃RM(~r, t)

)
d3Ωy

= e

˚

Ωy

(
−~∇e · ~j M(~r, t)

)
d3Ωy = −e

˚

Ωy

W(~r, t)d3Ωy

= e

‹

Sy

(
−~j M(~r, t) · ~ny

)
d2S(y).

(B4)

The last line is a consequence of the divergence theorem for vanishing current far away from the molecular device in
the direction perpendicular to the electron flow. The Eqs. (B4) can be used to evaluate the convergence of continuity
equation with respect to the basis set, the grid, and the method in general.

Fig. S2 shows these contributions for a representative snapshot for U = 4.8 V in the ON conformation. All contribu-
tions have the same general behavior: the absolute value rises until the boundaries of the central molecule (y ≈ −20 Å)
to a plateau with the height of I(t) (black dashed dotted line, cf. Eq. (20)). The value stays constant within the

spatial extent of the extended molecule, until it finally decreases again for y & 20 Å. The deviations from the I(t)
reference computed using Eq. (20) are smaller for the contributions derived from the density than those derived from

the flux density (blue and orange curve in the right panel of Fig. S2). In particular, e
˝

Ωy

(
−~∇e · ~j M(~r, t)

)
d3Ωy
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FIG. S2: The quantities defined in Eg. (B4) exemplary shown for a representative snapshot at t = 4.8 ps for a simulation with a linear
voltage ramp from U(t = 0 ps) = 0 to U(t = 4 ps) = 4 V for the ON conformation. The simulation has been performed without any
tight-binding extension at the PBE/def2-SVP level of theory. Energy windows of ∆Elead = 6 eV, ∆Ebasis = 8 eV were used for the

localization. The black dashed dotted line is the reference value corresponding to the current definition as given in Eq. (20). The black

solid line corresponds to the integral over ∂
∂t

〈
~r
∣∣∣ρ̂ (t)

∣∣∣~r
〉

. Left panel: Quantities derived from Eq. (B1). Blue curve: the current within

the extended molecule e
˝

Ωy
%̃M(~r, t)d3Ωy , and green curve: the current from the leads to the central unit

e
˝

Ωy

(
%̃LM(~r, t) + %̃RM(~r, t)

)
d3Ωy . The red dashed curve correponds to the sum of both. Right panel: Quantities derived from

Eq. (B2). Blue solid curve: the integral over the negative spatial divergence of the current density e
˝

Ωy

(
− ~∇e · ~jM(~r, t)

)
d3Ωy , orange

dotted curve: the surface integral over the current density e
‚

Sy

(
−~jM(~r, t) · ~ny

)
d2S(y) and green curve: the integral over the position

representation of the complex Hamiltonian e
˝

Ωy
W(~r, t)d3Ωy . The red curve corresponds to the sums of the blue and the green curves.

shows small oscillations, which can be attributed to the inaccurate representation of the cusps on the atoms when
using atom-centered Gaussian functions as a primitive basis set. This limitation was described in detail in Ref. [1].

The simulation has been performed without any tight-binding extension at the PBE/def2-SVP level of theory.
Energy windows of ∆Elead = 6 eV, ∆Ebasis = 8 eV were used for the localization. Note that tight-binding extensions
within this work are done in the energy space, and, consequently, no spatial information is available on the leads nor
in the buffer region.
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