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Having already achieved near—unity quantum yields, with promising properties for light—emitting
diode, lasing, and charge separation applications, colloidal core/shell quantum dots have great
technological potential. The shell thickness and band alignment of the shell and core materials
are known to influence the efficiency of these devices. In many such applications, a key to improving
the efficiency requires a deep understanding of multiexcitonic states. Herein, we elucidate the shell
thickness and band alignment dependencies of the biexciton Auger recombination lifetime for quasi—
type—II CdSe/CdS and type-I CdSe/ZnS core/shell quantum dots. We find that the biexciton Auger
recombination lifetime increases with the total nanocrystal volume for quasi-type-II CdSe/CdS
core/shell quantum dots and is independent of the shell thickness for type-I CdSe/ZnS core/shell
quantum dots. In order to perform these calculations and compute Auger recombination lifetimes,
we developed a low—scaling approach based on the stochastic resolution of identity. The numerical
approach provided a framework to study the scaling of the biexciton Auger recombination lifetimes
in terms of the shell thickness dependencies of the exciton radii, Coulomb couplings, and density of

final states in quasi-type-II CdSe/CdS and type-1 CdSe/ZnS core/shell quantum dots.

The viability of many semiconductor nanomaterial—
based applications relies upon the ability to control multi-
excitonic states.22 For example, in typical nanomaterial-
based lasers, generating population inversion requires two
excitons in the nanosystem and, thus, the properties of
the biexcitonic state determine, amongst other factors,
the efficiency of the device.2 8 In fact, this is arguably
the case for other applications such as light—emitting
diodes®? and photocatalysts.® Therefore, understanding
the properties of the biexcitonic state and its decay chan-
nels is central to improving and further developing many
light-induced applications.

One of the major decay channels of the biexcitonic
state is Auger recombination (similar to exciton—exciton
annihilation), which is a nonradiative process where an
electron and hole recombine and transfer their energy to
a nearby electron or hole in a Coulomb mediated pro-
cess (Figure[I). Auger recombination is typically is the
dominant decay channel of biexcitons in semiconductor
nanocrystals as it usually occurs on a sub—nanosecond
timescale.

An aspect of biexciton Auger recombination that has
drawn much attention over the years is that of how the
rate of biexciton Auger recombination decay depends on
the size of the nanocrystal.2 12 For single material col-
loidal quantum dots (QDs), the linear dependence of the
biexciton lifetime with the QD volume has become known
as the “universal volume scaling law.”1 Although the size
of a single material colloidal QD is a knob that can be
tuned to change the biexciton lifetime and, thus, the ef-
ficiency of nanodevices that rely on biexcitonic states,
changing the size also drastically impacts single exciton
properties. On the other hand, heterostructure nano-

materials have many experimentally tunable parameters,
including relative size and band alignments between the
individual component materials, that can be chosen to
optimize the performance of nanodevices. For exam-
ple, independently tuning the shell thickness and band
alignment has resulted in heterostructure nanocrystals
with near—unity quantum yields along with promising
light-emitting diode and lasing properties.®7:16-20 Inter-
estingly, there have been multiple reports that the “uni-
versal volume scaling law” does not apply to core/shell
QDs.7:21-26 Although, significant theoretical progress has
been made,27:28 particularly on the impact of the sharp-
ness of the core/shell interface on biexciton lifetimes,2?
a quantitatively accurate atomistic electronic structure
method has not yet been developed for heterostructure
nanomaterials due to the inherently large nature of het-
erostructure nanosystems and the steep scaling with sys-
tem size of computing Auger recombination lifetimes.

With this difficulty in mind, we report an efficient,
stochastic method for calculating biexciton Auger re-
combination (AR) lifetimes within Fermi’s golden rule
suitable for large heterostructure nanosystems and ap-
ply it to elucidate the shell thickness dependence of
AR in quasi-type-II CdSe/CdS and type-I CdSe/ZnS
core/shell QDs (Figure [I). The stochastic approach,
which also accounts for electron—hole correlations, re-
duces the scaling with the system size (V) of calculat-
ing AR lifetimes from O (N®) to O (N?) and predicts
quantitatively accurate AR lifetimes in comparison to
experiments. Additionally, the AR formalism predicts
that adding a shell with a quasi—type—II band alignment
(CdSe/CdS QDs) results in an increase in the AR life-
time, in agreement with previous experimental and theo-
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Figure 1. (A) Schematic of an Auger recombination event. The initial biexcitonic state is shown as two spatially uncorrelated
excitonic states and the final states are shown as unbound electron—hole pairs. The hole (electron) channel on the left (right)
shows the hole (electron) receiving a majority of the energy from the recombining exciton. (b) Schematic of the quasi-type-II
nature of CdSe/CdS core/shell quantum dots and the type-I nature of CdSe/ZnS core/shell quantum dots. Projected electron
(red) and hole (blue) probability densities are shown on top of the band alignment scheme to highlight the differences in electron

localization between the two systems.

retical results,23:28:26:28.30 whereas the addition of a shell

with a strictly type—I band alignment (CdSe/ZnS QDs)
has little impact on the AR lifetime. Lastly, we explain
the shell thickness dependencies of the AR lifetimes in
terms of the size dependencies of the root—mean—square
exciton radius, Coulomb coupling, and density of final
states in quasi-type-II CdSe/CdS and type-I CdSe/ZnS
core/shell QDs.

AR is a Coulomb mediated process for which an initial
biexcitonic state (|B)) of energy Ep decays into a final
excitonic state (]S)) of energy Fg via Coulomb scattering
(V). An AR lifetime (7ar) for a nanomaterial can be
calculated using Fermi’s golden rule where we average
over thermally distributed initial biexcitonic states and
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sum over all final decay channels into single excitonic
states:
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In the above, the delta function (0 (Ep — Eg)) enforces
energy conservation between the initial and final states
and the partition function (Zg = 3" 5 e PE#) is for the
initial biexcitonic states (we assume Boltzmann statis-
tics for biexcitons). Utilizing the interacting framework,
previously developed by Philbin and Rabani/ ¢ a deter-
ministic calculation of an AR lifetime can be performed
using
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where the indices a, b, c... refer to the electron (unoccu-
pied) states, i, 7, k... refer to the hole (occupied) states
with corresponding energies €, and ¢;, 7, s, u... are gen-
eral indices, and V.4, is the Coulomb coupling given by
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The coefficients (cZ;) in Eq. [2)) are determined by solv-

ing the Bethe Salpeter equation.?! For more details,
please consult Ref. [14. The above formalism includes

spatial correlations within the electron—hole pairs but ig-
nores them between the two excitons®? and in the final
electron-hole pair (Figure [I). This approximation for
the final state is valid in a majority of nanomaterials as
the energy of the final electron—hole pair is approximately
twice the optical gap, which is well above the typical exci-
ton binding energy in all semiconductor nanomaterials.22
In other words, the criteria for being able to approximate
the final high energy excitonic state as an uncorrelated
electron—hole pair instead of a Wannier or Frenkel exciton



is that Eyp¢ > EY,, where Eqp is the optical gap and F, is
the exciton binding energy. It was previously shown that
this interacting (i.e. exciton—based) AR formalism (Eq.
[@)) predicts quantitively accurate AR lifetimes for both
single material QDs and nanorods.t4 On the other hand,
noninteracting formalisms that ignore all electron—hole
correlations in the initial biexcitonic state predict neither
accurate AR lifetimes nor the scaling of the lifetimes with
respect to QD volume except for QDs in the very strong
confinement regime3? — highlighting the importance of
electron—hole correlations and the resulting Wannier ex-
citon formation in semiconductor nanomaterials.4

The main drawback of the exciton—based (interact-
ing) AR formalism for calculating AR lifetimes (Eq. ()
is the computational cost. Formally, the steepest scal-
ing involved in Eq. (@) is diagonalization of the Bethe—
Salpeter Hamiltonian to obtain the coefficients (c?,),

which formally scales as O(N 6). However, in prac-
tice this takes less than 10% of the computational time
for nanomaterials with < 10,000 atoms because only
a few low-lying energy states are required in order to
calculate the AR lifetime due to the Boltzmann factors
in Eq. @). The majority of the computational time
is spent on calculating all of the Coulomb matrix ele-
ments, Voper, and Vijer, that couple the initial biexcitonic
states with the final electron—hole pairs. The number
of Coulomb matrix elements that must be calculated
scales as O( eﬁnle Ny + Ny ﬁnlehN) ~ O (N4),
where Ne() final 18 the number of high energy final elec-
tron (hole) states and Ne(p) is the number of band-edge
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where TaAr, and 7Tar,n are the lifetimes for the electron
and hole channels, respectively (Figure [Il). The calcula-
tion of an AR lifetime using Eq. (@) scales as O (N3).
To further reduce the computational scaling and com-
plexity, we utilize the stochastic resolution of the iden-
tity36:37 within the subspace of the final high energy elec-
tron and hole parts of the Hamiltonian. In simpler terms,
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electron (hole) states, and the cost of calculating each
Coulomb matrix element scales with the number of real—
space grid points (Ngriqa) as O (Ngrid In Ngriq) to give the
overall scaling of O (N 5). This limits the application of
Eq. @) to relatively small systems (< 1,000 atoms).

To reduce the computational effort and scaling of the
rate limiting step, we employ a plane-wave stochastic
representation of the Coulomb operator:32

Ve~ (REFS) (4)
where the notation (...). denotes an average over N
stochastic orbitals (defined below),

RC—/¢

and 6¢ (r) is a stochastic representation of the Coulomb
integral given by

6 (r) d°r, (5)
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In the above equations, ¢ (k) is a random phase between
0 and 27 at each k—space grid point, uc (k) = i’; is
the Fourier transform of the Coulomb potential, and the
stochastic orbitals (6¢ (r)) are indexed by ¢. By inserting

Eq. @) into Eq. (@), we obtain
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we sample the final high energy electron and hole states
in order to reduce the scaling with number of final exci-
tonic states. Thus, we arrive at a general expression for
calculating AR lifetimes of semiconductor nanomaterials
using an efficient, doubly stochastic formulation of the
interacting (exciton-based) AR formalism
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where the indices 64,74 and a’, 6 in Eq. (8) are sampled
final states from the complete set of single excitonic states
(a,i pairs) in Eq. (@). Energy conservation in Eq. (8) has
been taken into account when forming the stochastic or-
bitals that sample the final excitonic states, namely, we
only sample states that preserve energy. The computa-
tional cost of Eq. ) is O (NQ). This scaling does assume
that the number of stochastic orbitals required to prop-
erly converge the calculations does not increase with the
system size, which has shown to be true for a variety of
electronic structure methods.2% 4% Another beneficial fea-
ture of Eq. () is that it is embarrassingly parallel over
all sets of stochastic orbitals. The speedup that arises
from using Eq. (8) instead of Eq. (@) ranges from ~ 5
for QDs with 1,000 atoms to greater than 1,000 for QDs
with 10,000 atoms. This speedup made the study of the
large core/shell QDs presented in the remainder of this
Letter possible. The Supporting Information contains
more information on the derivation, implementation and
computational cost of the above equations and similar
expressions for the noninteracting, free carrier—based for-
malism.

We have implemented the above equations using the
semi—empirical pseudopotential method to model the
electron and hole states.3441°43 We utilized the filter—
diagonalization technique?443 to selectively calculate the
low energy electron and hole states required to accu-
rately describe the excitonic states that compose the ini-
tial biexcitonic state and the high energy electron and
hole states that satisfy energy conservation. The Bethe—
Salpeter equation3! was solved within the static screening
approximation. And all electronic structure calculations
were performed using the minimum energy atomic config-
uration obtained via molecular dynamic minimization®
of the heterostructure QDs. This computational scheme
has been shown to predict quantitatively accurate sin-
gle excitonic properties (e.g. optical gap and emission
polarizations) and accurately takes into account the im-
portant effects of strain in heterostructure nanomaterials
that arise from the lattice mismatch between core and
shell materials 1819

Figure 2 displays the calculated AR lifetimes using
Eq. @) for the dcore = 3.8 nm CdSe/CdS QDs along
with the experimentally measured AR lifetimes2® and AR
lifetimes calculated using a noninteracting, free carrier—
based formalism.24 Quantitative agreement with the ex-
perimental measurements on similarly sized CdSe/CdS
QDs is observed when Eq. (8)) is used. It is important to
note that all of the core/shell QDs studied in this work
have sharp core/shell interfaces.2> In other words, there
is no alloying region between the core and shell materi-
als that is known to have important consequences on AR
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Figure 2. Comparison of Auger recombination lifetimes (7ar)
that have been experimentally measured?® (black), calcu-
lated using the deterministic interacting formalism (blue),
stochastic formulation of the interacting formalism (green),
and the deterministic formulation of the noninteracting for-
malism (red) of CdSe/CdS core/shell quantum dots with a
CdSe core diameter of 3.8 nm and varying number of CdS
shell monolayers.

lifetimes.21:27:22 The quantitative agreement shows the
generality of the interacting (exciton-based) AR formal-
ism for predicting quantitatively accurate AR lifetimes in
nanomaterials. It is worthwhile to note that a noninter-
acting (free—carrier based) AR formalism predicts incor-
rect AR lifetimes in core/shell QDs, similar to the single
material case.

Figure Bl summarizes a main result of this work. The
top panel of Figure [3] compares calculated AR lifetimes
for CdSe cores with a diameter of 2.2 nm (deore =
2.2 nm) as a function of the number of shell monolayers
(MLs) for both CdS and ZnS from 0MLs to up to 8 MLs.
This constitutes a range of nanocrystal sizes from ap-
proximately 200 atoms (Vop ~ 5 nm?) to nearly 10,000
atoms (Voo ~ 350 nm?). Figure [ highlights the dra-
matically different impact that growing a quasi—type—II
shell (CdS) has on the AR lifetime compared to growing
a type-I (ZnS) shell on a QD core (CdSe). Specifically,
the addition of more and more CdS MLs leads to the
AR lifetime increasing from ~ 5 ps for the 0 ML QD to
~ 35 ps and ~ 150 ps upon addition of 4 and 8 MLs of
CdS, respectively, for the deore = 2.2 nm CdSe QD core.
On the other hand, for the same CdSe core, the addition
of 4 and 8 MLs of ZnS does not lead to an increase in the
AR lifetime.

In order to understand the vastly different shell thick-
ness dependencies of the AR lifetimes between CdSe/CdS
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Figure 3. Auger recombination lifetimes (top) and root—

mean-square exciton radii (ren = +/{r2,)), bottom) of
CdSe/CdS (green) and CdSe/ZnS (blue) core/shell quantum
dots as a function of the number CdS and ZnS shell monolay-
ers, respectively, for a CdSe core diameter of 2.2 nm.

and CdSe/ZnS QDs, we plot the root—mean—square exci-
ton radius (1/(r2, ) where 7o, is the electron-hole radial
coordinate)?! as a function of the number of shell MLs
for both series of core/shell QDs in the bottom panel of
FigureBl For CdSe/CdS QDs, the root-mean—square ex-
citon radius systematically increases with the number of
shell MLs. On the other hand, for CdSe/ZnS QDs there
is an increase upon adding the first ZnS layer, but then
the addition of more and more ZnS MLs barely changes
the root—mean—square exciton radius. Specifically, the
root—mean—square exciton radius increases from 1.11 nm
to 1.46 nm upon going from 4 MLs to 8 MLs of CdS but
only increases from 1.08 nm to 1.14 nm upon going from
4 MLs to 8 MLs of ZnS for the same d¢ore = 2.2 nm CdSe
core (bottom panel of Figure B]).

These different dependencies of the AR lifetime and
root—mean—square exciton radius with shell thickness are
a direct consequence of the quasi-type-II2%48 and type—
I nature of the CdS and ZnS shells, respectively. Fig-
ure [4] shows the hole and electron carrier densities of the
lowest energy excitonic state (i.e. electron—hole inter-
actions have been included) projected onto the x—axis of
the core/shell QDs for the dcore = 2.2 nm CdSe QD cores
with 0 MLs, 4 MLs and 8 MLs of shell. For CdSe/CdS
(left panels of Figure Hl), the quasi-type-II nature can
be observed as the projected hole density remains con-
fined to the CdSe core for all shell thicknesses while
the electron density continuously spreads out into the
CdS shell. In contrast, both the hole and electron den-
sities remain confined to the CdSe core in CdSe/ZnS
core/shell QDs, highlighting the type-I band alignment
of CdSe/ZnS core/shell QDs (right panels of Figure [l).
The impact of the electron spreading out into the CdS
shell and, thus, increasing the root—mean—square exci-
ton radius in larger CdS shell nanocrystals leads to a
decrease in the Coulomb coupling involved in AR calcu-
lations. This result can be understood by noting that
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Figure 4. Hole and electron carrier densities of the low-
est energy excitonic state for a series of shell thicknesses for
CdSe/CdS and CdSe/ZnS core/shell QDs with a CdSe core
diameter of 2.2 nm.

the larger the electron and hole wavefunctions overlap
the larger the Coulomb matrix elements, as the product
o (r') ¢r (r') where ¢, (r') and ¢y (r') are wavefunctions
for an initial electron and hole, respectively, arises in the
Coulomb coupling (Eq. @)).

The type-I band alignment of CdSe/ZnS core/shell
QDs results in the addition of ZnS MLs barely changing
the root—-mean—square exciton radius and not increasing
the AR lifetime. Surprisingly, the AR lifetimes for all
CdSe/ZnS core/shell QDs are slightly shorter, with life-
times of ~ 2 ps, compared to the ~ 5 ps AR lifetime for
the bare CdSe core (Figure B)). To elucidate whether or
not the compressive strain of the ZnS shell causes the
decrease of the AR lifetime, we performed AR lifetimes
calculations on strained CdSe cores. Specifically, we per-
formed molecular dynamics based structural minimiza-
tions with ZnS shells and then removed the ZnS shells
before performing the electronic structure calculations.
This procedure resulted in compressively strained CdSe
QDs2 where the degree of compressive strain was re-
lated to the number of ZnS MLs that were present dur-
ing molecular dynamics minimization. Our calculations
on this series of CdSe QDs show that the AR lifetime de-
creases from ~ 5 ps to ~ 2 ps upon increasing the strain
on the CdSe QD (Table SX). Interestingly, the AR life-
time decreasing by ~ 250% upon adding strain to the
CdSe QD is much greater than would be expected due to
just a volumetric change as the compressive strain only
changes the CdSe QD volume by ~ 10%. We were able
to trace the decrease of the AR lifetime to a decrease in
the hole channel AR lifetime. Furthermore, the decrease
of the hole channel AR lifetime was caused by an increase
in the average Coulomb coupling matrix elements (V;jcx)
of the hole channel and not by any substantial changes
in the density of final states (Table SX). Thus, it appears
that the hole channel is more sensitive to stress induced
structural changes. And this suggests it is worthwhile
to perform more comprehensive studies on the impact of



strain on AR lifetimes, as strain may be playing a role
in other nonmonotonic dependencies of AR in core/shell
nanomaterials.24 That being said, we do note that this is
a rather small change of the AR lifetime and experimen-
tal confirmation of this decrease in the AR lifetime upon
ZnS shell growth on QDs would likely be impeded by in-
homogeneous broadening and alloying of the core/shell
interface. A more elaborate discussion of the decrease of
the AR lifetime upon the addition of a ZnS shell and its
relation to strain is given in the Supporting Information.

The goals of this study were to elucidate how biexci-
ton Auger recombination in colloidal core/shell QDs can
be accurately modeled and efficiently computed, and to
uncover some of the underlying physics of excitons and
biexcitons in core/shell QDs by testing different approx-
imations. In order to achieve these goals, we developed a
stochastic computational scheme for calculating the non-
radiative decay rate of biexcitonic states. This efficient,
stochastic method for calculating Auger recombination
lifetimes presented in this Letter is general and can be
used for any confined nanomaterial. We also utilized this
efficient method for calculating quantitatively accurate

biexciton Auger recombination lifetimes within an inter-
acting (exciton-based) formalism to elucidate the differ-
ent impact of growing quasi-type-II (CdS) and type-I
(ZnS) shells on QD cores (CdSe). Specifically, we showed
that the Auger recombination lifetime monotonically in-
creases as the number of quasi-type-II shell monolay-
ers increases whereas the Auger recombination lifetime
is mainly unchanged upon the addition of type—I shells.
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