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Abstract

One of the major open challenges in ab initio simulations of the electrochemi-

cal interface is the determination of electrochemical barriers under a constant driving

force. Existing methods to do so include extrapolation techniques based on fully ex-

plicit treatments of the electrolyte, as well as implicit solvent models which allow for

a continuous variation in electrolyte charge. Emerging hybrid continuum models have

the potential to revolutionize the field, since they account for the electrolyte with lit-

tle computational cost while retaining some explicit electrolyte, representing a “best

of both worlds” method. In this work, we present a unified approach to determine

reaction energetics from both fully explicit, implicit, and hybrid treatments of the elec-

trolyte based on a new multi-capacitor model of the electrochemical interface. A given
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electrode potential can be achieved by a variety of interfacial structures; a crucial in-

sight from this work is that the effective surface charge gives a good proxy of the local

potential, the true driving force of electrochemical processes. In contrast, we show that

the traditionally considered work function gives rise to multi-valued functions depend-

ing on the simulation cell size. Furthermore, we show that the reaction energetics are

largely insensitive to the countercharge distribution chosen in hybrid implicit/explicit

models, which means that any of the myriad implicit electrolyte models can be equiv-

alently applied. This work thus paves the way for the accurate treatment of ab initio

reaction energetics of general surface electrochemical processes using both implicit and

explicit electrolyte.

1 Introduction

Computational chemistry tools developed over the past several decades have allowed for

an unprecedented level of mechanistic understanding in a wide variety of interface phenom-

ena.1–22 In particular, electrocatalysis has experienced a rapid expansion with the application

of density functional theory (DFT). The computational hydrogen electrode model23 has, in

the past 15 years, enabled the determination of the thermochemistry of coupled ion-electron

transfers using simple surface science calculations. For a number of applications, however,

electrochemical reaction barriers,24–37 electric field,38–40 and pH effects,41–43 are important,

and all these elements require careful consideration of the electrolyte. Several methods have

since been developed to model the electrochemical interface in ab initio simulations. Fully

explicit simulations of the electrolyte44–46 have been developed, and in parallel, different

implicit solvation methods have been implemented in a variety of commonly used DFT

codes.17,47–64

Each of these techniques comes with their own advantages and shortcomings. Fully ex-

plicit techniques give atomistic insight to the effects of solvation and the effect of electric field

on reaction energetics.13,40,44 However, they frequently rely on expensive electrolyte sampling
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methods,11,65–67 and furthermore suffer from issues related to band misalignment,68 stem-

ming from the well known failure of GGA-DFT under-predicting bandgaps.69 Continuum

methods present thermodynamic averages of solvation and therefore do not rely on expen-

sive sampling techniques. They do however come with a variety of challenges70 primarily

from the marrying of the classical treatment of solvation with the atomistic treatment of the

surface. Most importantly, continuum methods intrinsically cannot reproduce the chemical

interaction of the surface with ions, since the charge is necessarily smeared over the entire

electrode surface. Solvation energies for these methods have primarily been fit to molecular

solutes, since that is the source of most experimental reference data.47,54,56,71 Little work has

been done to benchmark these energies on extended surfaces, where hydrogen bonding has

been shown to be important.25,72–74 For these reasons, hybrid approaches, including both

some explicit electrolyte molecules and continuum solvation, are receiving a growing amount

of attention, especially in applications where atomistic level details are significant.75,76
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Figure 1: Schematic of three current state of the art methods for calculating reaction ener-
getics at constant driving force. (a) Schematic of cell extrapolation for two cell sizes, and
illustration of charge partitioning (e.g. Bader) to determine the charge of the ion at the inter-
face for charge extrapolation. (b) Charge extrapolation technique, with charges determined
by partitioning as illustrated in (a). (c) Continuum charging, which exchanges electrons
with an external reservoir to achieve constant work function. Counter charge is placed in
the electrolyte to retain overall charge neutrality.
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Real electrochemical systems operate at a constant applied electrode potential, and so

there has been an effort to develop computational models that allow for simulations at

constant potential. This is particularly challenging, since the work function, which defines

the potential in ab initio simulations, changes across the reaction coordinate due the use of

finite simulation cell sizes. Figure 1 illustrates three classes of techniques used currently to

solve the problem of changing work function across the reaction coordinate during charge

transfer reaction events. Cell extrapolation, illustrated in Figure 1(a), relies on systematically

increasing the size of the simulation cell in order to more closely approximate the infinite

cell size limit. This approach can be quite expensive computationally, owing to the roughly

cubic scaling of DFT with system size.77 Charge extrapolation, illustrated in Figure 1(b),

instead utilizes a mean-field (i.e. capacitor) approximation of the interface to predict the

slope of the energy as a function of potential, which is proportional to the change in charge

between states. The primary difficulty with this method is identifying the charge in each

state. Previous work has shown that the charge resulting from charge partitioning schemes

(e.g. Bader78–80) can accurately reproduce the results from cell extrapolation,45,46 but it

is not clear how to partition charge for field-sensitive chemical steps. Finally, continuum

charging methods, shown in Figure 1(c), allows for continuous variation in charge, leading

to the possibility of the work function being constant between states at little additional

computational cost.75

In the present work, we present a unified approach to determining reaction energetics

for general hybrid or fully explicit electrolyte models of the interface. This framework is

based on 1) a multi-capacitor model of the various components of an electrochemical inter-

face in atomistic DFT simulations 2) the idea that an effective surface charge density is the

appropriate descriptor for the electrochemical driving force of electrochemical reactions, as

opposed to the generally applied work function. The latter is essentially a reformulation of

the Frumkin correction to reaction kinetics,81,82 which emphasizes that the local potential

drop at the interface between the metal and reaction plane potential is the driving force
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for electrochemical reactions. What we assert here is that this local potential drop is best

approximated by an effective surface charge density. In contrast, the traditional use of work

function as a descriptor of the driving force leads to multi-valued, cell-size dependent func-

tions of reaction energetics in hybrid implicit/explicit “constant-potential” simulations. We

further show that, within our framework, the reaction energetics are essentially insensitive to

the distribution of the continuum countercharge, which means that any of the myriad of ex-

isting implicit electrolyte models can be equivalently applied. By using the effective surface

charge as the descriptor for the driving force, we importantly avoid the need to parameter-

ize the continuum model to accurately predict capacitances. The calculated capacitances

also vary significantly upon the addition of explicit water layer(s) or at high coverages of

some adsorbates, which renders parametrizations to bare surfaces obsolete. The energetics

obtained through our method as a function of surface charge can be related to experimental

activities through a coupled double-layer charging kinetic model, where diffuse layer effects

can be accounted for,83 essentially removing the need to predict capacitance. The frame-

work we present here solves the observed cell-size dependence in hybrid explicit-implicit

solvation constant potential simulations, and therefore represents a major step forward in

the computational modeling of electrochemical reaction energetics.

2 Theoretical Methods and Models

This work uses the Vienna ab-initio Software Package84–86 in conjunction with VASPsol,56,57

as well as QUANTUM-ESPRESSO87 (QE) in conjunction with the Environ47 solvation mod-

ule. Using VASP, core electrons were modeled with projector augmented wave pseudopo-

tentials; using QE, core electrons were modeled using GBRV ultrasoft pseudpotentials.88 In

both DFT codes, valence electrons were expanded as plane-waves up to a kinetic energy

cutoff of 500 eV. Exchange and correlation interactions were accounted for using the RPBE

functional89 in both codes. When optimizing bulk platinum to determine the appropriate
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lattice constant, the Brillouin zone was sampled with a 12 x 12 x 12 γ-centered Monkhorst-

Pack90 k-point mesh. The optimized Pt lattice constant was determined to be 3.990 Å in

VASP, and the optimized Cu lattice constant was found to be 3.6 Å in QE.

Geometries were considered optimized when the maximum force on any unconstrained

atom in the system was below 0.03 eV Å
−1

. For each electronic self-consistent field calcu-

lation, the density was considered to have converged when the total energy changed by less

than 10−4 eV between steps. Separation between periodic images was set to be 8 Å. Us-

ing our previously published methodology,91 we have corrected the constant charge reaction

energetics by q∆Φvac, where q is the (implicit) system charge and Φvac is the potential of

the electrolyte region. This term accounts for the shift in potential necessary with VASPsol

and eliminates cell height dependence of the energetics.91 To avoid possible spurious dipole

interactions, our simulation cells are symmetric along the direction normal to the surface.

VASPsol and Environ both treat the electrolyte at the electrochemical interface as a po-

larizable continuum. VASPsol places counter-charge via the linearized Poisson-Boltzmann

equation, while Environ allows for a variety of countercharge placement models. In this work,

except when stated otherwise, we use VASPsol, which places countercharge by solving the

linearized Poisson-Boltmzann equation. Within this model we choose a Debye length of 3.0

Å, corresponding to a bulk ion concentration of 1.0 M. We set the effective surface tension

to zero to avoid numerical instabilities, as reported in a recent perspective.70 When Environ

is used, we use the planar countercharge, modified Poisson-Boltzmann, and linearized mod-

ified Poisson-Boltzmann countercharge placement models. We use the standard g03-SCCS

solvation parameters.47 Details regarding the implementation of these solvation models can

be found in their documentation.47,56,57
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3 Results and Discussion

We consider different kinds of charged interfacial systems as visualized in Figure 2: adsorbed

partially negatively charged CO2, explicitly modeled hydronium cations and a continuum

representation of electrolyte counter ions at the outer Helmholtz plane. All of these systems

give rise to a separation of negative and positive charge, which can be effectively envisioned

as local capacitors. In the case of explicit (e.g. proton) charge, the effective capacitor charge

is just that of the proton itself, which is slightly less than unity.92 In the case of CO2, partial

charge, corresponding to the electrosorption valency, is transferred during the adsorption

process which leads to the creation of a strong dipole moment.93–95

+
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Figure 2: Illustration of three different potential dependent processes that can be effectively
modeled by adiabatic DFT approaches: CO2 adsorption, charge transfer reactions (e.g.
(H+ + e−) + ∗ → H∗), and continuum charging/counter-charging.

The local potential drop at the interface, between the metal potential and the solution

potential at the reaction plane, is the driving force for electrochemical reactions. This is

the essential idea behind the Frumkin diffuse layer correction to reaction kinetics.81,82 As we
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show below, this local potential drop is better approximated by the total effective surface

charge than the overall work function. This concept is illustrated in Figure 3, where the

potential drop across the electrochemical interface is illustrated. Here the work function is

given by the potential difference between the metal surface and the bulk electrolyte level,

ΦM−Φ��vacbulk. However, the driving force for charge transfer is instead described by ΦM−ΦRP,

since the transition state lies in this region.
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Figure 3: Illustration of the potential drop across the electrochemical interface. Here the
surface (drawn as the left side of the plot), is covered by charge neutral solvent molecules
(solid white circles) and anions (dark gray circles). Solvated cations form a Helmholtz
like layer demarcating the outer Helmholtz plane, followed by the diffuse layer. The linear
potential drop between the surface and the reaction plane gives the driving force for electron
transfer (ΦM−ΦRP), while the work function is given by potential drop between the surface
and the bulk electrolyte potential (ΦM − Φbulk).

In what follows, we derive a generic multi-capacitor model of the electrochemical inter-

face,17,45,46,96–99 starting with the simple case of an interface with one charging component.

We use this model to develop expressions relating electrochemical reaction energetics to both

excess surface charge density, and the work function. We then show the “effective” surface
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charge density to be the appropriate descriptor of the driving force, since it reflects the local

potential drop. We demonstrate that, using the work function (a measure of the applied po-

tential) as the descriptor, the reaction energetics are not uniquely defined. We then develop

a framework to calculate electrochemical reaction energetics in general.

3.1 General Multi-Capacitor Model of the Electrochemical Inter-

face

3.1.1 Energy of the Charged Interface

We first review the energy of the charged interface undergoing only one charging process.

We can expand the energy as a Taylor expansion about a hypothetical zero interfacial charge

q = 0, corresponding to a work function Φ0, as has been done in previous works.17,96–99

E = E0 +
∂E

∂q

∣∣∣∣
q=0

q +
1

2

∂2E

∂q2

∣∣∣∣
q=0

q2 +O(q3) . (1)

Here E0 = E|q=0 is the energy of all non-electrostatic (i.e. chemical) components of the

system at the hypothetical q = 0 case, which corresponds to the case of zero partial charges

in Figure 2. This case is exemplified by, for instance, a hypothetical neutral H3O molecule

solvated above a metal slab (as opposed to a positively charged H3O molecule solvated above

a negatively charged metal slab), or a hypothetical adsorbed CO2 molecule with no dipole

moment.

By definition,

∂E

∂q

∣∣∣∣
q=0

= Φ0 (2)

where Φ0 is the work function at zero charge, referenced to the bulk electrolyte potential.

We further assume here that we have a constant capacitance C, which we find to be valid
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in small potential ranges, as discussed later in this work:

∂

∂q

(
∂E

∂q

)
=
∂Φ

∂q
=

1

C
, (3)

such that (1) becomes.

E = E0 + qΦ0 +
q2

2C
. (4)

We now use the capacitor equation q = C(Φ− Φ0) to write (1) in terms of Φ

E = E0 + C(Φ− Φ0)Φ0 +
C(Φ− Φ0)2

2
. (5)

Or without reference to the capacitance,

E = E0 + qΦ0 +
q(Φ− Φ0)

2
. (6)

As an example, we show the energetics of Pt (111) as a function of both excess surface

charge q as well as the work function Φ in Figure 4. Here the surface was charged using the

linearized-Poisson Boltzmann equation to place countercharge. The slight deviations from

the model in panel (b) results from the capacitance being non-linear far from the potential

of zero charge. From a linear fit of the surface charge as a function of potential, we calculate

a surface capacitance C of 25 µF cm−2, and a work function of zero charge Φ0 of 5.4 eV.
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Figure 4: Energetics of Pt(111) as a function (a) excess implicit surface charge q, where
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to Eq. (6). Panel (b) shows slight deviations far from the work function of zero charge (≈ 5.4
eV in this picture) due to the nonlinear capacitance behavior far from the PZC.
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3.1.2 Reaction Energetics: Only One Charging Component

We now consider the energetics of an interfacial charge-transfer reaction, i.e. charging process

of any of the envisioned capacitors in Figure 2. Considering an infinitely extended system,

the a single reaction event such as adsorption or proton-electron transfer does not change the

work function of the metal electrode. In a typically used finite unit cell setup, however, the

these processes critically changes the electrode work function. As before, the hypothetical

q = 0 state is one such that there is no charge separation; for example, a hypothetical neutral

hydronium molecule solvated above an uncharged metal slab, or a hypothetical CO2 molecule

adsorbed with no dipole moment. We can therefore assume that Φ0 does not change between

the states considered. We find that in practice, the capacitance varies by only a very small

amount for a large change in surface coverage, changing from 12.6 µF cm−2 for a clean Pt

(111) surface to 10.1 µF cm−2 with CO2 adsorbed in a 2x2 supercell, the smallest cell size

considered here (and hence the highest coverage). This capacitance drop reduces to just 0.1

µF cm−2 in a 4x4 supercell, as we reported in a recent work.91 We therefore assume that

the capacitance between different states along a reaction pathway does not vary. While,

in this work, this assumption has been found to be robust for a variety of adsorption and

charge transfer reactions in an aqueous electrolyte, it is not entirely general. For instance,

linear solvation models, as are used in this work, have been shown to underestimate interfacial

capacitances on metal surfaces,100 which may make the observed nearly constant capacitance

a better approximation than for other solvation models. Ionic liquid structures near metal

surfaces can also undergo potential-induced phase transitions which give rise to substantial

changes to the capacitance.101,102 1

Under these assumptions, from Eq. (4), we have the change in energy from state 1 to

1We note that, as we discuss in section 3.1 and 3.2 below, the capacitnance Cimpl corresponding to the
second charging component in a given model system (whether implicit models or co-adsorbates) does not
enter into the energetics at all when surface charge density is considered as the descriptor for the driving
force for an electrochemical process (cf. Eq 15.)
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state 2 (denoted as subscript 1 and 2, respectively) as

∆E = ∆E0 + (q2 − q1)Φ0 +
q2

2 − q2
1

2C
(7)

= ∆E0 + (q2 − q1)

(
q

AC̃
+ Φ0

)
, (8)

where we have defined the average charge q = 1
2
(q1 + q2) and introduced the surface area

normalized capacitance, C̃ = C/A. Eq. (8) can also be written as a function of work function

via q = C(Φ− Φ0),

∆E = ∆E0 + (q2 − q1)Φ = ∆E0 +
C

2
(Φ2

2 − Φ2
1) , (9)

where we have similarly defined Φ = 1
2
(Φ1 + Φ2).

In the limit of an infinitely sized simulation cell where A→∞, the corresponding effect

of the dipole shift on the potential and surface charge density is infinitesimal, i.e. Φ1 → Φ2

and q1/A→ q2/A. However q1 9 q2 since even in the infinite cell size limit, there is still finite

charge transfer across the reaction coordinate. In the infinite cell size limit, we therefore have

Φ → Φ and q → q. In the supporting information (SI) Note 1, we show that the change in

energy as a function of the average work function is equivalent to the cell-extrapolated (i.e.

infinite cell size, constant potential) energetics detailed in Ref. 44

The effective charge transferred q2 − q1 can be determined by evaluating the reaction

energetics at multiple finite cell sizes and then fitting either Eq. 8 or Eq. 9, i.e.

q2 − q1 =
∂∆E

∂Φ
=

∂∆E

∂
(

q

AC̃

) . (10)

In the case of a simple proton-electron transfer, it has been shown in previous work that

q2 − q1 can usually be determined through the Bader78–80 charge of the slab and adsorbates

(i.e. the charge extrapolation model).45,46

We note here that in the case of an adsorption reaction event, the calculated effective
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charge transferred q2 − q1 is the difference in physical charge separation at the interface

between the two states, giving rise to the corresponding capacitance of the given process.

This is not necessarily Faradaic charge transferred across the reaction. For example, the

process of adsorbing a CO2 on the surface creates a substantial dipole moment, which has

an associated charge separation despite no Faradaic charge being transferred in the reaction

event. In the example of CO2 adsorption, q2 − q1 yields the effective surface charge associ-

ated with a polarized CO2 molecule. For the Volmer reaction, q2 − q1 yields the effective

surface charge transferred with the proton transfer from the Helmholtz plane to the surface.

Naturally, q2 − q1 could also represent the charge difference via continuum charging of any

surface composition.

To illustrate these charging behaviors, we have plotted the energetics of a simple proton-

electron transfer process (Volmer, i.e. (H+ + e−) +∗ → H∗) and CO2 adsorption on Pt (111)

as a function of the work function Φ in Figure 5. In this picture, no continuum solvation

or charging is used; the different scatter points are achieved by changing the coverage of

protons and CO2, respectively by changing the unit cell size.
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16



3.1.3 Reaction Energetics: Two Charging Components

We now consider the case of a reaction energy evaluated where a second charging component

is present and constant throughout the reaction pathway. For example, a Volmer reaction

event where a constant continuum charge qimpl or an additional co-adsorbate with a significant

dipole moment is added to the two states considered. As we illustrated in a previous work,91

the energetics obtained with such a constant charge setup, when considered as a function of

Φ between the states considered, are equivalent to the grand canonical energy difference at

constant potential. The latter method of charging the interface to achieve constant potential

has been applied to a wide variety of surface electrochemical reactions,75,103–105 since it allows

a simple way to probe energetics across a large range of work functions.

For a general system with both implicit and explicit charging, we apply Eq. (7) to expand

the energy about qimpl = 0, giving a total reaction energy as the sum of contributions from

both explicit and implicit charging,2

∆E = ∆Eexpl + ∆Eimpl (11)

= ∆Eexpl + qimpl,2Φ2 − qimpl,1Φ1 +
q2

impl,2 − q2
impl,1

2Cimpl

. (12)

where ∆Eexpl, the component arising from explicit charging, is given by Eq. (8). We intro-

duced the capacitance associated with charging the interface with a continuum charge, Cimpl

and note that it need not equal the capacitance associated with charging the interface via

other methods.

In the constant charge setup, the continuum charge qimpl is constant between the states

considered (e.g. initial and final) i.e. qimpl,1 = qimpl,2 = qimpl. The reaction energy then

2We note here that the coupling term in this Taylor expansion has been incorporated into the expression

for Φi, i.e. Φi = Φ0 +
qexpl,i
Cexpl
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reduces to

∆E = ∆Eexpl + qimpl (Φ2 − Φ1) (13)

= ∆E0 + (q2 − q1)

(
qexpl

Cexpl

+ Φ0

)
+ qimpl

(
q2 − q1

Cexpl

)
(14)

= ∆E0 +
q2 − q1

C̃expl

(
qexpl + qimpl

A
+ C̃explΦ0

)
. (15)

3.2 Effective Surface Charge Density as the Appropriate Descrip-

tor of Driving Force

As we noted previously, two independent charging components need not have identical as-

sociated capacitances. Here, we demonstrate that unequal capacitances lead to the average

work function not uniquely defining the energetics, and that the surface charge density is a

better descriptor of the local driving force.

To write Eq. (15) in terms of potential, we first write

qexpl

Cexpl

+ Φ0 =
Φ2 − Φ0 + Φ1 − Φ0

2
+ Φ0 = Φexpl , (16)

and note that

qimpl = Cimpl(Φimpl,2 − Φ2) = Cimpl(Φimpl,1 − Φ1) (17)

= Cimpl

(
Φimpl,2 + Φimpl,1

2
− Φ2 + Φ1

2

)
(18)

= Cimpl(Φimpl − Φexpl) . (19)

Inserting this expression into Eq. (15), we arrive at the reaction energy as a function of

potential,

∆E = ∆E0 + (q2 − q1)

[
Φexpl +

Cimpl

Cexpl

(Φimpl − Φexpl)

]
(20)

Equation (20) demonstrates that, if the ratio Cimpl/Cexpl is non-unity, the average po-
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tential does not uniquely describe the reaction energy. In other words, for a given potential,

the reaction energy can take on multiple values depending on the charging method used to

achieve that potential.

We demonstrate this finding with two examples: the Volmer reaction, and CO2 adsorption

shown in Figure 6. We systematically modify the potential by varying both the explicit

charge (i.e. changing the cell size and proton/CO2 coverage) as well as with continuum

charge (i.e. using “constant-potential” implicit solvation methods). A third example, CO2

adsorption with varying co-adsorbates, can be found in SI Note 2. Figure 6 (a) shows that

the reaction energy for Volmer is not uniquely determined by the potential, because the

capacitance associated with explicit charging (Cexpl ≈ 20µF cm−2) and continuum charging

(Cimpl ≈ 9µF cm−2) are significantly different. We note that these capacitances are fit

via q = C(Φ − Φ0), as described in the first section. In contrast, Figure 6 (a) shows

the reaction energy associated with CO2 adsorption as a function of potential, similarly

modifying the potential both with explicit (i.e. CO2 coverage) and continuum charging.

The agreement between continuum and explicit charging in this picture is much better, since

the capacitance for each associated process is approximately identical (Cexpl ≈ 12µF cm−2,

Cimpl ≈ 14µF cm−2).
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Figure 6 (b) then shows the energetics as a function of the effective surface charge density,

corresponding to Eq. (15). Here it can be seen that regardless of the variation in capacitance,

the energetics are uniquely defined. Since the capacitance for the two processes in the case

of CO2 adsorption are similar, the level of error reduction is minimal. However, for the case

of the Volmer reaction, the clearly non-collinear lines collapse onto a single line.

This result suggests that even for the previously established “constant-potential” hybrid

implicit solvation methods, if the capacitances associated with the explicit and implicit

charging are not equal, there is a cell size dependence in the computed energetics. This is

because these methods do not achieve constant local potential; rather, they are constant

bulk potential, and in these systems the work function acts as a poor descriptor of the local

potential, which is better described by the effective surface charge.

In principle, in the special case where the capacitance of all components are equal, then

the work function again would provide single-valued functions of energy (see SI Note 3).

However, this would require adjustment of the solvation parameters for each individual

system to match the capacitances, which would then lead to inconsistent solvation energies

amongst the systems considered.

We note that although we chose subscripts expl and impl in our derivation of the model

for energetics with two charging components, the model is not specific to explicit and implicit

charging. An example of this model working for a case with no implicit charging is illustrated

in SI Note 2, where we show the binding energy of CO2 (charging component 1) with various

co-adsorbed ions (charging component 2). In this case, there is a charge associated with CO2

denoted qCO2 and a charge associated with the co-adsorbate denoted qion, which replaces

subscripts exp and imp in our derivation.

3.3 Insensitivity of the Driving Force to Water Structure

An additional challenge associated with describing the reaction energetics as a function of

work function arises for the case of explicit solvation. For a given charge state, the work
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function of a surface can vary dramatically simply due to the varying sum of water dipoles

being exerted on the surface. However, dipoles above the reaction plane generally do not

affect the driving force for the reaction. We demonstrate this in Figure 7, which shows the

electric field between the surface and the first water layer for two different water structures.

We calculate the field between the metal and the first solvent bilayer as40,70

Efield = −dVdiff

dz
, (21)

where the potential difference Vdiff is defined as

Vdiff = Vtotal − Velectrolyte − Vslab . (22)

Here V refers to the local electrostatic (ionic and Hartree) potential output by DFT. The

subscript total refers to the local potential of the entire system, electrolyte refers to the

local potential of just the electrolyte, and slab refers to the local potential of just the slab.

This field reflects the local potential drop that would drive an electrochemical reaction or a

chemical reaction involving polar adsorbates. In this picture, the first water layer is fixed

while three water layers above have adopted different configurations that result in a nearly 4

eV shift in the work function. Further details regarding the generation of these data can be

found in Note 4 in the SI. In summary, the reaction energetics are insensitive to the change

in work function associated with the changing water dipoles above the reaction plane.
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field at the interface is virtually identical, since the surface charge is roughly the same.
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3.4 Insensitivity of the Driving Force to Continuum Charge Dis-

tribution

Another consequence of the effective surface charge density being the descriptor of driv-

ing force is the insensitivity of reaction energetics to the countercharge placement. In

recent years, many different models of the electrolyte distribution have emerged, which

have been shown to reproduce experimental capacitance curves at varying degrees of ac-

curacy.17,50–55,57–63,106 These charge placement models can have a significant effect on the

simulated capacitance, which ranges from 13 to 18 µF cm−2 (see SI Note 5), and potential

of zero charge, and hence the predicted reaction energetics as a function of work function.

However, as a function of surface charge, the energetics are largely insensitive. To demon-

strate this idea, we have calculated the binding energy of two CO molecules on Cu (100) and

Cu (211) using three countercharge placement models: planar countercharge, linear modified

Poisson-Boltzmann, and modified Poisson-Boltzmann, as implemented in Environ.47,107,107

Figure 8 illustrates that there is less than 10 meV variation in the reaction energetics as a

function of surface charge for the two facets. Note that the abscissa in 8(a) contains just the

continuum charge, and not that associated with adsorbed CO; the effective surface charge

would include both contributions. However, because the charge due to CO is quite small,

the effective surface charge is dominated by the continuum charging. Furthermore, including

the small contribution of the CO dipole moment would result in a constant shift along the

x-axis, resulting in the same conclusion.
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3.4.1 General Framework for Calculation of Electrochemical Reaction Energet-

ics

To summarize, the models developed in this work can be applied to a general surface elec-

trochemical reaction using a simple framework, illustrated in Figure 9.
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Figure 9: Flowchart illustrating the general framework for calculating electrochemical reac-
tion energetics with the models presented in this work.

The first step, determining the effective charge qeff , is performed by calculating the slope

of the lines shown in Figure 5. Then, determining the energetics as a function of the effective

surface charge is demonstrated to Figure 6 (b), where we show the Volmer reaction and

CO2 adsorption as a function of the total effective surface charge. The capacitance for

each charging process (in the case of Figure 6 (b), explicit and implicit charging) can be

calculated by, for instance, fitting q = C(Φ−Φ0), or equivalently, fitting Eq. 9. Among the

two model reactions shown, only CO2 adsorption satisfies the criteria that each capacitance

is equivalent to the overall capacitance, and so the energetics as a function of charge can

be directly converted to the energetics shown in Figure 6 (a). Here, the energetics are
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uniquely determined by the potential. However, for the second case, the Volmer reaction

(i.e. (H+ + e−) + ∗ → H∗), it cannot be assumed that the two capacitances are equivalent to

the overall capacitance, since they are quite different (Cexpl ≈ 20µF cm−2, Cimpl ≈ 9µF cm−2).

Here, assuming an equivalent capacitance yields the energetics shown in Figure 6 (a), where

it is clear that the energetics are not uniquely determined by the work function. Instead,

the capacitance can be taken from an experimental charging curve for Pt (111), where it

is found to have a capacitance of roughly C ≈ 20µF cm−2.108 For potentials far from the

potential of zero charge, a more detailed charging function (Φ = f(q) for some f) could

easily be substituted in lieu of the constant capacitance frequently reported in the literature

(i.e. Φ = 1
C
q + Φ0). With the energetics as a function of potential determined, they can

then be input into a micro-kinetic model to determine, for instance, rates of electrochemical

processes as a function of potential.

4 Conclusions

In this work, we have developed a general framework for the calculation of electrochemical re-

action energetics from simulations of both explicit and implicit electrolyte. We demonstrate

that the electrochemical interface can be effectively modeled as multiple capacitors, each

corresponding to the separate charging components (i.e. separate dipole-field interactions).

We show that an effective surface charge density, rather than the traditionally considered

work function, is the appropriate descriptor for the driving force of electrochemical reactions.

We illustrate this finding with the Volmer reaction and CO2 adsorption. In the former the

energetics are found to be multi-valued with respect to the work function. This framework

allows us to, for the first time, effectively model the electrochemical interface using a hybrid

explicit/continuum model in a way that is not dependent on cell size or predicted interfacial

capacitance. These hybrid models are becoming increasingly popular as a way to treat the

electrolyte in surface electrochemistry, since they allow for explicit treatment of charge in
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charge transfer reactions, without the need for sampling of solvent states. They further-

more provide a simple way to probe large ranges of potential, without the need for costly

extrapolation techniques. Future work will apply this method to reactions occurring in ba-

sic conditions, which previously was complicated by the aforementioned band misalignment

challenges68 with charged species at the interface, in addition to the usual challenges of

sampling that occur with a purely explicit treatment of the electrolyte. Taken together, this

work represents a significant advancement in the ability of modern computational tools to

investigate surface electrochemical phenomena through the use of hybrid explicit/continuum

solvation models coupled with DFT.
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