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Abstract

The aim of the present study was to compare proximal femur strength and stiffness obtained 

experimentally with estimations from Finite Element Analysis (FEA) models derived from 

Quantitative Computed Tomography (QCT) scans acquired at two different scanner settings. 

QCT/FEA models could potentially aid in diagnosis and treatment of osteoporosis but several 

drawbacks still limit their predictive ability. One potential reason is that the models are still 

sensitive to scanner settings which could lead to changes in assigned material properties, thus 

limiting their results accuracy and clinical effectiveness. To find the mechanical properties we 

fracture tested 44 proximal femora in a sideways fall-on-the-hip configuration. Before testing, we 

CT scanned all femora twice, first at higher resolution scanner settings, and second at a lower 

resolution scanner settings and built 88 QCT/FEA models of femoral strength and stiffness. The 

femoral set neck bone mineral density, as measured by DXA, uniformly covered the range from 

osteoporotic to normal. This study showed that the femoral strength and stiffness values predicted 

from high and low resolution scans were significantly different (p < 0.0001). Strength estimated 

from high resolution QCT scans was larger for osteoporotic, but smaller for normal and osteopenic 

femora when compared to low resolution scans. In addition, stiffness estimated from high 

resolution scans was consistently larger than stiffness obtained from low resolution scans over the 

entire femoral dataset. While QCT/FEA techniques hold promises for use in clinical settings we 

provided evidence that further improvements are required to increase robustness in their predictive 

power under different scanner settings and modeling assumptions.
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1. Introduction

A desire to reduce the level of mortality and morbidity due to hip fracture in the elderly 

population has fueled the advancement of techniques designed to provide fracture risk 

prediction using non-invasive methods (Center et al. 1999; Kanis et al. 2004; Morin et al. 

2011). QCT/FEA subject-specific femur modeling was shown to provide high quality 

estimations of proximal femur strength, stiffness, and prediction of fracture location (Bessho 

et al. 2007; Bessho et al. 2009; Dragomir-Daescu et al. 2011; Keyak 2001; Keyak et al. 

2001; Schileo et al. 2008). Its popularity is based on the ability to produce precise three-

dimensional geometries from high resolution QCT images of the human femur (Viceconti et 

al. 1998; Viceconti et al. 2004) and to provide well-defined material property input to FEA 

models (Genant et al. 1999; Morgan et al. 2003; Taddei et al. 2006) – two variables essential 

for accurate results.

It has been shown that scanner type (single vs. dual source), image reconstruction algorithm, 

slice thickness/pitch, and power (changes in voltage and/or amperage) result in statistically 

significant differences in noise and contrast due to changes in greyscale values (Paul et al. 

2012). It is therefore likely that changes in CT scanning parameters may lead to changes in 

FEA outcomes even when the same bone is scanned at varied settings. Clinical QCT scans 

are taken with the goal of minimizing tube current time (mAs) in order to decrease the 

amount of radiation to the patient, while in contrast, many research institutions developing 

techniques for fracture risk prediction with cadaveric bone tissue tend to select scanning 

parameters to provide for increased image quality (high mAs) for FEA input while 

disregarding the amount of radiation exposure to the tissue. Thus, information on how 

scanner parameters affect FEA outcomes would be valuable for researchers who desire to 

use QCT/FEA techniques in a clinical setting for fracture risk prediction in patients, but 

have developed their QCT/FEA technique using research quality scanner parameters at high 

mAs.

Though many researchers have provided extensive data comparing their QCT/FEA based 

results to experimental results, to our knowledge, none have examined the quality of the CT 

input data as a determining factor for the outcome of the FE analyses. The objective of our 

study was to compare if FE models whose grey scale values were obtained from low 

amperage scans reconstructed with smooth kernels (low resolution) are predicting strength 

and stiffness values comparable with models whose grey scale values were obtained from 

high amperage scans reconstructed with sharp kernels (high resolution) – the former 

representing the standard for clinical settings, and the latter representing the current standard 

in research settings. This will provide valuable information on whether QCT/FEA bone 

strength and stiffness predictions using lower quality clinical QCT scans are similar to those 

using techniques developed using research quality scans of cadaveric femora. We thus 

compared how finite element estimations of strength and stiffness for a sample of 44 
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cadaveric femora scanned at high and low scanner resolution settings were correlated to each 

other, and individually with experimental test results in a fall-on-the-hip configuration.

2. Methods

2.1 Experimental Tests

All experimental procedures were approved by our Institutional Review Board and followed 

methodologies published previously. Some details on materials and methods relevant to the 

current study are briefly recapitulated (Dragomir-Daescu et al. 2011).

2.1.1 Femur Specimens and QCT Scanning Protocol—Forty-four fresh frozen, 

transplant grade cadaveric femora were obtained from 44 individual donors (Table 1). The 

specimens were selected from a larger cohort of 100 cadaveric specimens based on femoral 

neck areal bone mineral density (aBMD) T-score (GE Lunar iDXA, GE Healthcare Inc., 

Madison, WI) such that the sample uniformly covered the range from osteoporotic to 

normal. All specimens were thawed to room temperature and scanned in air for maximum 

contrast using a Siemens Somatom Definition CT scanner (Siemens Healthcare, Forchheim, 

Germany). Each femur was scanned twice in the same position using two distinct QCT 

protocols for model comparison (Fig. 1).

High Resolution Research QCT Protocol: Scanner power – 120kVp and 216mAs; 

Image reconstruction – sharp (U70) kernel with in-plane pixel size 0.3–0.45 mm (Fig. 

1A); Slice increment and thickness – 0.4 mm; Average number of QCT slices per femur 

– 1120.

Low Resolution Clinical QCT Protocol: Scanner power – 120kVp and 20mAs; Image 

reconstruction – body (B30) kernel with in-plane pixel size 0.3–0.45 mm (Fig. 1B); 

Slice increment and thickness – 2 mm; Average number of QCT slices per femur – 230.

A QCT scanning phantom (Mindways Inc., Austin, TX, USA) was placed in the field of 

view to convert Hounsfield units (HU) to equivalent K2HPO4 density, assumed to be equal 

to bone ash density (Cong et al. 2011):

(1)

2.1.2 Experimental Testing Protocol—Experimental testing was conducted using a 

Mini Bionix testing machine (MTS, Eden Prarie, MN, USA). Femora were tested to failure 

in a fall-on-the-hip loading configuration (15° internal rotation, 10° adduction) at a speed of 

100 mm/s (Dragomir-Daescu et al. 2011). Data from a single axis load cell that measured 

the vertical reaction forces at the greater trochanter and a linear displacement sensor that 

measured actuator displacement at the femoral head were used for comparison to QCT/FEA 

estimated results. Experimental strength was determined as the peak load prior to specimen 

failure while stiffness of each bone was calculated from the most linear initial region of the 

experimental load-displacement curves.
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2.2 Subject-Specific QCT/FEA Models

2.2.1 Image-Based Mesh Generation—Finite element meshes were generated from 

QCT images using the Materialise Interactive Medical Image Control System – Mimics® 

13.0 and 14.01 (Materialise, Plymouth, MI, USA). Dicom images obtained from the scans 

were imported into Mimics® software and the bone tissue was segmented using a threshold 

of 300 HU and each slice edited manually to ensure it included the entire cortical bone 

region. Since the high resolution QCT slices showed better contrast than low resolution 

QCT slices (Fig. 1A & B), we used the high resolution scans for segmentation and 

generation of the 3D geometry. Triangular surface meshes generated using the Mimics® 

FEA module followed a “smart” meshing technique with maximum element edge lengths of 

4.0 mm (mid diaphysis), 2.5 mm (proximal diaphysis), and 1.5 mm (proximal metaphysis). 

Unstructured tetrahedral volume meshes were automatically generated from triangular 

surface meshes with ANSYS ICEM (ANSYS, Canonsburg, PA, USA) using 10-noded 

tetrahedral elements and an advancing front algorithm so that elements in the cancellous 

compartment were larger than elements in the cortex (Fig. 1C–D). These meshing 

parameters were shown to lead to converged results based on a previous mesh sensitivity 

study performed with high resolution scans (Dragomir-Daescu et al. 2011). The same 3D 

meshes generated were then imported into the low resolution scans in Mimics® models to 

assign material properties (Fig. 1C–D). A new sensitivity study was performed to confirm 

that the mesh derived from high resolution scans also resulted in mesh independent results 

for the low resolution models.

2.2.2 Material Property Assignment—Material properties, including bone ash density, 

elastic modulus and yield strain, were grouped into 42 discrete material property bins based 

on average HU number within the element and were mapped to the QCT/FEA models using 

the Mimics® FEA module. Each finite element elastic modulus (E, [MPa]) was obtained 

from literature based on a density-elastic modulus relationship established by Morgan et al. 

(2003):

(2)

, assuming that ρash is measured in [g/cm3] and a ratio between ash density and apparent 

density . Poisson’s ratio was set to 0.3 for all material bins. The resulting 

elastic modulus range for the bone material bins was approximately 0.7 GPa to 24 GPa. 

Histograms showing the distribution of the number of elements by bin number were 

generated in order to further investigate the effects of CT resolution on the material property 

distribution of each bone (Fig. 4). Yield strain (εy) was determined by a procedure designed 

to increase the agreement between experimental and FEA predicted fracture forces as 

published by Dragomir-Daescu et al. (2011):

(3)

2.2.3 Finite Element Simulation—Finite element simulations were conducted using 

ANSYS Mechanical APDL (ANSYS, Canonsburg, PA, USA). Boundary conditions were 
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applied to each QCT/FEA model matching constraints from experimental testing. A 

distributed vertical load was applied monotonically to selected femoral head nodes in 100 N 

increments. Damage to the femur was modeled using a von Mises (εvM) strain criterion. To 

model the failure pattern, elements exceeding the yield strain in Eq. 3 were considered 

damaged, i.e. they were assigned a small elastic modulus value of 0.01MPa for the 

remainder of the simulation. For each femur, experimental load–displacement curves were 

compared to QCT/FEA generated curves. Strength for each QCT/FEA model was estimated 

as the load corresponding to 3.4 mm displacement which was the average experimental 

displacement at peak forces in all 44 experimental tests. Stiffness was calculated from the 

initial, linear regions of the simulated load-displacement curves.

2.2.4 Analysis of Results—Linear regression models were developed to compare the 

high and low resolutions predictions for the entire set of 44 femora using QCT/FEA 

estimated strength and stiffness values. Models were also developed for using QCT/FEA 

data as predictors for experimentally measured femoral strength and stiffness. The 

differences between the resolution settings were evaluated by comparing the slope and 

intercepts of the regression equations between the two QCT/FEA resolutions with their 95% 

confidence intervals using JMP statistical analysis software (SAS Institute Inc., Cary, North 

Carolina). Additionally, a paired t-test with Bland Altman mean-difference plots was used to 

assess significance of mean differences between the two resolution settings.

3. Results

3.1 Differences between resolution settings using QCT/FEA predictions

Mesh sensitivity studies performed for both high and low resolutions confirmed that all the 

prediction results obtained in the current study for both strength and stiffness were mesh 

independent.

3.1.1 Linear regression—To directly assess the similarity of the strength and stiffness 

values predicted by the two resolutions, regression models were developed. For strength, the 

regression model using low resolution QCT/FEA strength  [N] as a predictor for high 

resolution QCT/FEA strength  [N] was as follows:

(4)

with an adjusted coefficient of determination of R2=0.97 (Fig. 2A). The 95% confidence 

interval for the slope was 0.742 to 0.815 and for the intercept was 419 to 751, neither 

including the expected values of 1.0 for the slope and of 0 for the intercept, respectively.

Similarly, for femoral stiffness, a linear regression model was developed using low 

resolution QCT/FEA estimated stiffness  [N/mm] as a predictor for high resolution 

QCT/FEA estimated stiffness  [N/mm], as follows:

(5)
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, with adjusted R2 = 0.99 (Fig. 2B). The confidence interval for the slope was 1.030 to 1.088 

and for the intercept was 139 to 263, neither including 1.0 and 0 for slope and intercept, 

respectively.

3.1.2 Paired t-tests and Bland Altman plots—A paired t-test showed that the 

differences in the strength values predicted by the two resolution models were statistically 

significant at p < 0.0001 with a mean difference of 351 N. The Bland Altman plot showing 

the individual differences against the sample means is shown in Fig 2C. The 95% 

confidence interval of the mean differences did not include zero.

Again, a paired t-test using stiffness values predicted by the two resolution models showed 

statistically significant differences of the means (p < 0.0001) with a mean difference of 

−312 N/mm. A Bland Altman plot showing the individual differences against the sample 

means is shown in Fig 2D. Similar to strength, the 95% confidence interval of the mean 

differences did not include zero.

3.2 Resolution-specific predictive regression models for strength and stiffness

For femoral strength, the values predicted by the high resolution QCT/FEA models  [N] 

were correlated to the experimental strength (Se) [N] through a linear regression equation as 

follows:

(6)

, with an adjusted coefficient of determination R2=0.77. For the low resolution models for 

strength the regression equation was:

(7)

where,  [N] is the strength predicted by the low resolution models. The adjusted 

coefficient of determination was R2=0.73. The strength data scatter plots and the regression 

lines for both resolutions are shown in Fig. 3A.

Similarly, for stiffness, the predicted values from the high resolution models  [N/mm] 

were correlated to the experimental stiffness, Ke [N/mm], through the following regression 

equation:

(8)

, with adjusted R2 = 0.66 (Fig. 3B). The low resolution models for femoral stiffness resulted 

in the following linear regression equation:

(9)

, where  is the stiffness predicted by the low resolution models. The adjusted coefficient 

of determination was R2 = 0.62.
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To further examine the possible causes of the observed differences in QCT/FEA results 

between the two resolutions, the elastic modulus distributions were compared for nine 

randomly selected femora. Figure 4 shows the histograms of the numbers of finite elements 

as a function of the bin number for three osteoporotic, three osteopenic, and three normal 

aBMD femora. The horizontal axis represents the material bin number, with bin number 1 

corresponding to the least dense material and bin number 42 to the densest material. An 

analysis of the histograms showed a more similar material distribution between high and low 

resolution models for two of the osteoporotic femora (Fig. 4). The high resolution models 

had a larger number of finite elements assigned between approximately bin 20 and bin 35 

(ash density range: 0.650 – 1.170 g/cm3) than the low resolution models. On the other hand, 

for low resolution a larger number of elements were usually assigned to the lower bins 1 

through 6 (ash density range: 0.01 – 0.199 g/cm3) and to the higher bins, approximately in 

the range between bin 36 and bin 42 (ash density range: 1.205 to 1.758 g/cm3). Overall, the 

largest differences were noted in the bin range 27 – 35 (ash density range: 0.999 to 1.170 

g/cm3), where many more elements were assigned to these bins in the high resolution 

models. These bins account for much of the range of dense cortical bone.

Discussion

The aim of the present study was to evaluate if finite element models generated from low 

resolution QCT scans of the proximal femur provided similar results accuracy when 

compared to models generated from high resolution QCT scans. An important finding of this 

work is that QCT/FEA estimated femoral strength and stiffness results from the two 

resolutions show significant differences through multiple statistical comparisons. The slope 

of the line was closer to unity for stiffness at m=1.059 (Fig 2B) than for strength at m=0.778 

(Fig. 2A). However, the 95% confidence intervals for the slope and intercept parameter 

estimates for both strength and stiffness did not include one and zero, respectively, 

indicating a lack of similarity between the two resolution for both quantities. In addition, the 

paired t-test also showed that the means of the differences for both strength and stiffness 

estimates between the high and the low resolution models were statistically different (p < 

0.001). Finally, considering the Bland Altman plot for the strength comparison, we also 

noticed that the mean difference fell well outside the 95% confidence interval (214.7 N to 

487.9N, Fig 2C). Similar trends held for the stiffness predictor from the two methods (95% 

confidence interval was −353.2 N/mm to −271.7 N/mm, Fig. 2D). For researchers using 

similar methods this would mean that femoral strength prediction results from two different 

resolutions may not be used interchangeably even when using the exact same elastic 

modulus (Eq. 2) and damage law (Eq. 3). The evidence supporting the differences between 

the methods showed the necessity of different predictive models for each scanning 

resolution, thus, linear correlation regression analysis was independently completed for the 

predictions and the experimental results for each resolution. For strength prediction the high 

resolution models yielded Eq. 6 while the low resolution models resulted in Eq. 7. Similarly, 

two different equations were derived for stiffness, Eq. 8 for high resolution and Eq. 9 for 

low resolutions.

Analysis of material histograms provided additional insight into the differences seen in the 

linear correlations. In the high resolution models of the normal and osteopenic femora an 
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important number of finite elements were assigned to bins 27–35. This HU range is within 

the density range for dense cortical bone. However, in the low resolution scans of the same 

femora a relatively smaller number of elements were assigned mechanical properties values 

corresponding to cortical bone resulting in comparatively more elements in the lower 

density bins and fewer in the high density bins than their high resolution counterparts. 

Therefore, assigning a lower density ρash to those elements resulted in a higher elemental 

yield strain εy (Eq. 3) for the low resolution models. Thus, for normal or osteopenic femora 

the low resolution models had a greater number of lower density elements with higher 

elemental yield strain, εy, and the strength was consequently overestimated compared to the 

strength estimated for the same femora but scanned at high resolution. This is precisely what 

is pictured in Fig. 3A for most femora that fall in the normal and osteopenic bone density 

range. Such an overestimation occurred because elemental yield strain (εy) is determined 

locally from the damage law described in Eq. 3, where εy is proportional to the elemental 

density (ρash) raised to a negative power. Globally, the ultimate strength for each specimen 

model increases when the number of elements with the von Mises strain not exceeding the 

element yield strain also increases which was the case for the low resolution models of the 

normal and osteopenic femora with more elements being assigned a larger yield value than 

in the high resolution models. In contrast, most osteoporotic femora had much fewer 

elements assigned to the range of cortical bone (bins 27–37) therefore the shift to lower 

density bins in the low resolution models occurred less frequently thus leading to less 

prominent differences in strength estimates.

As with most finite element biomechanical studies our work has some limitations. Although 

our sample size was relatively large at n=44, results may still vary for different samples 

depending on cohort size, relative distributions of bone mineral density among the femora, 

or other FEA modeling parameters. Additionally, in the finite element model we chose to 

use a failure criterion which only accounts for yielding based on von Mises strains. It is 

known that yield strains for bone are different in tension and compression. Future work will 

incorporate multi-directional yield criteria for strain to assess potential improvements.

Furthermore, our study compared only two QCT scenarios, one with high amperage/sharp 

kernel and another with low amperage/smooth kernel, because of time constraints related to 

keeping the samples at room temperature for scanning. In practice, most clinical scans might 

use settings that fall anywhere in between the high and low resolution settings used here and 

thus smaller differences could be seen. Selection of the current intensity value of 216 mAs 

for the higher resolution setting came from a brief review of ten articles published between 

2004 and 2011 that showed most cadaveric FE models have been developed using QCT 

images from high amperage settings in the range of 140–280 mAs (Bessho et al. 2009; 

Dragomir-Daescu et al. 2011; Duchemin et al. 2008; Keyak et al. 2008; Schileo et al. 2008; 

Schileo et al. 2008; Taddei et al. 2006; Taddei et al. 2007; Tanck et al. 2009; Viceconti et al. 

2004). A sharp reconstruction kernel was selected because it lead to increased spatial 

resolution making the segmentation process for 3D modeling easier. On the other hand, 

many QCT data sets resulting from present day clinical scans would be generated with a 

lower tube current that falls within the low-to-high range used in the present study. 

Additionally, a smooth kernel for lower resolution scans reconstruction is commonly used in 
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clinical settings to reduce image artifacts that may affect the ability for a radiologist to 

review the images. Convolution of a varied tube current and different reconstruction kernel 

makes it hard to distinguish which of the parameters more greatly affected the QCT/FEA 

results. However, it has been shown that varying reconstruction kernel affects only 

moderately (0 to +/−75HU) the intensity of pixels along a line in a water-filled phantom 

(Jang et al. 2011). It is likely that a random change in grey value due to the reconstruction 

kernel would not significantly affect the QCT/FEA modulus distributions because we are 

using a binning procedure with a bin size of 50 HU to calculate elastic material properties. 

Therefore, even a grey value increase or decrease by the maximum shift value of 75HU may 

only shift the assigned modulus by one or two bins – up or down – thus insufficient to 

meaningfully change the assigned material properties. We believe that tube current has a 

greater effect on the FE outcome. Studies using CT phantoms are currently underway at our 

institution to quantify these differences.

The use of QCT/FEA as a tool for hip fracture prediction has been suggested by many 

authors working in the field (Bessho et al. 2009; Cody et al. 1999; Dragomir-Daescu et al. 

2011; Keaveny 2010; Keyak 2001). A number of these groups, using high resolution QCT 

scanning of cadaveric samples, have developed highly accurate models validated through 

experimental testing. Using these cadaveric QCT/FEA studies as proof of concept they have 

then proceeded to employ their parameters to model clinical data with no intermediate 

studies to prove feasibility when using patient equivalent lower resolution data (Amin et al. 

2011; Keaveny et al. 2010; Keaveny et al. 2012; Keyak et al. 2011; Orwoll et al. 2009). It 

should be noted that most of these studies were successful at showing that QCT/FEA 

femoral strength predictions outperform aBMD as a predictor for fracture for their 

respective datasets. When using clinical CT data for strength prediction, only a QCT/FEA 

model specifically optimized for low (patient) resolution scans with decreased out-of-plane 

resolution and lower tube current can guarantee accurate failure predictions and true stress-

strain bone material behavior. Our current study has thus contributed to filling the gap in 

QCT/FEA modeling for prediction of hip fracture. We provided evidence that studies using 

specifically optimized high resolution QCT parameters may not necessarily translate well to 

patient models obtained at lower resolution if using the same FEA parameters when 

processing the clinical scans, however, the errors appear to be systematic and can be 

compensated for using the procedures outlined in this work.

In conclusion, this study showed that the estimations, in particular for bone strength, 

obtained from low resolution and high resolution QCT scans were very different, requiring 

independent model verification and parameter refinement. These results also indicated that 

users at different laboratories could potentially obtain distinctly dissimilar linear regression 

models to predict strength or stiffness, if handling the CT settings and reconstructed images 

differently. It is therefore necessary to further explore and understand the promises but also 

the limitations of QCT/FEA modeling. We believe that with additional improvements robust 

models from varied QCT datasets can be used in the clinic with increased capability to 

predict patient specific hip fracture strength.
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Figure 1. 
A. Transverse view of proximal femur metaphysis using high resolution QCT scanning 

settings. B. Transverse view of proximal femur metaphysis using low resolution QCT 

scanning setings. Low resolution image shows lower contrast than high resolution image. C. 
Transverse cross-section of high resolution QCT/FEA meshed model. D. Transverse cross-

section of low resolution QCT/FEA meshed model.
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Figure 2. 
A. Linear regression for low resolution QCT/FEA estimated strength as a predictor of high 

resolution QCT/FEA estimated strength. B. Linear regression for low resolution QCT/FEA 

estimated stiffness as a predictor of high resolution QCT/FEA estimated stiffness. C. Bland 

Altman mean difference plot for strength. D. Bland Altman mean difference plot for 

stiffness.
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Figure 3. 
A. Linear regression for high and low resolution QCT/FEA estimated strength as predictors 

of experimental strength. B. Linear regression for high and low resolution QCT/FEA 

estimated stiffness as predictors of experimental stiffness.
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Figure 4. 
Normalized material modulus histograms for nine femora. (three osteoporotic, three 

osteopenic, three with normal bone mineral density)
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