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Abstract 

While previous studies have documented that toddlers learn less well from passive screens 

than from live interaction, the rise of interactive, digital screen media opens new 

perspectives, since some work has shown that toddlers can learn similarly well from a human 

present via video chat as from live exposure. The present study aimed to disentangle the role 

of human presence from other aspects of social interactions on learning advantages in 

contingent screen settings. We assessed 16-month-old  toddlers’ fast mapping of novel words 

from screen in three conditions: in-person , video chat, and virtual agent. All conditions built 

on the same controlled and scripted interaction. In the in-person  condition, toddlers learned 

two novel word-object associations from an experimenter present in the same room and 

reacting contingently to infants’ gaze direction. In the video chat condition,tthe toddler saw 

the experimenter in real time on screen, while the experimenter only had access to the 

toddler’s real-time gaze position as captured by an eyetracker. This setup allowed contingent 

reactivity to the toddler’s gaze while controlling for any cues beyond these instructions. The 

virtual agent condition was programmed to follow the infant's gaze, smile, and name the 

object with the same parameters as the experimenter in the other conditions. After the 

learning phase, all toddlers were tested on their word recognition in a looking-while-listening 

paradigm. Comparisons against chance revealed that toddlers showed above-chance word 

learning in the in-person group only. Toddlers in the virtual agent group showed significantly 

worse performance than those in the in-person group, while performance in the video chat 

group overlapped with the other two groups. These results confirm that in-person interaction 

leads to best learning outcomes even in the absence of rich social cues They also elucidate 

that contingency is not sufficient either, and that in order for toddlers to learn from interactive 

digital media, more cues to social agency are required.   
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Toddler word learning from contingent screens with and without human presence 

1. Introduction 

The role of new forms of digital media play for toddler’s language learning is a topic inciting 

heated discussions within and beyond the scientific community. Classical, passive screen 

media like TV or videos compete today with a multitude of novel digital formats such as 

tablets, smartphones, and ebooks, to which toddlers’ are increasingly exposed. For instance, 

the percentage of US children below two years of age that have used interactive screen media 

like a smartphone increased from 10% to 38% between 2011 and 2014 alone (Rideout & 

Saphir, 2013). Apps promoting games for young children are top sellers in the App Store 

(Shuler, 2012), and more and more young children interact with family members and friends 

via video chat (McClure, Chentsova-Dutton, Barr, Holochwost, & Parrott, 2016), a trend that 

likely deepened with the recent sanitary crisis. These new formats introduce novel 

possibilities for toddlers to interact with digital media, notably devices and games that are 

responsive,  as well as with a person on screen in real time. How these new digital formats 

impact early language learning is a continuous debate. The present study focuses on the 

interactivity inherent in many of these new formats and investigates to what extent this 

interactivity, in the presence or absence of a human interaction partner, can affect learning 

advantage from these digital media formats.  

 

1.1 Learning from passive screen media  

The conditions under which toddlers can or cannot learn from traditional, passive 

screen media like TV or video have been studied in depth. The video deficit effect describes 

the observation that toddlers systematically learn worse from screens than from live 

demonstrations in tasks ranging from imitation to object retrieval (for an overview, see 

Anderson & Pempek, 2005). In the domain of early language learning, it has been 
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demonstrated that repeated live exposure leads to better learning of speech sounds compared 

to closely matched video exposure in 9-month-old infants (Kuhl, Tsao, & Liu, 2003). Infants 

aged 5-6 and 9-10 months were also capable of word segmentation and learning a novel 

word-object association when taught by a live teacher, but not a televised one (Hakuno, 

Omori, Yamamoto, & Minagawa, 2017). Further, 1-to 2-year-old toddlers acquire vocabulary 

significantly better from a teacher interacting with them in real life than from a TV program 

targeted at teaching words (DeLoache et al., 2010; Krcmar, Grela, & Lin, 2007). In addition 

to these experimental studies, many observational studies have reported a negative 

relationship between young children’s viewing of passive screens and their language skills 

(for an overview, e.g., Madigan, McArthur, Anhorn, Eirich, & Christakis, 2020).  

 Given the steep rise in young children’s exposure to novel, interactive forms of 

screen media over the past decade, a key question for the field concerns to what extent we 

can generalize findings from traditional screen media to new digital formats. A particularly 

intriguing question concerns the role of the interactivity afforded by such new formats for 

early language learning, since, as discussed in the following section, infants are sensitive to 

environmental contingencies early on.  

 

1.2 Contingent reactivity and early language learning 

Infants are sensitive to environmental contingencies early on. Within their first few 

months of life, they develop sensitivity to the content and timing of contingent 

responsiveness, noticing, for instance, if an interaction partner suddenly stops responding or 

if responsiveness is irregular and delayed (for an overview, see Striano & Reid, 2006). The 

beneficial effects of caregivers’ contingent responsiveness have been demonstrated for 

multiple aspects of language acquisition. For instance, infants in their first year of life 

increase the number and quality of vocalizations  (Goldstein, King, & West, 2003; Goldstein 
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& Schwade, 2008; see Dunst, Gorman, & Hamby, 2010 for an overview) and gestures (Miller 

& Lossia, 2013) in response to contingently reacting caregivers. Contingent responsiveness 

has also been shown to have positive effects on perceptual narrowing in 6-month-olds 

(Elsabbagh et al., 2013) as well as other language milestones such as first words and 

combinatorial speech during the second year of life (Tamis-LeMonda, Bornstein, & 

Baumwell, 2001). Considering these results, it comes as no surprise that toddlers learn better 

from in-person interaction compared to passive video exposure. The following section 

discusses the effects of putting the contingent responsiveness found in natural interaction 

onto a screen via video chat. 

 

1.3 Learning from video chat 

Under certain conditions, video chat has been reported to lead to learning outcomes 

comparable to those obtained by in-person interaction, and superior to those in passive video 

viewing conditions (e.g., Roseberry, Hirsh-Pasek, & Golinkoff, 2014; Troseth, Saylor, & 

Archer, 2006). This is a fascinating finding in view of the reported video deficit effect, 

suggesting that a human interaction partner on screen can alleviate this deficit. The practical 

relevance of this finding is reflected in updated recommendations by the American Academy 

of Pediatrics, which recommend against any screen time for children under the age of 2, 

unless it is live video chat (Chassiakos, Radesky, Christakis, Moreno, & Cross, 2016). 

Similarly, parental reports suggest that caregivers who are cautious about exposing their 

young children to screens are still ready to let them participate in live video chat (McClure et 

al., 2016).  

 As mentioned above, young children learn better from a real person than from an 

asynchronous video of that same person (e.g., Kuhl et al., 2003; Hakuno et al., 2017; 

Roseberry, et al., 2014), despite the fact that these videos often contain a multitude of 
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engaging social cues such as smiling, direct gaze, or infant-directed speech, all of which are 

thought to boost learning in social situations. Two potentially critical remaining differences 

between in-person versus asynchronous video learning conditions would be (1) the fact that 

asynchronous video requires the child to process social cues via a screen, and (2) the lack of 

contingent responsiveness in the asynchronous video condition. Regarding the former, and as 

suggested in the context of the video deficit effect, it is possible that processing stimuli via a 

screen is harder (because cues of depth, for instance, would be missing). As to the latter, 

multiple studies now support the view that contingency (which may be a crucial cue to social 

agency) is critical for learning success. Comparing in-person live exposure, live exposure via 

closed circuit video, or pre-recorded video exposure, 2-year-old children were found to 

retrieve an object significantly better in both live conditions compared to the pre-recorded 

video condition (Troseth et al., 2006). However, the closed circuit video condition was only 

successful if preceded by several minutes of meaningful contingent interaction with the 

experimenter on screen. In a first version of this condition, in which toddlers learned 

significantly worse compared to live exposure, toddlers saw the experimenter talking to them 

and hiding the toys on screen, but had little occasion to experience the possibility to interact 

with the person they saw on screen. In contrast, once the hiding event was preceded by a 

phase consisting of interactive games and a conversation with questions, toddlers learned 

significantly better in the on-screen condition compared to asynchronous video presentation. 

Given that toddlers have little experience with synchronous video presentation, such a phase 

might be necessary to perceive a live agent on screen as a social agent. In the domain of 

language acquisition, two recent studies have reported similar effects. Three-year-old 

children have been found to learn novel verbs similarly well from a live exposure and a live 

video chat exposure condition, but not from yoked video (Roseberry et al., 2014). In a study 

assessing learning of novel nouns, toddlers 22 months and 25 months of age (but not 
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younger) exposed to video chat for a week showed better word learning than a group exposed 

to yoked video over the same period of time (Myers, LeWitt, Gallo, & Maselli, 2017). Both 

of these studies implemented contingent responsiveness whereby experimenters involved 

children in an interaction that was meaningful, relevant, and appropriate in content, and thus 

rich in social cues. In the study by Roseberry and colleagues (2014), for instance, children in 

the video chat condition engaged in a pre-learning interaction phase, in which they were 

called by their name, asked questions about the toys they played with, and given affectionate 

feedback on their actions by the on-screen human. Children in the yoked condition watched a 

video extracted from the live interaction videos of the video chat condition. Together, these 

results suggest that such social contingency, thus a type of contingency that identifies the 

interaction partner as a social agent, is necessary to support learning. Converging evidence 

comes from another recent study where a positive learning effect from video chat was not 

obtained: 24- and 30-month old toddlers succeeded in learning a novel word-object 

association from live, but not live video chat interaction (Troseth, Strouse, Verdine, & Saylor, 

2018). The authors indeed suggest divergent results are possibly due to a lack of information 

identifying the on-screen interaction partner as a potential social agent, which was established 

via a pre-learning interaction in previous studies (such as Troseth's object retrieval study, or 

even the week-long exposure to video in Myers' work). In addition, the task might have been 

more difficult for toddlers in the video chat group. The test phase was always administered 

with real objects in the 3-D world. Thus, only toddlers in the video groups had to transfer the 

2-D content learned on a screen to recognizing word-object associations in the real 3-D 

world, whereas toddlers in the in-person condition did not have to make such a transfer.  

Overall, these studies show that young children can learn better from interactive than 

from passive screens, at least if the interaction partner is a real person and the toddler is able 
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to identify her as a potential social agent. May interactive digital screen media with these 

features allow learning? The following section summarizes research in this domain.  

  

1.4 Learning from interactive media in the absence of humans 

Only a few studies have assessed to what extent temporal contingency on screen in 

the absence of a human interaction partner would enhance word learning in toddlers. In a 

recent touch-screen study, the pre-recorded video of a woman labelling novel objects hidden 

in various boxes was presented (Kirkorian, Choi, & Pempek, 2016). Twenty-four-month-old 

children in a specific contingent condition with instructions to touch a box on screen in order 

to see the object showed a word-learning advantage, but not children in a general contingent 

condition (“touch the screen”) or a non-contingent condition (“watch the screen”, where the 

video was advancing regardless of touching). This finding indicates that the mere addition of 

a temporally contingent element - the display proceeding to the next screen upon touch 

instead of automatically - can support word learning. The video did, however, contain a 

human teacher on screen, and an experimenter interacted with participants at various points 

during the experiment. Thus, it is still an open question whether the temporal contingency 

manipulation would be successful in the absence of a broader social context containing 

human agents. A more recent study controlled for these factors by displaying a virtual agent 

that was contingently reacting to 12-month-old infants’ gaze via gaze-contingent eye-

tracking, and teaching them novel word-object associations (Tsuji, Jincho, Mazuka, & 

Cristia, 2020). The contingent reactions displayed by the on-screen avatar included mutual 

gaze and gaze following, but no broader social context such as a prolonged preceding 

interaction phase. Note that, in comparison to previous studies, this avatar, while having 

human-like features like a face and extremities, did not resemble a human being. This study 

showed a learning advantage for infants learning from this avatar compared to an avatar that 
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did not react contingently, thus suggesting that contingent responsiveness can support 

learning even in the absence of a human interaction partner and a rich set of social cues.  

Indeed, such a result is consistent with reports of infants’ early sensitivity to on-screen 

temporal contingencies. For instance, 6- to 8-month infants learned to trigger the appearance 

of a novel stimulus on screen with their eye movements in a few trials’ time, illustrating their 

sensitivities to contingency encountered on-screen (Wang et al., 2012). Contingency on 

screen also triggers social-like reactions, as illustrated in a study where 8-month-old infants 

were exposed to an amorphous object on screen, which either did or did not perform 

movements contingent on infants’ gaze. Only if the object had been contingent, infants would 

later gaze-follow its turning direction (Deligianni, Senju, Gergely, & Csibra, 2011). The 

authors suggested that such relatively abstract temporal contingencies serve as an amodal cue 

to communication that might generate referential expectations by themselves. If so, the 

question as to why those video chat studies that were temporally contingent, but did not 

contain broader social contexts failed to lead to learning needs to be revisited, as perhaps the 

on-screen presentation did not contain sufficient cues to social agency. 

  

1.5 The present study 

Previous studies have established that toddlers can learn from digital media that allow 

temporally contingent responsiveness, but typically they also include social contingency 

involving humans, which may indicate that a rich and meaningful social context is crucial for 

learning success from such media.  

In the present study, we assess to what extent toddlers can learn from situations with 

off- or on-screen contingent responsiveness in the absence of a broader set of cues to social 

agency. In a baseline group, we assess toddlers’ learning of novel word-object associations 

from a live human interaction partner. However, the in-person interaction is completely 
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scripted and allows a rather minimal amount of social contingency. Concretely, the 

experimenter followed a script to name the displayed objects, and was instructed to say 

nothing else. We also instructed the experimenter to show contingent reactions like smiling 

and gaze following only during specific periods during a trial. Despite the reduction of social 

contingency,  the in-person interaction cannot exclude the possibility that the experimenter 

would show spontaneous reactions while facing the toddler. We avoided this in a second 

condition, called the video chat group, by providing the experimenter only the information 

that the eye-tracking machine had. Thus, instead of seeing the toddler displayed on screen in 

real time, the experimenter saw the toddler’s gaze position in real time, and was instructed to 

react accordingly. The third group of toddlers saw a virtual agent identical to the one used in 

Tsuji et al. (2020). Script and reactions of the virtual agent were matched to those of the 

experimenter in the video chat group. Test trials were administered on-screen for all three 

groups, thus, in our case the in-person  group would be the only one facing a potential 

disadvantage due to having to transfer the learned content to a 2-D screen. 

 Overall, the comparisons of these three groups allowed us to assess whether toddlers 

would learn the novel word-object associations under these three conditions, and to what 

extent learning would differ between groups. Investigating these questions would allow us to 

assess the role of in-person presence and human presence in an interactive digital media 

context in the absence of a broader set of cues to social agency.  

 

2. Methods 

Data and analysis scripts as well as full analysis outputs can be found in our 

repository on the Open Science Framework 

(https://osf.io/e3ksb/wiki/home/?view_only=c6a6065a02f64bbb87984b55f70aaf19).  
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2.1 Participants 

Ninety-six normally developing French-learning toddlers from the Paris region were 

included in the analysis, 32 in each of the three experimental groups, the in-person group (13 

female, mean age = 505 days, range 492-518 days), the video chat interaction group (18 

female, mean age = 501 days, range 490-518 days), and the virtual agent interaction group 

(15 female, mean age = 504 days, range 489-517 days). Fifteen additional toddlers (in-

person: 5, video chat: 4, virtual agent: 6) were tested but excluded from analysis due to 

contributing too little data after our data cleaning criteria (described further below) were 

applied. The study was approved by the Ethics Committee of (name masked for anonymous 

review). Infants were recruited from the laboratory participant pool. Caregivers signed an 

informed consent prior to their inclusion in the study. Data were collected in 2017-2018. 

 

2.2 Stimuli 

Three groups of toddlers were taught novel word-object associations under different 

stimulation conditions. The in-person  group was taught by a real person sitting in front of 

them in the experimental room; the video chat interaction group was taught by a real person 

interacting with them in real time via video chat on the eyetracker screen, and the virtual 

agent interaction group was taught by a cartoon-like virtual agent contingently reaction to 

them on the eyetracker screen. The virtual teacher was designed to have human-like facial 

and body features including eyes, a mouth, a torso, and extremities (see Figure 1). It was 

identical to the virtual agent used in Tsuji and colleagues (2020). In all three groups, the 

teacher first named two familiar objects, a baby bottle “biberon” and a dog “chien”. We used 

a fluffy toy dog and an actual baby bottle (or photos thereof, depending on condition) as 

stimuli. Toddlers were subsequently exposed to two pairs of novel word-object associations. 
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Which word was paired with which object was counterbalanced across infants. The novel 

objects were soft, smooth objects of similar size (see Figure 1). The names for these two 

objects [lagi, toʁba] were bisyllabic phonotactically legal French non-words. These non-

words were matched on frequency of CV1 and CV2. All target novel and familiar words were 

embedded in carrier sentences that were either produced in real time (for the teaching phases 

of the live and video chat groups) or prerecorded by a female native speaker of French in 

infant-directed register. The full phrases are documented in our OSF repository 

(Supplementary Information A). 

 

2.3 Procedure 

For both the teaching and test phases in all three conditions, toddlers were seated on a 

caregiver’s lap in a sound-attenuated room. Except for the teaching phase of the in-person  

group, where they faced a live experimenter, toddlers faced a screen with an EyeLink 1000 

eye-tracker (SR Research Ltd., 2005) throughout the experiment. One experimenter was 

monitoring the study from outside. The caregiver wore headphones with masking music. In 

all groups, toddlers were exposed to eight teaching trials (two with familiar objects, and three 

each for each novel object), and six test trials (two with familiar objects, and two each for 

each novel object).  

In the in-person group, the teaching trials were administered by one of two trained 

experimenters who were female native speakers of French, and who were present in the same 

room as the toddler. During these live trials, the caregiver’s chair was positioned in a 90 

degree angle away from the eyetracker screen (that was switched off). The experimenter was 

seated in front of the caregiver and toddler with a small table in front of her, and a box with 

the objects hidden behind a curtain (Figure 1). She started the experiment by waving at the 
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toddler and greeting them with a phrase translatable to “Hello! Would you like to play with 

me?” Subsequently, she initiated each teaching trial by pulling out one of the objects and 

placing it on the table in front of the toddler. The teaching trials were subdivided into a pre-

naming phase, in which the infants had time to experience the interactivity of the situation, 

and a naming phase, in which the teacher named familiar or novel objects. In the pre-naming 

phase of each teaching trial, the experimenter was instructed to visually interact with the 

infant in a semi-naturalistic fashion for a few seconds. If the toddler looked at her face, she 

was instructed to make eye contact and smileback, and if the toddler looked elsewhere, she 

followed her gaze. When the toddler focused attention on the object, she was instructed to 

take it into her hand and wiggle it slightly. She then would turn to the object and name it 

three times, pointing at, looking at, and turning towards the object during each naming 

instance, and turning back her gaze to the infant between naming instances. After the 

teaching phase, the caregivers’ headphones were removed temporarily and they were asked to 

stand up in order to turn the chair to face the eyetracker screen.  

Figure 1. Experimental design. The teaching phase in each group was divided in a prenaming 
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and a naming phase. In the prenaming phase, the toddler experienced the teacher’s contingent 

responsiveness. In the in-person condition, toddler (T) and caregiver (C) faced the 

experimenter (E). The teacher was instructed to look up and smile when the toddler looked at 

her face, and to follow their gaze otherwise. Red shaded rectangles indicate the toddler’s 

present gaze focus. In the video chat condition, T and C faced the eyetracker screen 

displaying E in one experimental room, while E faced a screen displaying screen prompts in 

another room. In the virtual agent group, T and C faced the eyetracker screen displaying the 

virtual agent For both video chat and virtual agent groups, red dotted rectangles schematically 

indicate the regions of interest on screen that determined the teacher’s reaction. The teacher 

looked up and smiled when infants looked at an area of interest around her face, and followed 

gaze to areas of interest in the four corners of the screen. During the naming phase, the 

teacher repeatedly turned towards, looked at, and pointed at the named object. In test trials, 

two objects were presented side by side on screen while one of them was named. Both 

teaching and test phases started with the presentation of known word-object associations 

before moving to novel ones.  

In the video chat group, one of the same two female experimenters was seated in front 

of a screen in an adjacent sound-attenuated cabin, while the toddler and caregiver were facing 

the eyetracker screen in the experimental room. On this screen, the toddler saw the 

experimenter in real time. In contrast, the experimenter’s screen did not display the toddler 

herself, but provided instructions based on the toddler’s gaze direction (as detected by the 

eyetracker, see Figure 1). Before each experiment, the experimenter carefully placed herself 

so that her face as well as her hands when she was holding an object were displayed on the 

same position on the eyetracker screen each time. The objects were otherwise hidden out of 

sight of the toddler. The experimenter started the experiment by waving at the toddler and 

greeting them. Subsequently, she initiated each trial by pulling out one of the objects and 
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holding it in her hand in view of the toddler. In the prenaming portion of the teaching phase,if 

the toddler looked at the center of the screen (where she saw the experimenter’s face), the 

experimenter saw the face of a smiling infant in the center of the screen, and was instructed to 

look up and smile. If the toddler looked to one of the corners of the screen, the experimenter 

saw a square on the corresponding side of the screen, and was instructed to shift their gaze to 

that location. If that location coincided with the object location, the experimenter saw an 

object instead, which was her promit to wiggle the object slightly. This manipulation thus 

ensured the experimenter’s contingent responsiveness while stripping her response off any 

spontaneous reactions that could have been evoked by actually seeing the toddler’s face. 

After a few seconds, the screen displayed a prompt with a carrier sentence, as well as the 

picture of the object to be named on one side of the screen. The experimenter was instructed 

to read out the carrier sentence while pointing at and naming the object in the same way as in 

the in-person  group. After the naming phase, the toddler’s screen display switched to the 

computerized test phase. 

In the virtual agent group, toddlers saw a virtual teacher on screen (Figure 1). This 

virtual teacher waved and greeted toddlers in the same way as the real experimenter in the 

live video chat group. Specifically, during the pre-naming phase of each trial, the teacher 

reacted as follows. When the toddler looked at the teacher’s face she would look up and 

smile, and when the toddler looked to one of the corners, the teacher would follow toddlers’ 

gaze. If the toddler looked to the object, the object would gently pulsate. The virtual teacher 

thus showed the same reactions based on the same cues as the real teacher in the video chat 

interaction group. In the naming phase, the teacher would turn towards and name the objects 

in the same way as the teacher in the other groups. All carrier sentences were matched across 

the three groups. 
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After the teaching phase, all toddlers received an identical test phase in all three groups. 

The test phase started with the two familiar objects being displayed side by side on the 

screen, and being named each once in two subsequent trials. After that, each of four test trials 

displayed the two previously learned objects side by side on the screen (side 

counterbalanced). After two seconds, infants heard a sentence in which one of the objects was 

named (looking-while-listening procedure, Fernald, Zangl, Portillo, & Marchman, 2008).  

Toddlers’ gaze was calibrated with an infant-friendly 5-point calibration. Their gaze 

was recorded with a sampling rate of 500 Hz. Calibration was performed at the beginning of 

the experiment for the video chat and virtual agent groups, and before the test phase for the 

in-person  group. The screen-based parts of the experiment were administered using E-Prime 

2.0 (Psychology Software Tools, Pittsburgh, PA). Preceding each screen-based trial, an 

attention getter (the picture of a flower) appeared centrally on screen, and the trial was 

initiated by the experimenter once the toddler’s gaze was fixated on it. 

2.4 Data Cleaning  

Exclusion criteria for the eye-tracking data in test trials are identical to those in Tsuji et 

al. (2020). We focused on the time window between 400-2400 ms after target word onset for 

analysis of word recognition trials. This time-window was chosen to be close to previous 

studies using comparable designs (e.g., Mani & Plunkett, 2007), and accounts for the fact that 

toddlers need several hundred milliseconds to initiate a gaze shift (Fernald et al., 2008). 

Toddlers who did not complete the task were immediately excluded from analysis. 

Subsequently, data marked as saccades were excluded as recommended by the manufacturer 

(SR Research Ltd., 2005)1. Next, based on the remaining data points, we excluded trials in 

which infants were looking away from the screen for more than 75% of the time window of 

 
1 Since Tsuji et al. (2020) used another eyetracker, this step slightly differs.  
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analysis. This criterion excluded 14.9% of trials (10.6% for the in-person  condition, 11.3% 

for the video chat condition, and 21.7% for the virtual agent condition). Based on the 

remaining trials, we further excluded four infants that had less than two trials left in the test 

phase (cf. Experiment 1). The remaining 96 infants had an average of 3.6 trials (SD = 0.62) 

left per group (3.7 in-person , 3.6 video chat, 3.7 virtual agent). 

2.5 Data Analysis 

All analyses were conducted in R version 3.6.1 (R Core Team, 2019) with the packages 

eyetrackingR version 0.1.8 (Dink & Ferguson, 2018) and lme4 version 1.1-21 (Bates, 

Maechler, Bolker, & Walker, 2015). Figures were made with ggplot2 version 3.2.1 

(Wickham, 2016).  

We performed two types of data analysis. First, we performed a classical time window 

analysis, in which we aggregated the mean proportion of looks per group in the time window 

of interest and ran a regression model on the difference between groups. Empirical logit 

transformation was performed on the proportions to accommodate the categorical nature of 

the data (fixating the target picture or not) in a way that is robust to values at or near the 

boundaries (0 and 1) (Barr, 2008). The in-person  group served as the baseline against which 

the other two groups were compared, and the model took the form lm(Elog ~ Group). In 

order to also compare the video chat and virtual agent group against each other, we 

subsequently releveled the data. Second, as in Tsuji et al. (2020), we fitted a growth curve 

analysis (GCA) modeled after Mirman (2014). GCA accounts for the dynamic nature of gaze 

data by not only assessing overall differences in looking times but additionally differences in 

the shape and latency of the gaze curve. The time course of the word recognition effect was 

captured with third-order orthogonal polynomials and with fixed effects of condition on all 

time terms, as well as random effects of participant and trial on all time terms. Data were 
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grouped into 100ms bins. The original model took the form lmer(Elog ~ Group * 

(ot1+ot2+ot3) + (ot1+ot2+ot3|Subject) + (ot1+ot2+ot3|Trial), where ot1, ot2, and ot3 refer to 

the linear, quadratic, and cubic orthogonal polynomials. Due to convergence issues, we 

successively removed the random effects on me terms such that the final model took the form 

lmer(Elog ~ Group * (ot1+ot2+ot3) + (1|Subject) + (1|Trial)). Statistical significance (p-

values) was assessed using normal approximation (i.e., treating the t-value as a z -value). For 

both window analysis and GCA, it is not only of interest whether groups differ, but also 

whether each individual group leads to above-chance word recognition. We therefore also 

inspected the model intercepts of two additional models in which the video chat or the virtual 

agent condition served as the comparison level.  

 

3. Results   

3.1 Known words 

As a validity check, we first analyzed word recognition of the two known word-object 

associations, using our two pre-established analysis approaches. In the window analysis, the 

intercept term for the in-person  group was significant, indicating above-chance word 

recognition (b = 0.981, SE = 0.471, t(94) = 2.08, p = .040, d = 0.286). The differences 

between the in-person condition and the video chat (b = -0.364, SE = 0.683, t(94) = -0.53, p 

= .595, d = 0.12) or virtual agent (b = -0.275, SE = 0.662, t(94) = -0.42, p = .678, d = 0.10) 

groups were non-significant. The GCA analysis likewise showed a significant intercept term 

for the in-person group (b = 1.007, SE = 0.383, t = 2.63, p = .009), and no differences 

between the in-person condition and the video chat (b = -0.353, SE = 0.538, t = -0.656, p 

= .512) or virtual agent (b = -0.080, SE = 0.554, t = -0.14, p = .886) groups. Thus, toddler’s 
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recognition of known words did not differ between groups, demonstrating that toddlers across 

groups showed comparable understanding of the experimental task. 

 Unexpectedly, visual inspection of gaze trajectories showed a below-chance proportion 

of looks to target before naming in the video chat condition (Fig. 2). At this point, we do not 

have an explanation for this pattern; however, since it did not affect toddler behavior during 

the time-window of analysis, we will not discuss it further. 

 

Figure 2. Empirical logit of mean target fixation proportion to correct word-object 

association in test phase for known words. Density plots on the left side indicate density 

estimates over mean target fixation proportion  in 400-2400 ms time-window of analysis. 

Points represent means by participant, solid horizontal line represents median. Dashed line 

indicates chance level. Plot on the right represents time-course of looks to target around the 

time-window of analysis (shaded in grey).  Gaze proportions were  binned into 100 ms units. 

Dashed line indicates chance level. Circles and error bars represent the observed mean and 
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±1SE of the mean over each time bin. Solid lines represent model fits derived from GCA 

model reported in the main text.  

 

3.2 Novel words 

As with the known words, we investigated learning of the novel words with our two 

analytic approaches. In the window analysis, we found a significant intercept term for the in-

person condition, indicating above-chance word recognition (b = 0.427, SE = 0.164, t(93)= 

2.60, p = .011, d = 0.44). The models in which the video chat or virtual agent groups served 

as the baseline did not show significant intercepts (video chat: b = 0.127, SE = 0.164, t(93) = 

0.77, p = .441, d = 0.18; virtual agent: b = -0.240, SE = 0.164, t(93) = -1.46, p = .148, d = -

0.22).  

As to group differences, we found a significant difference between the in-person  and 

virtual agent groups, suggesting that toddlers learned better in the former condition (b = -

0.667, SE = 0.232, t(93) = -2.87, p = .005, d = 0.66). In contrast, the video chat group did not 

significantly differ from the in-person group (b = -0.300, SE = 0.232, t(93) = -1.29, p = .199, 

d = 0.35) or the virtual agent group  (b = 0.366, SE = 0.232, t(93) = 1.58, p = .118, d = 0.40), 

indicating toddlers' learning performance was not substantially different when there was a 

real person present on video chat from either of the other conditions. 

 The GCA analysis paralleled the results reported in the window analysis. It revealed a 

significant intercept term for the in-person condition, indicating above-chance word 

recognition (b = 0.738, SE = 0.255, t = 2.89, p = .004). Releveling the baseline group to the 

video chat or virtual agent conditions did not show a significant intercept term (video chat: b 

= 0.322, SE = 0.255, t = 1.26, p = .206; virtual agent: b = -0.279, SE = 0.254, t = -1.10, p = 

0.272). There was again a significant difference between the in-person and virtual agent 
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conditions (b = -1.018, SE = 0.360, t = -2.82, p = .005), but no significant difference between 

the video chat and in-person (b = -0.416, SE = 0.361, t = -1.15, p = .249) or virtual agent (b = 

0.601, SE = 0.360, t = 1.67, p = .095) conditions. The effect of linear time terms on the 

difference between in-person and video chat was significant, suggesting differences in the 

slope of word recognition responses (b = 1.283, SE = 0.574, t = 2.24, p = .025). No other 

effects were significant (see Supplementary Information B in OSF repository for full model 

output). Both of these analyses thus reveal an interesting pattern: Toddlers only show above-

chance evidence of learning the novel word-object associations in the in-person  group, 

pointing to a unique advantage of live, in-person interactions for word learning. When 

comparing conditions directly, the virtual agent group shows significantly lower performance 

than the in-person group. The children's performance in the video chat condition does not 

significantly differ from that in the other conditions, which is obvious when observing the 

widely overlapping distribution of individual performance in Figure 3.  
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Figure 3. Empirical logit of mean target fixation proportion to correct word-object association 

in test phase for novel words. Density plots on the left side indicate density estimates over 

mean target fixation proportion in 400-2400 ms time-window of analysis. Points represent 

means by participant, solid horizontal line represents median. Dashed line indicates chance 

level. Plot on the right represents time-course of looks to target around the time-window of 

analysis (shaded in grey).  Gaze proportions were  binned into 100 ms units. Dashed line 

indicates chance level. Circles and error bars represent the observed mean and ±1SE of the 

mean over each time bin. Solid lines represent model fits derived from GCA model reported 

in the main text.  

 

4. Discussion  

The present study assessed differences in 16-month-old toddlers’ learning of novel 

word-object associations under three different conditions: They were either taught during in-

person interaction, by a person through video chat, or by a virtual, interactive on-screen 

agent. Crucially, in all three experimental groups, the interactions were entirely scripted and 

as well matched as possible, allowing for a rather direct comparison of these three formats. 

Our results revealed that toddlers only showed above-chance word learning from live, in-

person exposure. The difference between learning from live exposure and virtual agent was 

significant, such that toddlers learned better from in person exposure than from the virtual 

agent. However, word learning in the video chat condition did not significantly differ from 

both in-person and virtual agent conditions, suggesting that learning results are overlapping 

across these conditions. We integrate these results to previous work in Table 1. 
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Table 1: Summary of studies on word learning across different conditions. Note that we only 

include studies that feature at least one contingent screen condition. Age indicates the infant 

age group; human whether the teacher was a human; agency whether the child got to interact 

with the teacher directly; contingency whether the teacher was contingent on the child's 

looking; 3D whether the teacher was present in person; and learning whether significant 

learning was observed for the novel words. See Introduction for a summary of the papers and 

full reference. 

Study Condition 
Age 

(months) Human Agency Contingency 3D Learning 

Roseberry 
2014 

in person 36 yes yes yes yes yes 

video chat 36 yes yes yes no yes 

yoked 36 yes no no no no 

Myers 
2016 

video chat 12-21 yes yes? yes? no no 

yoked 12-21 yes no no no no 

video chat 22 & 25 yes yes? yes? no yes 

yoked 22 & 25 yes no no no no 

Troseth 
2018 

video chat 24 & 30 yes no? yes? no yes 

yoked 24 & 30 yes no no no no 

Kirkorian 
2016 

specific 
contingent 24 yes no yes no yes 
general 
contingent 24 yes no partial no no 
non-
contingent 24 yes no no no no 

Tsuji 
2020 

contingent 12 no no yes no yes 

yoked 12 no no no no no 

Present 
in person 16 yes no yes yes yes 

video chat 16 yes no yes no no 

contingent 16 no no yes no no 
 

 The results for the in-person group are in line with a multitude of studies emphasizing 

the advantages of live, real world exposure over screen-mediated exposure on language 
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learning. It is noteworthy that these results ensued in our study even though the experimenter 

was required to restrict both her interactions and language to a predetermined script that was 

closely matched to the screen conditions. In addition, in the current experiment the live group 

arguably had the hardest task in that they had to transfer word-object associations learned in 

the real world onto the 2-D world of a screen during the test phase. What remains so special 

about in-person exposure, even under conditions where most aspects of a broader social 

context are removed? One characteristic that makes in-person exposure special is that 

toddlers already have accumulated ample experience with live persons that turn out to be 

relevant social agents and thus potential teachers. Therefore, a period aimed at experiencing 

the teacher as a social agent preceding the teaching situation is not necessary for in-person 

teaching, because the toddlers' expectation is already in place. Moreover, the in-person 

teacher might have been more salient by virtue of appearing in the physical world, including 

larger in size and having more salient  3-D movement. For all these reasons, all other factors 

matched, in-person exposure, compared to on-screen exposure, might more easily lead to 

learning success. 

 One potential difference between the in-person and on-screen groups was the fact that 

the experimenter was able to see the toddler. Thus, even in a scripted interaction, it was not 

possible to control any spontaneous facial or gestural reactions of the experimenter in 

response to the toddler. Furthermore, while the experimenter was instructed to respond to the 

toddler in a standardized fashion, ensuring the precise timing and manner of reaction in 

response to the toddler’s behavior was hard to control completely. These problems were 

mostly addressed by the design of the video chat condition, in which the experimenter did not 

see the toddler directly, but only had access to gaze location information. Even so, we 

observe overlapping distributions of learning outcomes for in person as compared to live 

video chat. 
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Notice, however, that our video chat group differed notably from previous studies 

which found successful learning in the video chat (Roseberry et al., 2014; Myers et al., 2017) 

not only because we did not allow the experimenter to interact with the child outside of the 

very set script (which was limited to contingent smiling and gaze following), but also in that 

the teacher herself had access to reduced information during the teaching phase. This should 

have led to poor performance in the video chat condition, which was more impoverished than 

that previous work.  

Indeed, although performance in the video chat group was statistically not different from in-

person interaction, comparison against chance revealed no significant word recognition effect 

in the video chat group. As discussed further above, and as suggested in the previous 

literature (Troseth et al., 2006; 2008), due to factors like the relative unfamiliarity of 

interacting with a social agent via a screen as well as a video deficit effect, toddlers in the 

video chat group might need additional cues to the interactive and socially relevant nature of 

the situation in order to make the most of the learning opportunities.  Toddlers in the virtual 

agent group learned significantly worse compared to toddlers in the in-person group, while 

their performance overlapped with that of the video chat group. One reason why this 

difference might matter again lies in toddlers’ experience: Their expectation of a real person 

in the 3-D world being a social agent might be higher than their expectation of a person or 

cartoon character on screen being one. Considering that the virtual agent condition was the 

only group significantly differing from the in-person group,  even more social context might 

be necessary in order for toddlers to learn from the on-screen character. Another factor that 

might explain the lack of overlap between the in-person and virtual agent conditions  might 

be the lack of varied, and thus more natural responses that were present when the toddler saw 

a real experimenter in person or on video chat. Although we circumvented the possibility of 

spontaneous interaction between toddler and experimenter in the video chat by preventing the 
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experimenter from seeing the actual toddler, the experimenter’s reactions to screen prompts 

still likely showed a certain degree of temporal and gestural variation. In contrast, the virtual 

agent reacted always in the same way in response to children's gaze. From early on, infants 

are sensitive to the natural variation in environmental contingencies and start preferring 

agents that display imperfect contingencies from those that display perfect ones (Striano, 

Henning, & Stahl, 2016). That said, we also want to bear in mind a previous study with 

Japanese 12-month-old infants, which revealed above-chance learning of novel word-object 

associations from a virtual agent under similar conditions (Tsuji et al., 2020). Due to 

differences in lab, eye-tracking device, and language and cultural background across that 

study and ours, it is difficult to pinpoint a reason for these differences.  

It is, however, conceivable that age plays an important role. The degree to which the video 

deficit affects learning has been reported to change with age, with 6-month-old infants often 

learning equally well from 2-D and 3-D sources, the video deficit effect peaking at around 15 

months of age, and lasting until around 36 months of age (see Barr, 2010). Studies focusing 

on word learning have so far focused on older, 36-month-old children (Roseberry et al., 

2014), or only found significantly better learning from video chat compared to passive video 

for toddlers above, but not below 22 months of age  (i.e., not at 12–16 months or 17–21 

months; Myers et al., 2017). Therefore, further study is necessary to assess differences in 

word learning from screen media across the first three years of life.  

Our interpretations of the results for the two on-screen groups, video chat and virtual 

agent, resonate with a larger literature demonstrating that learning from screens can be 

facilitated by enriching the situation with various kinds of social cues, including but not 

limited to contingent responsiveness. For instance, toddlers learn words better in a setting 

where they see their own mother on screen instead of an unknown experimenter (Krcmar, 

2010), or when they observe a reciprocal social interaction on the screen before being 
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exposed to a learning phase (O’Doherty, Troseth, Shimpi, Goldenberg, Akhtar, & Saylor, 

2011). The same holds for off-screen teaching situations with minimal cues to social agency. 

For instance, infants gaze-followed a bear-like artificial agent when it displayed contingent 

responsiveness or face-like features, but not if he lacked both  (Johnson, Slaughter, & Carey, 

1998). In the same vein, a contingently-reacting artificial agent was only gaze-followed when 

an experimenter had previously interacted with him socially, thus by either conversing or 

hand-clapping, but not if the experimenter was clapping with sticks, a response not expected 

in a communicative mode (Beier & Carey, 2014). A social context that reduces learning 

success does not need to consist of a general reduction in social cues, but might also be 

manifested by unexpected social behavior displayed by the interaction partner. For instance, 

infants and young children prefer looking at or choosing an object presented by a speaker of 

their native language compared to an object presented by a speaker of a non-native language 

(Kinzler, Dupoux, & Spelke, 2012; Marno et al., 2016). Learning from screens can be 

enhanced by manipulating  not only the screen content itself, but also the environment: Co-

viewing has been shown to increase learning success from screen content under certain 

conditions (e.g., Sims & Colunga, 2013; Strouse & Troseth, 2014), which can be attributed to 

including the screen content into the broader social context of toddlers’ environments.   

 In our view, rather than thinking in terms of a dichotomy between screens and in-

person interaction, the most productive way to move forward involves locating the results of 

the present study as well as recommendations on the conditions under which toddlers can 

learn from digital media in a broader context of cues to social agency. If we take a natural 

social interaction between a caregiver and her child as the standard situation that informs a 

child of social agency, any teaching event that deviates from this pattern might reduce the 

efficacy of the teaching act. In this context, we would conceptualize learning from a screen as 

a deviation similar in quality as, for instance, learning from an unknown person or learning 
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from a person displaying unexpected behavior. To clarify, this is not to say that the 

magnitude of the deviation need be the same. Instead, we propose that both kinds of teaching 

events can be viewed as a deviation from the standard teaching event, and that the 

consequences on learning based on these deviations can be explained by the same 

mechanisms, which we propose are based in the toddler’s priors and the ensuing 

predictability of a situation as involving a social agent. Some of these priors are present early 

on in infant development, while others might develop based on experience with social 

teaching situations. For instance,  infants are drawn to many aspects of a real interaction 

partner early on, such as face-like configurations, voices, or temporal contingencies. These 

early preferences might help draw infants’ attention to social situations in the absence of 

specific experience. Infants’ experience over the first few months of life then leads to 

perceptual attunement and more specific preferences; thus, human faces or the imperfect 

contingencies typical of natural social interactions. The standard social situation depicted 

above is likely the one a given toddler has encountered the most frequently in her life 

experience with social agents, and thus is the one she will consider the most likely cue to 

social agency and a subsequent teaching event.  

These considerations lead to a view where educational digital devices need to contain 

a certain amount of resemblance to natural social teaching situations in order for toddlers to 

efficiently learn from them, and that this amount might change over development.  Indeed, a 

recent meta-analysis has reported that the quality of screen media content shows positive 

associations with language skills (Madigan, McArthur, Anhorn, Eirich, & Christakis, 2020). 

As illustrated by some of the research cited above, this resemblance can be achieved multiple 

ways, for instance by known persons, human-like appearance, contingent responsiveness, or 

co-viewing. The present study’s contribution to this debate consists in assessing 16-month-

old toddlers’ word learning from screen media  in the absence of a prior or concomitant rich 
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interaction context. We conclude that contingent responsiveness and even human-ness alone 

is not sufficient in this setup, since toddlers only learned when taught by a person in the same 

room. Thus, toddlers this age may require more cues to social agency in order to learn from 

an interactive digital teacher. The comparison to results from Tsuji et al. (2020) further 

suggests that these minimal criteria show developmental and/or cultural changes. We propose 

that future studies assess the conditions under which screen media can be efficient learning 

tools systematically from the perspectives of salience and predictability of the teaching 

situation.   
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