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Densitometry test of bone tissue: Validation of computer simulation studies
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Abstract

Bone densitometry measurements are performed to predict the fracture risk in bones. However, the sensitivity of these predictions are not
satisfactory. One of the explanations is that densitometry ignores the (architectural) structural aspects of the bone. The effects of varying
architectural parameters on the densitometry parameters can be effectively assessed by considering a 3-D image of a bone and vary the bone
structure parameters in a controlled manner and determine the consequence of these changes on a simulated (virtual) densitometry analysis.

In this paper we present such a computer simulation of densitometry analysis of bone. The simulation allows quantification of densitometry
parameters, such as BMD and BMC, on the basis of computed tomography bone scans. The aim of the presented study is the evaluation of
our method by comparing its results to the results from real densitometry (DEXA) tests.

For the evaluation we selected three femoral bones. These items were CT scanned and individual computer models were created. In addition,
the densitometry parameters of these items were assessed by a clinical DEXA scanner.

The densitometry parameters obtained from the simulations were very close to the results from the DEXA densitometry measurements. We
therefore conclude that our method can be employed in the research on the influence of changes in bone structure on densitometry test results.
Crown Copyright © 2008 Published by Elsevier Ltd. All rights reserved.
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1. Introduction

A densitometry test forms the basis for the diagnosis of bone
susceptibility to fractures. Such a test can be performed using
a number of techniques. The World Health Organisation [1]
and International Osteoporosis Foundation guidelines currently
recommend dual energy X-ray absorptiometry (DEXA) as a
convenient and reliable manner to conduct a densitometry test
of the proximal femur [2–6].

An alternative method of diagnosing osteoporosis is quanti-
tative computed tomography (QCT) [7]. This method delivers
information about physical bone density per unit of volume.
Furthermore, QCT allows separate measurements of cortical
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and trabecular bone densities. Although QCT is the most precise
method for measuring bone density, it is less economical due
to higher hardware and running costs (in comparison to DEXA
equipment) and therefore not practical in screening tests [8].

Some studies suggest that there is a close correlation between
the bone mineral density (BMD) and the risk of a fracture [7,9].
However, other studies suggest that the absolute number of
fractures does not solely depend on BMD. In a study reported
by Burger et al. 63% of the fractured cases had an average or
slightly osteopenic BMD [10]. Similar results were reported by
Nowak and Badurski [34].

When using the DEXA method, the characteristic unit
is the BMD measured as g/cm2 [7,12–15]. Due to the
two-dimensional character of the data medium—a bone
image—measuring mass quantity per volume unit is impossi-
ble. Moreover, only the sum of projected (cortical and trabec-
ular) bone is presented and the resolution of the method does
not allow taking into consideration the structure of the bone.
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Consequently, all the information about bone structure remains
unattainable. As a result of this, DEXA could produce similar
densitometry values for bones with similar density distributions
but with very different structures. The internal structure of (tra-
becular) bone is essential for load transfer which explains that
DEXA measurements cannot be fully predictive of bone failure.

In order to explain the mechanism of discrepancies between
densitometry test results and real bone strength, it should be
quantitatively demonstrated which changes in bone tissue mi-
crostructure can lead to misleading densitometry test results.
This can be most efficiently done using computer simulations
of X-ray propagation of virtual bone samples. The structure of
the samples can be varied much easier than real test samples
and it can be assessed whether there is any effect of the changed
structure on the densitometry parameters. Before these analy-
ses can be done, it is essential to validate the X-ray propagation
simulation method against real DEXA measurements. X-ray
propagation studies are conducted by various research groups
around the world. However, to the best of our knowledge, there
are no publications comparing densitometry parameters on the
basis of the simulation of X-ray propagation through a bone
model created using data from QCT with real DEXA values.
The purpose of this paper is to present the X-ray propagation
simulation and to validate the outcome parameters with results
obtained from real densitometry (DEXA) measurements.

2. Materials and methods

The methods of computer simulation of X-ray radiation prop-
agation are usually considered during studies of medical imag-
ing methods, e.g.: computed tomography, radiography [16–18],
mammography [19], dual energy mammography [20]. More-
over, computer simulation was also employed for research on
bone tissue densitometry, but only applied to phantoms and not
real bone [21,22].

The method that we propose to assess the changes in bone
structure and their influence on densitometry test results has
previously been described when it was applied to a plate model
[23]. In this study the simulation was expanded to simulate
X-ray propagation and model the spatial distribution of bone
density (which will be abbreviated as the SDBD model).

Previously, some studies on the simulation of X-rays have
been conducted employing stochastic models [16,17,19,20,
24,25]. We based, however, our approach on deterministic
calculations upon the assumption that even without stochastic
components the obtained results will be precise enough. We
envisage that such a method can be an acceptable simplifi-
cation of X-ray physics in the case of the research on the
densitometry technique.

The implemented SDBD model permitted to define virtual
bone tissue and compute the attenuation of X-rays propagated
through the virtual bone and recorded in the detector. Based
on the distribution of X-ray intensity in the detector the soft-
ware enabled calculating densitometry parameters in a selected
region of interest.

Femoral bone specimens were scanned using quantitative
computed tomography. The obtained data was the basis for

defining the SDBD model used in the X-ray propagation com-
puter simulations. In this way we obtained the virtual samples,
for which the densitometry parameters were calculated. Then,
the real specimens used to define the virtual samples were
examined using standard densitometry equipment, which pro-
vided us with a reference values for the validation of the X-ray
propagation model.

2.1. Specimen selection and preparation

All the tests and procedures with freshly frozen human bones
were performed at the Orthopaedic Research Laboratory of the
Radboud University Nijmegen Medical Centre (The Nether-
lands), which has the required permissions to carry out stud-
ies with human bodies. The femurs used in the research were
taken from cadaver bodies. We selected bones that represented
realistic densities as are present in the population; they were
selected based on DXA-values. Consequently, we chose a bone
with an ‘average’ density (bone no. 1), a mildly osteoporotic
one (bone no. 2) and a highly osteoporotic one (i.e. a bone with
a very low density) (bone no. 3).

All bones were prepared with the same laboratory process,
which included removing all soft tissue. The proximal femur
was potted in at the distal side so that it could be oriented such
that it was scanned in anterior-posterior direction. The same
fixation system ensured that the bone was oriented identical
in the CT scanner. The specimens were scanned in a water
bath (Fig. 2a), which, according to several studies [26–32], is
considered a suitable phantom of soft tissue. The same level of
water was maintained during all the scans.

2.2. DEXA scanning

The bones were scanned with a fan beam DEXA machine
(QDR4500 Hologic Inc., USA), the results of which were used
as the reference values for the comparison with the results from
X-ray simulations. For all the tests standard scanner settings
were used and densitometry parameters were calculated by the
DEXA equipment software. The parameters included the ones
that are commonly used in densitometry examinations of pa-
tients, namely the BMD (g/cm2), the bone mineral content
(BMC [g]) and the area (Area [cm2]). The settings used during
the DEXA tests are listed in Table 1.

Three femoral bones were scanned with DEXA and the re-
sults were obtained from the evaluation of the densitometry

Table 1
The list of the DEXA settings used during scanning

Setting name and unit Value

Voltage (kVp) 140/100
Current (mA) (avg) 2.5
Scan time (s) 74
Scan length (cm) 15.3
Scan width (cm) 11.4
Line spacing (cm) 0.1008
Point resolution (cm) 0.0901
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Table 2
The information about the regions of interest which were set during the tests
of the bones*

Name Size Description of region

R1 head Rectangular From top of head to bottom of head
R2 neck Rectangular From top of neck to bottom of head
R3 trochanter Rectangular From bottom head to bottom of small

trochanter
R4 all Rectangular From top of head to bottom of small

trochanter

∗Right hip for none no. 1 and 3, left hip for bone no. 2.

Fig. 1. Diagrams of the DEXA regions (see Table 2) used in the DEXA tests
of the bones.

parameters for four different ROIs that were set on the equip-
ment using a free box densitometry module. The ROI called
“R1 head” included the whole femoral head from the top of the
head to the bottom of the head. The ROI called “R2 neck” in-
cluded the region from the top of the neck to the bottom of the
head. The ROI called “R3 trochanter” covered the region from
the bottom of the head to the bottom of the small trochanter.
The ROI called “R4 all” included the region from the top of
the head to the bottom of the minor trochanter (hence, it was
the sum of “R1 head” and “R3 trochanter”). The ROIs are de-
scribed in Table 2 and shown in Fig. 1.

The results from the simulation of X-rays were calculated
for the three femoral bones. For each bone, the simulation was
conducted in position of the bone (head right). Each bone was
scanned by the DEXA and was imaged with the CT scanner.

Table 3
The settings of the CT scanner used during scanning the bone specimens

Setting name and unit Value

Voltage (kVp) 120
Current (mA) 220
Scan time (s) 1
Slice thickness (mm) 3
Scan field of view (cm) 48
Table height (CT-table) 303 (=11.7 cm above isocentrum)
Reconstruction filter Standard
Type of scan Spiral

Pitch = 1.5
Spacing = 3.0 mm
Spiral interp.: standard

X-ray filter Off

2.3. From QCT to virtual model of SDBD

The CT-data set was used to generate a voxel-model that had
the same dimensions as the CT scan data set. In short, we used
our own developed software which generated automatically a
model of the SDBD based on the CT data set. The software
provided automated detection of the calibration phantom in the
CT images (Figs. 3 and 4) and extracted HU values and subse-
quently generated a calibration equation per CT-slice (Fig. 5).
The software then virtually scanned in a straight line through
the specimen which had a spatial distribution of density. Using
a physics based attenuation algorithm (Section 2.4, formulas 1
and 2). More details about the calculation of the X-ray prop-
agation is reported in our previous model published in 2006
[23]. Below, the steps to generate the virtual model with the
spatial bony distribution are described in more detail.

2.3.1. Steps to generate the virtual model with the spatial
bony distribution

The computer model of bone was constructed on the basis of
the data from CT. In the scanning sessions, standard CT settings
were applied, i.e. the settings which are commonly used in
the examinations of human femora (Table 3). The bones were
fixed in the water bath with a plastic holder in exactly the same
horizontal position as during the previous DEXA tests (Fig. 2).
The level of water in the bath was the same as well. A density
phantom was placed under the water bath (Image Analysis Inc
USA). Sixty-three to 113 (85 on average) transversal cross-
sectional images were used to define one model of a femur. The
resolution of all the data sets was constant; in all the models
the voxel size was 0.97 × 0.97 × 3 mm.

X-ray computed tomography delivers results as a collection
of greyscale images. Usually, they are in the relative scale of
Hounsfield Units, which represent the distribution of tissue den-
sities in a cross-section. Fig. 3 shows a tomographic slice and
its magnified region with a bone edge. Additionally, the density
values in Hounsfield Units are included.

In this study the relative values were not sufficient to define
bone density properly, as it should be defined in the mass per
volume unit (g/cm3). Since the quantitative information about
bone density was required, the density phantom was used to
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‘water bath’

Scanner opening

Phantom

Scanner table

Fig. 2. A schematic drawing of the bone mounted in the water bath: (a) the water bath, (b) the water bath and the phantom on the CT scanner table.

Data from Computed Tomography

Hounsfield Units

waterbath

bone

phantom

Fig. 3. A single cross-section of patient’s bone or the data from scanning a bone in a water bath can be used for the assessment of the bone density. Hounsfield
Units (HU) represent the density of the scanned object (within a relative scale). The units are commonly presented as grey levels in greyscale images, which
is useful for diagnosis but can be used in a computer procedure of the bone density estimation as well.

convert the relative Hounsfield Units into real Ca–P equivalent
density values.

The phantom contained four different materials, of which
each represented a different value of Ca–P equivalent density:
200, 100, 50, and 0 mg/cm3. The phantom was placed under
the water bath; it was visible on each reconstructed CT slice
(Figs. 3–5). Hence, a calibration curve could be constructed
linking the HU units to actual Ca–P equivalent density val-
ues (in (g/cm3)). Such an operation was performed for every

cross-section image of the bone, which permitted avoiding er-
rors caused by different representations of real density with
grey values on the individual images.

Next, for a selected cross-section, the values of real bone den-
sity were calculated according to the calibration curve for this
cross-section. In this way, the spatial distribution of the Ca–P
equivalent density of the tested bones was determined. This
enabled reconstruction of the three-dimensional bone model in
the simulation space.
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Fig. 4. Tomographic images of a bone specimen: (a) a transversal cross-sectional image of a bone scanned in a water bath, under the bath there is a density
phantom; and (b) 4 points of the phantom selected using an automatic procedure.

calibration curve

200 mg 100 mg 50 mg 0 mg

11 149

[m
g/

cm
3 ]
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0
83 217 [HU]

Fig. 5. An example of the calibration curve. It was created using the HU values from four circular regions (each of different density). Linear regression was
used to find a linear function best fitted to the four points. We call this function the calibration curve.

2.4. Calculation of the X-ray radiation propagation through
the bone model in the simulation

In this study we employed an improved method relative to
our earlier work [23] by adding a calibration curve to achieve
more accurate calculations of the physical bone density, which
resulted in a better estimation of the X-ray attenuation coeffi-
cient. The precise estimation of this parameter was crucial for
improving the quality of the results from the entire simulation;
a small error in the attenuation coefficient value would signifi-
cantly influence the accuracy of the results.

The model of the X-ray propagation in densitometry equip-
ment was based on the Lambert Beer law [8,12,14,33]. This law
defines an exponential formula describing the X-ray radiation
intensity after transition through a layer of matter as a function
of the layer thickness and its X-ray attenuation coefficient.

The propagation of X-rays was modelled in a virtual discrete
simulation space. The space is defined in a rectangular three-
dimensional coordinate system (x, y, z). The system has a cubic
shape and the dimensions of [0..X, 0..Y, 0..Z]. For each axis a
minimal unit (dx, dy, dz) is defined. It determines the size of
the basic computational unit—a voxel—and, consequently, the
resolution of the computations.

The top and bottom layers of the simulation space function as
the source and the detector of X rays. Each voxel that belongs
to the source layer is an elementary X-ray source. Similarly,
voxels in the detector layer are elementary X-ray detectors. The
parallel geometry of X-ray propagation is assumed—a voxel of
the detector receives only the radiation emitted by the respective
voxel of the source.

The SDBD model is located in the simulation space between
the source and detector layer. The model defines the physical
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Fig. 6. The schematic diagram of the simulation space and a single voxel of this space.
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arrow denotes Ixy(2), which is radiation intensity

element of “object” i=Z

inputted on the element i=3

Fig. 7. The schematic diagram of the simulation space and a single column of the voxels for which iterative calculation of the X-ray intensity is performed.

bone density for its voxels. Based on this data the X-ray at-
tenuation coefficient is computed for the voxels of simulation
space.

The radiation intensity in the detector elements is calculated
in an iterative way. For each voxel on a X-ray path between
the source and detector the radiation intensity in a voxel (i) is
calculated on the basis of the intensity from the previous voxel
(i − 1).

The schematic diagram of the simulation space and a voxel
of this space is shown on Fig. 6, Formula (1) presents the

iterative formula used to calculate the radiation intensity for a
single voxel (Fig. 7).

Ixy(i) = Ixy(i − 1) exp(−�(i)l) (1)

where Ixy(i) is the radiation intensity after transition through
the current voxel (i) of SDBD model, Ixy(i − 1) the radiation
intensity for the voxel (i − 1), which was computed in the pre-
vious iteration, �(i) the linear factor of absorption for the cur-
rent voxel of the SDBD model, and l the thickness of the voxel
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Table 4
The comparison of the results from the X-ray simulation with the results from the real densitometry tests for bone no. 1, acquired for four different ROIs

Bone 1

Region of Interest DEXA Simulation Differences

Name Width
(mm)

Heigth
(mm)

Area
(cm2)

BMC
(g)

BMD
(g/cm2)

Area
(cm2)

BMC
(g)

BMD
(g/cm2)

Area BMC BMD

(cm2) (%) (g) (%) (g/cm2) (%)

R1 head 125 49 35.75 27.84 0.779 38.00 27.63 0.727 −2.25 −6.3 0.21 0.8 0.05 6.7
R2 neck 125 25 23.86 17.97 0.753 24.08 17.26 0.717 −0.22 −0.9 0.71 4.0 0.04 4.8
R3 Trochanter 125 60 28.15 27.7 0.984 31.93 29.99 0.939 −3.78 −13.4 −2.29 −8.3 0.05 4.6
R4 all 125 108 63.14 54.97 0.871 67.00 55.67 0.831 −3.86 −6.1 −0.70 −1.3 0.04 4.6

in the direction of the radiation propagation. The thickness was
the same in the entire model.

The X-ray attenuation coefficient �i is the sum of the ab-
sorption and attenuation that occur during the interaction of the
radiation with matter.

�i = �i + �i + �ri + �i + �i (2)

where �i is the Compton attenuation coefficient, �i the attenu-
ation coefficient for photoelectric effect, �ri the Rayleigh scat-
ter attenuation coefficient, �i the pair production attenuation
coefficient, and �i the triplet attenuation coefficient.

Taking into consideration the fact that in medical diagno-
sis techniques, such as computed tomography or micro com-
puted tomography, the applied X-ray energy lies between 20
and 150 keV, three most important interactions which have in-
fluence on the attenuation of X rays can be distinguished: the
photoelectric effect, Compton scattering and coherent scatter-
ing. In our area of interest the Compton scattering effect is the
most important one. The influence of other interactions in bio-
logical materials constitutes less than 3% of the whole attenu-
ation [14].

The final attenuation for a voxel depends on the density mea-
sured for this voxel and an attenuation coefficient defined on
the basis of the data available in the literature, i.e. the table
containing the value of coefficients depending on the energy of
photons, obtained from empirical research [11].

2.5. Calculation of the densitometry parameters in the
simulation

On the basis of the model of X-ray propagation the results
for the detector were calculated as a distribution of the X-
ray intensity—a two-dimensional matrix of radiation intensities
lighting the detector. For a certain region of interest, a densit-
ometry parameter called Area (cm2) was estimated. It was ob-
tained by measuring the radiation intensity in the parts of the
detector where the radiation was not attenuated by the bone. In
the detected area of the bone, for every point of the detector the
value of intensity was used to calculate the attenuation effect.
A logarithmic function of the detector was used to obtain com-
ponents to calculate (for a certain bone area) the densitometry
parameter called the BMD (g/cm2). Based on two previously

calculated parameters (area and BMD) the BMC (g) was cal-
culated.

3. Results

Bones were modelled using CT data. The ROI’s are defined
on the basis of the same anatomical features (see Table 2), the
areas of the ROI’s for the individual bones depend on the bone
size and so does the area parameter. Moreover, it is also the bone
shape that influences the area parameter, independently of the
ROI area. Since area varies, the comparison of the results for
bones must be performed for all three densitometry parameters.

In Tables 4–6 the obtained results for bones (for the position
with the head turned right) are compared with the DEXA re-
sults. Percentage differences between the results from DEXA
and the simulation were calculated as well.

We can see that the area parameter exhibits the highest per-
centage differences for each bone. Predominantly, the calcu-
lated Area is bigger than one obtained from DEXA. For the
maximal negative percentage differences it led to the underes-
timation of the BMC parameter. The causes of the inaccuracies
in the Area calculation are discussed in the next section.

When the results of R1, R2, and R3 of the simulation were
correlated with those of the DEXA experiments, very high cor-
relations were found (Figs. 8 and 9). The R-square values for
the AREA and BMC were 0.98 and 0.99, respectively. In ad-
dition, the equations showed that the offsets of the lines were
almost zero and the slopes almost 1.0 (Figs. 8 and 9).

4. Discussions

The proposed method has some intrinsic limitations, which
can impair the correspondence between the modelled and real
DEXA results. First of all, we simulate ‘ideal’ DEXA equip-
ment according to its physical model. In the real equipment
used to verify the obtained simulation results several parame-
ters remain unknown. In particular, there was no information
available about the amplifier or physical properties of the source
and detector of the DEXA equipment. Moreover, the behaviour
of the DEXA equipment was sometimes rather unpredictable,
as we recorded in the case of one bone where automatic ROI
selection failed.
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Table 5
The comparison of the results from the X-ray simulation with the results from the real densitometry tests for bone no. 2, acquired for four different ROIs

Bone 2

Region of Interest DEXA Simulation Differences

Name Width
(mm)

Heigth
(mm)

Area
(cm2)

BMC
(g)

BMD
(g/cm2)

Area
(cm2)

BMC
(g)

BMD
(g/cm2)

Area BMC BMD

(cm2) (%) (g) (%) (g/cm2) (%)

R1 head 125 36 17.52 8.21 0.469 18.4 8.12 0.441 −0.88 −5.0 0.09 1.1 0.03 6.0
R2 neck 125 13 8.75 3.57 0.408 9.2 3.69 0.401 −0.45 −5.1 −0.12 −3.4 0.01 1.7
R3 Trochanter 125 47 20.52 11.11 0.542 21.39 11.79 0.551 −0.87 −4.2 −0.68 −6.1 −0.01 −1.7
R4 all 125 82 37.44 19.08 0.51 41.6 20.65 0.496 −4.16 −11.1 −1.57 −8.2 0.01 2.7

Table 6
The comparison of the results from the X-ray simulation with the results from the real densitometry tests for bone no. 3, acquired for four different ROIs

Bone 3

Region of Interest DEXA Simulation Differences

Name Width
(mm)

Heigth
(mm)

Area
(cm2)

BMC
(g)

BMD
(g/cm2)

Area
(cm2)

BMC
(g)

BMD
(g/cm2)

Area BMC BMD

(cm2) (%) (g) (%) (g/cm2) (%)

R1 head 125 55 38.42 13.18 0.343 38.35 12.91 0.337 0.07 0.2 0.27 0.2 0.01 1.7
R2 neck 125 35 30.55 9.1 0.298 29.68 8.79 0.296 0.87 2.8 0.31 3.4 0.00 0.7
R3 Trochanter 125 43 21 6.62 0.315 21.5 8.46 0.393 −0.50 −2.4 −1.84 −27.8 −0.08 −24.8
R4 all 125 97 58.7 19.61 0.334 59.85 21.36 0.357 −1.15 −2.0 −1.75 −8.9 −0.02 −6.9
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Fig. 8. Correlation of the area between the simulated and DEXA measurement.
Note that the correlation is high, the offset is almost zero, and the slope is
almost 1.0.

During the tests, there were problems with the detection of
the bone area in the case of bone no. 3. This bone had very
low parameters of density and the DEXA software was not
able to determine the bone area automatically. Therefore, we
performed the bone image extraction manually. Obviously, the
manual procedure depended on the operator and his arbitrary
decision where the edge of a bone was. This led to a sig-
nificantly larger difference between the results from DEXA
and the simulation. In the remaining cases, i.e. for bone no.
1 and 2, the results of automatic bone image extraction were

y = 1.0182x + 0.1177
R2= 0.9872
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Fig. 9. Correlation of the BMC between the simulated and DEXA measure-
ment. Note that the correlation is high, the offset is almost zero, and the
slope is almost 1.0.

satisfactory. The problems encountered with bone no. 3 show
that the DEXA method may have limitation in ROI’s that are
truly of very low density. For these regions the DEXA soft-
ware cannot determine the borders of the region and therefore
creates errors in the actual area of the region (and its BMD).

Another source of discrepancies between the real and mod-
elled results is the resolution of the data used to create the
SDBD model (i.e. the bone model). In this study we used a rel-
atively coarse 3 mm slice-to-slice resolution in the CT scans,
whereas the DEXA resolution was 1 mm line spacing. Although
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these resolution differences do not influence density calcula-
tions on a global level, they do cause problems with determin-
ing the exact position of a bone and hence makes it difficult
to calculate the Area and (consequently) BMD densitometry
parameters precisely.

Finally, the proposed model of X-ray propagation does not
cover all the physical phenomena, such as the full spectrum of
the X-ray source, a real detector instead of the ideal one, the fan
or cone X-ray beam geometry and the stochastic calculation of
X-ray interactions with bone tissue.

In the presented comparison, the largest difference was
observed for the Area parameter. Unfortunately, it was not
possible to set the size of the voxel reconstructed from the
tomographic data equal to the densitometer resolution. The
method of bone area determination, which is connected with
the voxel area size in both methods, was an important limi-
tation of our approach. In the tomographic data the distance
between slices of 3mm was rather large, which led to errors
in the estimation of the total bone area, whereas in DEXA the
line spacing of 1 mm caused a series of problems with bone
position determining.

Although the sample size is three, it covers a range of bone
densities that are typically assessed when one wants to acquire
information about the bone quality. In addition, we analysed
different regions per bone which came done to a total of nine
regions of which we could compare the simulation results with
the experimental (true DEXA) findings. Therefore, including
another bone (or more) would most likely not change any out-
come of this study.

This study showed that the simulation of X-rays and the
following calculation of densitometry parameters were in
accordance with the results from the real diagnostic technique.
Consequently, it shows that the simulation of densitometry
techniques is possible and could be applied in the computer
analysis of densitometry tests of bone tissue.

5. Conclusions

Generally speaking, the results from the simulation of X-rays
adequately match the results from the DEXA tests. The simu-
lation produced results that highly correlated with the DEXA
experiments; R-square values for the AREA and BMC were
0.98 and 0.99, respectively. There were several reasons why the
simulation is not perfect but, on the other hand, some features
of DEXA techniques are difficult to repeat in a physical model
of X-ray propagation as well as in the calculation of densitom-
etry parameters.

Nonetheless, considering the simplicity of the models, the
results are satisfactory. If all the parameters of the components
used in the densitometer were known, it would be reasonable
to consider several improvements to the model, for instance
implementing a detector of a real absorbing capability. In addi-
tion, a full implementation of the physics in the densitometry
model could also include: the pencil beam or cone beam prop-
agation geometry, the computation model of X-ray radiation
that takes into account all the interactions of X rays with mat-
ter and the X-ray source model featuring the X-ray spectrum.

Furthermore, the models should be defined taking into account
stochastic phenomena.

Another issue is introducing improvements to the SDBD
model. It should be noted that when a computer simulation is
based on tomographic data, it is possible to calculate physical
density very accurately, although errors will also be generated in
the CT quantification as a result of beam hardening, positioning
effects, effects of energy levels, etc. The details of this issue,
however, remain beyond the scope of this paper.

Finally, we can conclude that the main goal of our research
was achieved. During the validation process we proved that
the simulation of X-rays and the following calculation of den-
sitometry parameters are in accordance with the results from
the real diagnostic technique. Consequently, it proves that the
simulation of densitometry techniques is possible and could be
applied in the computer analysis of densitometry tests of bone
tissue.
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