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Abstract
New biomarkers are urgently needed to accelerate efforts in developing new drugs and treatments
of known diseases. New clinical and translational proteomics studies emerge almost every day.
However, discovery of new diagnostic biomarkers lags behind because of variability at every step
in proteomics studies (e.g., assembly of a cohort of patients, sample preparation and the nature of
body fluids, selection of a profiling method and uniform protocols for data analysis).

Quite often, the validation step that follows the discovery phase does not reach desired levels of
sensitivity and specificity or reproducibility between laboratories. Mass spectrometry and gel-based
methods do not provide enough throughput for screening thousands of clinical samples. Further
development of protein arrays may address this issue.

Despite many obstacles, proteomics delivers vast amounts of information useful for understanding
the molecular mechanisms underlying diseases.
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1. Introduction
The proteome is a reflection of all processes of any living organism. Proteomes are
indispensible in determining pathophysiology and defining what “normal state” means
functionally.

Besides using proteomics to identify protein sequences, modern proteomics aim to search for
novel methodologies having direct impact in clinical diagnosis, new drug designs, clinical trials
and control of therapy. For example, genomic profiling and identification of the deletion of
phenylalanine at position 508 of the cystic fibrosis transmembrane conductance regulator
(CFTR) protein impairing intracellular trafficking to the cell membrane is directly linked to
the causes of cystic fibrosis [1]. However, in other instances, identification of mutations is only
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an indication of the risk of developing the disease, which may not be substantiated at the
molecular level [2]. Although genomic sequencing and proteomics each address a portion of
the problem, it would be naive to assess which part is more important although they depend
on each other. Knowing and understanding changes in proteomes are therefore integral parts
of broad evaluation of prognosis, diagnosis, disease progression, and evaluation of progressing
disease and effectiveness of treatment.

Technological development led us to an era of individualized therapy. New-generation
sequencing technology allows massive sequencing of genetic material at a speed that was
unimaginable five years ago. This lays the foundation for the broad use of pharmacogenomics
[3]. Clinical proteomics, which is expected to enhance translational “bench-to-bed” studies,
still faces methodological drawbacks that need to be resolved before it will be truly mature and
robust enough to be implemented in clinical diagnosis [4].

2. What is clinical proteomics?
To define clinical proteomics is complicated. Proteomics emerged as a result of two factors:
maturation of genomic global sequencing profiling and the unprecedented technological boom
in mass spectrometry (MS) in the 1990s. The term “proteomics” was quickly accepted and the
field expanded. The growth was associated with the hope that accelerated advancement in
understanding how biological systems work would result in identification of new drug targets
and diagnostic biomarkers. The discovery of diagnostic biomarkers for a plethora of diseases
appeared to be close and spurred numerous publications reporting screening of clinical
samples.

This led to the development of clinical proteomics, characterized by two parallel avenues. One
is to utilize body fluids as primary clinical material. The other is to use tissue samples
representing pathological change. However, each approach faces inherent problems related to
global protein profiling. A dominant common problem in both cases is proper assembly of
clinical cohorts providing samples from clinically well-defined individuals. More questions
arise after the clinical samples are assembled, such as the selection of protocols used in sample
preparation, profiling platform, and ways of analyzing data. In many instances, after lengthy
and costly effort, many biomarker candidates do not reach the desired sensitivity and
specificity.

An early, straightforward strategy to differentiate groups of samples was based on large-scale
profiling of proteins to accelerate direct application to clinical diagnosis, but it has not delivered
the results expected. Surface-enhanced laser desorption-time-of-flight (SELDI-TOF,
Ciphergen, Inc.) technology was to serve such purpose and was disappointing.

New proteomics profiling strategies followed. However, we still do not observe a flood of new
diagnostic biomarkers. Immunodepletion of abundant proteins from plasma or cerebrospinal
fluid (CSF) was the next step in reducing the dynamic range of proteins in plasma/serum/CSF
samples; however, the process of preparing samples introduces variability and the problem of
sample normalization. Within the healthy population, a substantial range of serum albumin
concentration (3.5–5.0 g/dl) creates uncertainty as to whether validation should be performed
based on non-depleted or immunodepleted samples.

Summarizing, clinical proteomics is still in its infancy and requires a combination of basic
research and clinical studies. Between those two disciplines, there is a constant exchange of
information, a driving force of translational medicine, thus collecting all data necessary to
support diagnosis (genome, proteome, histopathology, and imaging). This is part of the systems
biology (i.e. understanding how the human organism functions in health and disease). It will
be very difficult, if not impossible, to advance clinical proteomics without a strong foundation
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and constant feedback from basic research. For now, clinical proteomics, such as monitoring
of clinical trials, personalized diagnosis and therapy, and rapid search for any toxic effects of
drugs are still waiting for new biomarkers. Moreover, it seems that we are still far away from
implementing rapid assays that can be uniformly applied in clinical laboratories.

3. Disease and diagnostic biomarkers
Broadly speaking, a biomarker can be any biomolecule or a specific characteristic, feature, and
indicator of a change in any biological structure and function that can objectively measure the
state of a living organism.

In clinical biomarkers, the major objective is to evaluate an individual's state of health for
diagnosis of any type of disease, preventive treatment, and/or treatment efficacy if a disease
has been diagnosed. These diagnostic biomarkers need to be sensitive and specific enough to
be considered useful in objective laboratory tests. To find such biomarkers is difficult, and
many potential candidates, including protein markers, do not meet such criteria. This has led
to the decline of US Food and Drug Administration (FDA)-approved diagnostic biomarkers,
despite the development of technologies, including proteomics [5].

Disease biomarkers constitute another group that can be informative about underlying
molecular mechanisms of disease or treatment, although they do not necessarily meet the
criteria of diagnostic specificity and sensitivity. An example is disease biomarkers for
neurodegenerative disorders. They can be indicative of neuroinflammation, although not a
specific for any particular disease of the CNS. An example is the decreasing levels of
complement C3 in CSF and plasma of HIV-infected patients, which correlates with
development of HIV-1 Associated Dementia (HAD) reflecting inflammation and
immunosuppresion [6–8], although it does not constitute a diagnostic biomarker because of
the lack of specificity to HIV-1 infection. Other proteins may correlate with development of
disease, but their function(s) is (are) not clear enough to use as biomarker(s) because they may
represent a confounding effect.

Regardless of study objectives, the proteomics approach has to contain sequential steps of
workflow. Fig. 1 summarizes such a workflow, comprising sample preparation, quantitative
analysis, data acquisition, database searches and final bioinformatics analysis. We next discuss
the strengths and the weaknesses of each phase, then validation of biomarkers and verification
that they have diagnostic value or remain disease markers.

4. Sample preparation as a primary step in creating artifacts
Table 1 summarizes samples used for clinical proteomics and their brief characteristics. Please
note that, in all of these samples, one can find highly abundant proteins that may easily mask
proteins of interest – potential biomarkers. Certainly, serum albumin is the most abundant and
ubiquitous.

Early experiments in proteomics profiling of serum and plasma made evident that there is no
technology platform that can analyze proteins quantitatively with a dynamic range of
concentration as high as 1012 [5] and that pre-fractionation of these samples is necessary [9,
10]. One reason for the failure of SELDI-TOF was the assumption that low-specificity binding
of proteins to chips with ion-exchange or hydrophobic surfaces would be enough to substitute
for pre-fractionation and/or immunodepletion of serum/plasma samples. Although SELDI-
TOF technology is still used by some [11–13], this platform is far from the mainstream in
biomarker-discovery efforts.
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Currently, the major objective of clinical proteomics utilizing body fluids is to reduce the
dynamic range of proteins in analyzed samples [5,10]. Initially, columns and cartridges for
albumin and IgG were available [14,15] and were soon followed by columns for multiple-
protein removal, based on immunodepletion [16]. In a relatively short period, removal of most
abundant proteins from serum/plasma and CSF samples became a standard first step in clinical
proteomics analyses aiming at biomarker discovery [17]. This widely-used approach is now
commonly accepted as the first step in sample preparation and it is quite obvious that
immunodepletion of the 12 most abundant proteins is necessary (i.e. serum albumin, IgG,
fibrinogen, transferrin, IgA, IgM, haptoglobin, apo A-I, apo A-II, α1-antitrypsin, α1-acid
glycoprotein, α2-macroglobulin). These proteins comprise over 96% of total protein content
in plasma/serum [5]. It is apparent that, without their removal from the plasma sample, the
number of protein spots identified in standard pH 3–10 by a 17-cm 2-dimensional
electrophoresis (2DE) gel is significantly lower than for immunodepleted samples [6,18].

However, immunodepletion of multiple proteins can also risk losing proteins of interest or low-
abundant-candidate biomarkers that are removed along with those specifically depleted.
Albumin is the most abundant protein in plasma and is a carrier of many proteins and other
compounds (e.g., lipoproteins and amino acids) so the removal of albumin may have a profound
impact on the final quantitative effect of proteomics profiling [19]. Subsequently, other
approaches were used (e.g., lectin-affinity columns [20]).

Regardless of how we attempt to reduce complexity of the plasma/serum sample, there is no
consensus on how many and which proteins or group of proteins should be removed from these
samples prior to proteomics profiling. As stated above, this is one of significant problems
awaiting a solution to make the discovery of clinical biomarkers more effective. Moreover,
removal of highly-abundant proteins also applies to cell and tissue lysates. We have found that
culture supernatants from in vitro cultures of human monocyte-derived macrophages (MDM)
washed thoroughly three times with serum-free medium and subsequently those cultured in
such a medium for 24 hours still contained serum albumin at a level that interfered with
proteomics profiling [21].

Numerous methods of protein fractionation prior to proteomics profiling have been established
[22]. However, these methods do not meet the criteria needed to reduce the complexity of the
sample to measure, e.g., the degree of phosphorylation of one potential site that may occur at
level below 10% of a medium- or low-abundant protein. In addition, if such a protein is in the
complex mixture of proteins of the whole cell lysate or serum/plasma, accurate quantitation
remains a big challenge.

Can multiple monitoring reaction be a solution? Such studies, although promising and able to
measure at the femtomolar levels [23], do not give us a clear answer about their utility for
global profiling of hundreds of proteins in one analytical run [24–26]. Also, such experiments
often require specialized tools (e.g., isotopically-labeled and phosphorylated protein standards,
which need to be synthesized and used as internal controls [27]). This makes them expensive
and time consuming, and often they do not target proteins and/or their forms, which are vital
for analysis.

Summarizing, in the years ahead, sample preparation will require much more standardized
effort at the bench level.

5. Multistep profiling is another source of variability
Many investigators share the view that 2DE analysis has too many steps requiring manual
manipulations, so it introduces significantly higher experimental error, so they sees a remedy
in applying experimental protocols based on automated processes. We disagree with this view
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and provide a comparative analysis of multi-step protocols of two widely-used methods of
quantitative proteomics profiling (i.e. iTRAQ and 2DE DIGE).

Regardless of the method used, immunodepletion, if chosen as the first step of sample
preparation, is identical in all experimental designs. Post-immunodepletion sample
concentration and preparation for labeling either with Cy-dyes or iTRAQ involve very similar,
if not identical, steps of manual manipulations. However, the latter technique requires in-
solution enzymatic digestion (usually trypsin), which has to be complete to be fully
reproducible. Subsequently, samples are separated into two dimensions, either utilizing strong
cation-exchange chromatography in combination with reversed-phase high-performance
liquid chromatography (RP-HPLC) when iTRAQ is used or by IEF followed by gel
electrophoresis in the second dimension of 2DE DIGE. This step raises most controversies.
Proponents of the HPLC step argue that MudPIT is an automated process using autosamplers
for loading samples, so the error is lower than in hand manipulation of IPG strips inserted
manually onto PAGE gels.

Agilent, Inc. recently developed an OFFGEL Fractionator for separations based on isoelectric
focusing (IEF) in solution. Such ideas are not new. Many years ago, BioRad developed Rotofor,
which they recently miniaturized, and now offers a family of apparatus. Also, Invitrogen offers
the ZOOM IEF Fractionator. The ProteomLab PF2D system from BeckmanCoulter, Inc. uses
LC columns for first-dimension fractionation based on IEF in solution. The disadvantage of
the ProteomLab PF2D system is requiring a relatively high initial volume of plasma/serum
sample to perform quantitative profiling in full scale. However, all samples are in a liquid form
and can be used for all downstream analyses [28].

The most recent device in this category is the dPC Fractionator offered by Protein Forest, Inc.
Whether IEF in a liquid phase provides better reproducibility than IPG-strip technology
remains to be seen, although more studies and thorough comparisons are needed.

Further steps of protein identification using LC-MS2 are identical and use the same software
and algorithms [29]. We therefore see 2DE DIGE remaining a vital proteomics platform [30,
31], complementary to those based on LC. Each profiling approach has inherent problems with
variability that will inevitably have an impact on results.

Based on current status, 2DE DIGE and MudPIT, including iTRAQ approaches, are used
equally frequently in proteomics studies of plasma/serum. Other techniques (e.g., SELDI-TOF
and ProteomeLab PF2D) are still used but to a lesser extent. We expect that such trends will
remain in clinical proteomics for the foreseeable future.

6. Quantitation in proteomics experiments
One of goals of global profiling pursued by many investigators is to maximize the number of
high-confidence identifications of peptides, thus proteins [32,33], but this does not address
quantitative differences, without which it is impossible to discover good, reliable biomarkers.
MS-based protein identification combined with quantitative measurements is therefore at the
center of development of new technologies and methods.

For many years, chemometrics has provided tools widely used in analytical chemistry. Those
same tools can be utilized in proteomics. However, we have to be aware of a number of caveats
that may have a profound effect on whether an observed difference between two samples is
real. First, it is necessary to quantify the relative change between samples. This is widely used
in 2DE DIGE experiments, in which the pooled internal standard is used for data normalization
rather than absolute quantitation. Because the gel image in 2DE DIGE experiments is three-
dimensional, the most efficient way of quantitation is comparison of spot volumes. In LC,
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peaks are two-dimensional and the peak area is used for quantitative purposes. Overall, there
is not much difference in methods of analysis and the same mathematical models can be used.
The advantage of this approach is that, in one experiment, we are able to generate ratios of
relative abundance for thousands of proteins.

Several methods of chemical labeling have been developed to aid quantitation of complex
mixtures of proteins, including SILAC, iTRAQ, ICAT, O18, and label-free methods. Results
of any of these techniques provide only partial information and show trends in protein
expression, making validation necessary downstream. Moreover, all these techniques appear
to be complementary and not exclusive [34] and the application of some of them in clinical
proteomics is limited. For example, SILAC can be used to study differential expression of
secreted proteins in in vitro cultures. Results from such experiments can be used indirectly in
a biomarker discovery in such a way that we may select proteins and use MRM to analyze
plasma samples to investigate whether these proteins show different levels in circulation. Other
factors impacting on full reproducibility across these techniques include sample-preparation
methods, as discussed above, but also possibly steric hindrance, labeling method and nature
of chemistry used [e.g., cleavable ICAT (cICAT) does bind to Cys residues].

Another problem arises from the application of various detergents recommended for each
particular labeling. This again adds further uncertainty to the final results [35]. Spiking with
internal standards definitively helps cross comparisons between individuals and groups within
the study. Minimizing errors with each and every step still requires joint efforts in protocol
development.

The isotope-dilution method of quantification has been used for many years in measuring small
molecules and metabolites. Recently, this principle has been applied to proteomics. This
method requires internal standards to be spiked at the exact concentration. It also requires
isotope-labeled analogues. It is simple to obtain isotopically-labeled analogues of peptides, but
the extra cost associated with this step may discourage some investigators. To obtain similar
standards in the form of intact proteins is more challenging. Nevertheless, this seems to be the
right direction towards unambiguous quantitation of detected proteins, thus eliminating a
potential source of errors and improving overall reproducibility [36,37].

7. Peptidomics
Hormones and neuropeptides have been at the center of interest for many years, even decades.
Their presence and effects were observed long before they were formally discovered (e.g., the
effect of leptin, a 164-amino-acid-long polypetide/protein, was reported by Ingalls and co-
workers from Jackson Laboratories [38] in 1950, but leptin was discovered only in 1994 by
Friedman and colleagues [39]).

Further advances led to discovery of short neuropeptides [e.g., neuropeptide Y (NPY)],
gastrointestinal peptides [40] and opioid peptides, in particular dynorphin [41], endorphins and
enkephalins [42]. Subsequently, combined sequential activation/conversion of biologically-
active peptides were studied extensively before the suffix “-omics” started to be used to define
specialized fields of study. As such peptidomics is not a novel concept. It is rather emerging
as a field re-defined by technological advances. This, in turn, does not minimize the importance
of peptidomics, but gives it new meaning and a deserved place within proteomics [43].

Peptidomics can be distinguished from proteomics based on the same concept, as peptides can
be distinguished from proteins, though there is no common consensus in this respect. Peptides
are short chains of amino acids linked by peptide bonds while proteins are long polypeptides.
How short or how long? There is no clear distinction and the criteria used are artificial. Some
scientists define peptides as no longer than chains comprising 50 amino-acid chains, while
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others state that a peptide is as long as it can be chemically synthesized. Both descriptions are
artificial because technology allows us to synthesize polypeptide chains longer than 100 amino
acids, although such synthesis is laborious and costly, and there is a high risk of amino-acid
deletions or duplications occurring during chemical synthesis.

Technologies used in peptidomics and proteomics overlap to a certain extent, and lead to
comprehensive analysis of patterns of peptides in a biological sample at any given point in
time. Endogenous peptides and their synthetic analogs play a critical role in regulating many
physiological processes.

Biologically-active peptides offer a premier example of how the proteinaceous product of one
gene may produce multiple, diverse functionalities that are tightly regulated in time and space.
Peptides are proteolytically derived from precursor proteins by a complex array of more than
500 proteases. The half-lives of peptides will vary over a wide range. Technically, MS analysis
of peptides is not easier or more difficult than MS analysis of proteins. The challenges are
similar and using ionization (e.g., electrospray) will have similar strengths and obstacles to the
case of proteins.

Peptidomics can also be seen as part of broadly-viewed post-translational modifications
(PTMs). However, PTM is usually associated with addition and/or removal in nature of
chemical groups other than polypeptides. Of course, one can argue that sumoylation is a
modification, by which proteins are labeled by addition of polypeptide chain (small ubiquitin-
like modifier). We agree with this view, but sumoylation is not currently part of peptidomics.
There are other similarities between peptidomics and other areas of PTM (e.g., the “map” of
proteases generating active peptides, or kinases/phosphatases in the case of phosphorylation/
dephosphorylation, respectively). For example, pre-propeptide precursors (e.g., POMC) are
cleaved by a variety of proteolytic enzymes leading to a release of β-endorphin, α-MSH,
ACTH, β-lipotropin, to name a few. The presence of such fragments in body fluids or tissues
may indicate an appropriate cleavage pathway involving peptidases of particular specificity.
Regardless of semantics, further development of peptidomics is a profoundly important area
of biomarker research that has great potential for adding significant clinical value [44].

8. Protein arrays, a forgotten element in ‘-omics’?
The technological advances of the 1980s made it possible to create libraries based on an array
of technology and comprising random peptide sequences. Such libraries were used for broad
screenings and thus profiling of protein-protein interactions in search of interactive regions/
domains [45], drug discovery [46], and other applications. Early on, this approach was a
particularly attractive way to map epitopes for the purpose of screening antibodies, which
further can be utilized for vaccine development [47–49] or for the evaluation of passive
immunization (e.g., the HIV gp120 protein [50,51]). Further work of Scott and Smith on phage
display of short amino-acid sequences [52,53] advanced this technology platform and made it
possible to probe complex mixtures of proteins to find interactive protein domains. One
weakness of using short sequences is the relatively high ratio of non-specific or low-affinity-
binding pairs that generate false positive results that cannot be validated in the following step
(Ciborowski, unpublished data).

Subsequent arrays were developed based on antigen-antibody interactions. Although this
approach addresses the problem of specificity, three issues remained:

• whether monoclonal or polyclonal antibodies should be used;

• lack of quality antibodies to many proteins and their forms limit broader application
of the strategy; and,
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• the necessity of purifying multiple proteins to obtain pure antibody fractions adds to
the weakness of this approach, this being the most limiting factor.

Nevertheless, protein-array platforms became an attractive profiling approach among many
proteomics technologies [54–57] because of the promise of large-scale analysis that can be
performed with relatively low amount of sample, technical ease and high throughput [58,59].
Protein arrays have also become a very convenient screening tool for testing signaling pathways
[60] or identifying enzymatic substrates.

In recent years, reversed-phase protein arrays (RPPAs) have been developed [61]. The principle
of this method is to “print” the specimen from the cohort of patients on nitrocellulose-covered
glass slides and probe the slides with specific antibody. The specimen is printed in serial
dilutions that allow quantitation [61]. An advantage of this method is that there is no need to
purify proteins – which was one of the major limiting factors in previous methods. This
approach was successfully applied to a variety of screening experiments (e.g., substrates for
kinases, which control many check points of signaling, and thus the cell function [62], proteins
involved in known signaling pathways and their phosphorylated forms [63], and identification
of polyubiquitin binding proteins [64]).

RPPA is also an attractive option for screening large numbers of serum/plasma samples,
including controls, all in one experiment. Proof of principle was shown by Janzi and co-authors,
who quantified IgA in samples from patients with immunodeficiency diseases [65].
Reproducibility and sensitivity of RPPA and their strong correlation with
immunohistochemistry, which is considered “gold standard”, warrants further development of
this platform to increase its sensitivity, while maintaining flexibility and multiplexing as
strengths [66].

The next advancement in protein microarrays was development of high-density, self-
assembling protein microarrays, based on the concept of the nucleic-acid programmable
protein array (NAPPA) [55,67,68]. The concept is to synthesize proteins on the high-density
chip using spotted cDNA and a T7-coupled rabbit reticulocyte lysate in vitro transcription-
translation (IVTT) system [55]. Translated proteins contain a C-terminal glutathione S-
transferase (GST) tag, which is used to capture co-printed anti-GST antibody. NAPPA
represents a crucial step in addressing many of the concerns related to manufacturing
limitations (e.g., density of printing, reproducibility, and quality of immobilized proteins).
Nevertheless, other factors (e.g., proper folding and PTMs) remain to be addressed in some
way; otherwise, protein arrays will not be useful in meeting the goals and the objectives of
many experiments.

Please note that accuracy and reproducibility of protein arrays also depend on proper
experimental design, normalization procedures, elimination of systematic bias, and appropriate
statistical analysis. Several different clustering tools used in verification, instead of single-
cluster analysis, result in discovering differences in a class of molecules (e.g., cytokines
proposed by Eckel-Passow and colleagues may decrease false results [69]).

Ciphergen, Inc. developed a PS10 Protein Chip for its SELDI-TOF Protein Reader, which is
used for covalent immobilization of antibodies. Subsequently, masses of immunocapture-
specific antigens are measured by MALDI-TOF. We have successfully used this approach to
investigate proteolytic processing of cytokine SDF-1α by MMP2 [70]. The weaknesses of this
technique are low throughput and the relatively low sensitivity and low mass accuracy of the
SELDI-TOF Protein Reader.

Despite the technological advances, protein microarrays still suffer from skepticism and
criticism. Nevertheless, we can foresee this technology gaining ground in biomedical research
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with an increasing potential for application in clinical diagnosis. However, to attract users, it
will require more examples demonstrating a proof of concept for new applications, technical
feasibility and economy, free samples, and a “no obligation” trial period from manufacturers.
Development of whole-proteome arrays may also increase interest and broader use of this
technology platform. At present, protein arrays remain an emerging technology [71,72]; they
require further technological developments and refinements but have great potential to be
complementary to other profiling platforms [66].

9. Bioinformatics is the Achilles' heel of proteomics
Proteomics experiments produce a vast amount of raw data that needs to be analyzed in a
reasonable time. Simultaneous analysis of the raw data well exceeds the capabilities of the
standard or specialized software delivered with equipment. Unless software is highly
specialized, commercial software packages comprise modules that meet the criteria of an
average user. In some instances, such software may offer more than investigators need.
However, software code is protected and does not allow users to adapt it for very specific
requirements of an experimental design. This generated a widespread effort to create an “in-
house” software ranging from small scripts to quite sophisticated packages. In many instances,
such software is available at no cost to smaller groups that do not have computing capabilities
for their own bioinformatics development. Although this is very promising trend, the important
element of standardization is missing. If we agree that the selection criteria for evaluation and
interpretation of multiple data sets markedly influence the final results of analysis, the lack of
standardization and uniform criteria may lead to accumulation of data that are not comparable
or low quality. How will we benefit from hundreds or thousands of peptides and proteins listed,
if we cannot draw a conclusion as to what they mean biologically?

Even the best algorithm for database searches of MS2 spectra will produce false positive results
if the database itself is corrupt. The identification of many proteins is based on matching
sequences of two peptides, 10 amino acids each. This may cover only a few percent of protein
sequences and, in some instances, indicate proteins that were deposited in the database as
theoretical translations of cDNA-nucleotide sequences. If we all agree that protein databases
should be curated, then somebody will make decisions about whether the protein should be
included or excluded and such a process can introduce bias. This is inevitable, so detailed
criteria and the process of database curation must be disclosed to make users aware of the
potential bias and to allow them to eliminate artifacts.

Identification of a vast number of “hypothetical proteins” that are identified by an algorithm
are not based on a complete amino-acid sequence submitted to the protein database, but rather
translated nucleotide sequence in a gene bank adds another level of ambiguity for data
interpretation and defining the function of a biological system. Is there therefore any hesitation
as to whether such a protein exists in a given organism and can possess any biological function
that should be added to build our knowledge?

The introduction of 2DE with DIGE opened the door for chemometricians, statisticians and
software engineers to create user-friendly, reliable software for the average user. Although
very helpful, the initial versions of 2DE had many weaknesses, mostly in such modules as
background subtraction and spot alignment. Statistical analyses were based on well-developed
models and use normal Gaussian distribution, Student's t-test, and analysis of variance (one-
way ANOVA).

Another weakness was the substantial amount of work that had to be done manually, including
the removal of artificial spots on the edges of gel images as a prerequisite to further analysis.
Many of these problems were addressed with some success in newer versions [73]. However,
there is no widely-accepted consensus as to how many biological replicates one analysis should
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have. Good statistics can be performed with 3–7 repeats of each sample (i.e. an independent
sample and the entire proteomics procedure!) to apply to Student's t-tests [74], but, in clinical
proteomics, we deal with inherent variations in genetic background within the general
population of patients that may lead to false-positive discoveries. If we include larger cohorts
of samples in the experiments, we will suffer increased costs and effort without guarantee of
success. For this reason, many researchers can effectively be discouraged from contributing to
biomarker-discovery efforts and thus to the field of clinical proteomics.

Recent introduction of proteomics-data analysis using cloud computing and open-source
algorithms [e.g., Virtual Proteomics Data Analysis Cluster (ViPDAC), which works as an on
demand service, and is accessible to anyone with a credit card] may increase the possibilities
of further production of ambiguous information.

10. From discovery to validation of biomarkers
In everyday practice, bringing a biomarker candidate to the level of validated diagnostic marker
is an ambitious goal and provides several methodological challenges for proteomics. Besides
overcoming the challenges of sensitivity and specificity, a biomarker must be capable of being
reproducibly quantified in independent laboratories by independent personnel. The cost of
personnel can be resolved by utilizing laboratory robots. Another way to meet the challenges
is by requiring the use of particular reagents from a single manufacturer or specified
manufacturers along with standardized procedural protocols, as these issues are usually
resolved during preparation of an assay for manufacture.

The situation differs during the discovery phase because many biomarker candidates are
proposed and reported in the literature by one group of researchers, but are not identified by
other groups, even those using similar approaches to proteomics. One reason for the lack of
standardization of multi-step procedures is the background and the baseline subtraction for
quantitation purposes result in poor overall reproducibility. Selection of specific criteria during
MS-based protein identification (i.e. number of peptides chosen for fragmentation; sequence
coverage, mass accuracy, and number of PTMs) adds layers of complexity and potential error,
and eventually contribute to the lack of desired reproducibility between laboratories. Without
comparing global consensus of how data is generated by various groups, results will therefore
be “contaminated” by too many technical factors, will not truly reflect differences between
cohorts of patients, and might be recognized as originating from different genetic backgrounds,
but not achieve clinical status.

Other factors can add to variability (e.g., age, gender, prior disease background, information
of current medical treatment, dietary preferences, general health status and even the day and
the time of sample collection). Eventually, many studies will create background noise in
identifying new biomarkers instead of helping us to refine and to solidify or to reject candidates
already proposed. Fig. 2 recapitulates the approach in which both biomarker discovery and
biomarker validation should be performed in a “blinded fashion.” By “blinded fashion”, the
authors mean that all confounding factors described above should be removed, leaving only
objective facts resulting from analytical measurements.

Proteomics studies, when published, should include data validation generated by different
assays (e.g., ELISA or quantitative Western-blot analysis). Even if limited, such data can
indicate whether observed differences in protein levels might be associated with differences
in the genetic background of patients who have provided the clinical samples. Based on our
experience, having such information helps tremendously in designing future experiments.

Chronic inflammation or infection (e.g., HIV and hepatitis), certain bone marrow diseases (e.g.,
multiple myeloma, amyloidosis and monoclonal gammopathy) manifest themselves in
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abnormally high levels of proteins circulating in the blood. Malnutrition may cause the opposite
effect. Major proteins also vary in a broad range [e.g., albumin (3.5–5.0 g/dl) or fibrinogens
(0.2–0.45 g/dl)]. There is therefore no plasma/serum protein that could be used as a reference
point for data normalization, as actin is for cell lysates, thus making validation more difficult.

If plasma/serum samples are immunodepleted from most abundant proteins prior to profiling,
which is almost standard procedure, which samples should be used for validation?
Immunodepleted or not? This question remains open so far.

We have learned from our experience that the relative change in time for any given patient
would be more informative than an absolute level of a protein measured per mL or mg in a
total pool of serum/plasma proteins.

11. Will the “-omics” approach support efficient biomarker discovery?
We believe that the answer to this question is positive – under several conditions. In an
interview [75], Amos Bairoch, one of the most competent people in this field (Swiss Prot,
ExPASy server to name his most important achievements) stated: “…much of the data
generated by proteomics groups over the past decade is junk”. This is a categorical,
controversial statement. Nevertheless, we are aware of this problem.

A constantly growing number of research groups entering the “- omics” arena is a positive
trend, although it may increase the risk of lacking in-depth understanding of the issues
associated with the biomarker-discovery process, including all those involved from the first
step of sample selection to the final conclusions. Without a firm understanding of the issues,
research may result in low-quality data that will increase “background noise” rather than
contribute to real progress in clinical proteomics.

One remedy is to demand validation of candidate biomarkers using independent assays (e.g.,
ELISA, immunohistochemistry, quantitative Western blot and/or flow cytometry) and cohorts
of clinical samples unrelated to the discovery phase. Quite often, studies are simply based on
the statistical analysis of screening shotgun-type analyses.

However, this issue complicates the situation when a candidate biomarker represents a change
in PTMs or mutations and alternative splicing rather than an absolute or relative level (e.g.,
protein circulating in the bloodstream). The lack of antibodies or the lack of specificity in
existing and commercially-available antibodies may discourage many from adding such a step
to their study. In addition, all commonly-applied proteomics techniques measure protein
expression and not its activity. What is then a relationship between overexpression of an
enzyme and its catalytic activity to the state of the biological system in question?

Another issue is the magnitude of the difference between “control” and tested samples. One
can argue that, if a candidate biomarker shows satisfactory (beneficial for supporting diagnosis)
sensitivity and specificity, the absolute or relative difference is of a lesser concern. One must
also keep in mind that the lower difference will require a larger number of samples
(measurements) to show statistical significance, so more money and effort must be committed
when the outcome is uncertain. This is a risk that few investigators are willing to take and their
decisions are usually based on intuition.

It is also obvious that we look at past experience and try to rationalize decisions made for the
direction(s) of future studies. For example, past lessons from clinical chemistry tell us that
normal range (controls) and standard deviation should be established based on a large cohort
of samples obtained from healthy volunteers. Two examples can illustrate such a dilemma. A
normal range of creatine kinase is 40–140 U/L or even higher, while TSH has a much narrower
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range (0.4–4 U/mL). At the level of proteomics investigation, the difference is unknown.
Should this be around 5%, 50%, or higher? Our experience with multiple CSF and serum/
plasma-profiling experiments is that substantial intuition is involved in determining whether
any given protein should be pursued further. Many examples from literature show that anything
below 20% of the difference is heavily contaminated with experimental error.

12. Putting things together
In spite of “-omics”-based studies undergoing phases of enthusiasm and hope for new
discoveries as well as phases of pessimism and doubts, these strategies can assist in biomarker
discovery for diagnostic, therapy efficacy and drug design. It seems that, after the euphoric
era, we observe a growing number of reports tackling real problems and challenges in “-
omics” [76].

We first need to envision all “-omics” approaches as one integrated field comprising many
sub-disciplines. Subsequently, we should integrate “-omics” disciplines to build our knowledge
and overall picture of the biological process. The classical approach starts from the genome to
the transcriptome through the translation and to the proteome. This is a good starting point and
there is a lot of work that needs to be done in integrating these four elements. However, a more
challenging aspect is to integrate proteomics with other disciplines (e.g., bioimaging or
behavioral studies). There is no doubt that, as of today, proteomics is maturing enough to assist
diagnosis as a secondary tool to clinical chemistry, and the experience of the physician and the
best of proteomics is yet to come. Other and younger disciplines – chemogenomics and
chemoproteomics, which are based on different assumptions [77] – are joining the “-omics”
field and adding complexity of an unprecedented proportion.

A critical review by Aebersold [78] comments on the methodological problems that arose from
a large comparative study on the identification of 20 standard proteins [79]. Though he clearly
states that such a number of standard proteins is not a proteomics sample, this experiment
provides some important clues for further analysis of true biological mixtures. First of all, it
proves that even the application of various modern MS instrumentation provides consistent
data that can be compared between laboratories. A further conclusion, intuitively
understandable, is maximal sample reduction and analysis of limited set of proteins/peptides,
or metabolites. However, this concept shifts the importance of sample preparation to be one
of the most important aspects of the entire analysis. Based on our experience, this is still the
key step, where the majority of methodological errors begin.

This approach demands development of reliable guidelines for various procedures, preparation
of internationally-available standards and controls, broad blind studies, and meta analyses of
published data to reveal trends and clinical relevance of various results. We have already
performed such an approach on a small scale using published data on proteomics in drug
dependence [80]. This, in turn, will require more international initiatives to arrange and to
evaluate inter-laboratory cross-validations, thus analyzing identical samples to improve the
quality of the outputs from each particular research laboratory.

Such studies have already been conducted by the Association of Biomedical Research Facilities
(ABRF) and implemented on a larger scale by HUPO [79]. The common problems identified
by this multi-laboratory study (27 laboratories, 20 highly-purified recombinant proteins)
concern missed identifications (false negatives), environmental contamination, database
matching, and curation of protein identifications. The authors also postulate the need to
improve search engines and databases for MS-based proteomics. Looking back into history,
we faced similar challenges many years ago – in 1970s – when radioimmunoassay tests were
also producing data that could not be correlated between laboratories, unless several measures,
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including the above initiatives were undertaken. It is important to note that radioimmunoassay
was a far simpler task to standardize at the international level.

It is necessary to implement a set of simple, user-friendly rules and criteria to deal with data
overload, quality control, the impatience of scientists “to know” and the pressure of sponsors
to use their money more efficiently [81]. They are urgently needed for clinical proteomics if
we want it to play bigger role in clinical diagnosis [82].

Although it is difficult, or even impossible, to predict where proteomics will be in five years,
we are confident that it is very unlikely that proteomics will be an easy-to-go black box
providing reliable, reproducible results. Large research groups with extensive instrumentation
regularly renew or up-grade their technological capabilities by purchasing new instrumentation
and software. They also comprise many researchers representing various disciplines, including
bioinformatics, which will play leading role in directing future developments. However, we
cannot forget small research groups and facilities with much more limited technological and
human power but with great experimental experience, knowledge of topics and innovative
ideas. Such laboratories will be able to perform most of the experimental proteomics work “in
house,” but they too must be given access to cutting-edge technology through collaborative
networks and initiatives to finish work at the competitive level. Clinical proteomics will not
deliver so much-needed new biomarkers if effort is limited to a few groups.
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Abbreviations

2DE 2-dimensional electrophoresis

ABRF Association of Biomedical Research Facilities

CSF Cerebrospinal fluid

CNS Central nervous system

dl deciliter

DIGE Difference gel electrophoresis

ESI Electrospray ionization

GST Glutathione S-transferase

HAD HIV-1-associated dementia

HUPO Human Proteome Organization

IVTT in vitro transcription-translation

ICAT Isotope-coded affinity tags

LC-MS2 Liquid chromatography-tandem mass spectrometry

MALDI-TOF Matrix-assisted laser-desorption-time-of-flight

MMP2 Matrix metalloproteinase 2

MDM Monocyte-derived macrophages

PAGE Polyacrylamide gel electrophoresis

MRM Multiple-reaction monitoring

NAPPA Nucleic-acid programmable protein array

RP-HPLC Reversed-phase high-performance liquid chromatography

RPPA Reversed-phase protein arrays
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SDF-1α Stromal cell-derived Factor 1α

SELDI-TOF Surface-enhanced laser desorption-time-of-flight

SILAC Stable-isotope labeling with amino acids in culture

TSH Thyroid-stimulating hormone
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Figure 1.
Typical proteomic workflow used in clinical proteomics leading to biomarker discovery.
Sample preparation and the first steps of fractionation (e.g., immunodepletion) can be
considered as one process, introducing substantial variability. The chemical-labeling step,
whether intact proteins or peptides, is least susceptible to introduction of variability because
of wide application of well-established procedures. Most researchers use standard nano-LC-
ESI-MS2 or MALDI-TOF2 methods, which can be easily compared and cross-validated.
Bioinformatics tools may translate only part of data into biologically-relevant information and
currently no solid standards are available. Building knowledge – data interpretation – is entirely
at the discretion of individual investigators.
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Figure 2.
Biomarker discovery and validation should be free from any bias and performed in a similar
fashion to weighing justice – based on facts.
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Table 1

Summary of material used for clinical proteomics

Sample/material Characteristics Comments

Serum/plasma Relatively easy to get patient's consent to draw blood.
Rich in highly-abundant proteins so requires
depletion of at least six most abundant proteins. May
contain significant levels of protein-degradation
products. Mixture of over 3000 proteins.

Depletion of highly-
abundant proteins may lead
to removal of other proteins
of interest. If red blood cells
lyse during sample collection
and processing, hemoglobin
will be abundantly present
and will interfere with
profiling.

Cerebrospinal fluid (CSF) 10–100 times lower amount of total protein content
than serum/plasma. Invasive procedure of lumbar
puncture limits justification for collecting CSF. Like
serum/plasma, requires depletion of highly-abundant
proteins.

The only clinical material
having direct contact with
the central nervous system
that can be obtained from a
living person. Very useful to
study neuropeptides and
neurotransmitters).

Urine Easy to obtain from pediatric patients. Also useful in
search of biomarkers for extrarenal diseases (e.g.,
coronary artery disease).

High salt content. Results
require normalization (e.g.,
creatine). Very useful for
diagnosis of renal
pathologies. May contain
bacterial proteins.

Saliva Easy to obtain in relatively high quantities. High
content of glycoproteins (e.g., mucins)

Very large number of
phenotypes (polymorphism).
Suitable and recommended
source for detecting illicit
drugs.

Solid-tissue biopsies Usually small pieces of tissue providing limited
material for proteomics studies. Clinical material
from the central nervous system is available only post
mortem.

One biopsy sample may
contain cells at various
stages of pathology, (e.g.,
cancer). Lack of
homogeneity may lead to
difficulty in biomarker
identification.

Blood cells More difficult to obtain than fluids. Larger amount of
blood necessary or plasmapheresis for white cells.
Important information (e.g., for leukemia studies).

Isolation of sub-fractions
requires density-gradient
centrifugation (e.g.,
Lymphoprep). Need for
extensive washing. T helper
cells are characterized by a
variety of proteins belonging
to the MHC system.

Tears Methods of material collection are still under debate.
Limited amount of protein requires sample pooling.

Some highly-abundant
proteins (e.g., albumin,
lactoferrin, lysozyme) may
mask other proteins.
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