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T

bjective: The objective of the present analysis was to compare the performance of
lung resection mortality model developed by means of logistic regression and

ootstrap analysis with that of multiple mortality models developed by using the
raditional training-and-test method from the same dataset.

ethods: Eleven mortality models (1 developed by means of logistic regression and
ootstrap validation and the other 10 developed by means of the traditional training-
nd-test random splitting of the dataset) were generated by the data of unit A (571
atients submitted to major lung resection). The performances of each of the 11
ortality models were then evaluated by assessing the distribution of the respective

-statistics in 1000 bootstrap samples derived from unit B (224 patients).

esults: The first model (logistic regression and bootstrap analysis) had good discrim-
nation among the 1000 bootstrap external samples (c-statistics �0.7 in 80% of samples
nd �0.8 in 38% of samples). Among the 10 training-and-test models, only one model
ad a similar performance, whereas the others had a poorer discrimination.

onclusions: The traditional training-and-test method for risk model building proved to
e unreliable across multiple external populations and was generally inferior to boot-
trap analysis for variable selection in regression analysis. Therefore the use of bootstrap
nalysis must be recommended for every future model-building process.

isk stratification and outcome analysis can be used to judge effectiveness of
care and to assist providers in quality improvement activities, such as cost
containment, patients’ education, effectiveness of care studies, and improve-

ent in provider practices.
Regression analyses are the analytic techniques most commonly used for risk

odeling. However, the resultant models are useful only if they reliably predict
utcomes for patients by determining significant risk factors associated with the
utcome of interest. A problem might arise from this dependence on risk factor
nalysis. Different investigators evaluating the same predictors through regression
nalysis might obtain heterogeneous results because of methodologic discrepancies
nd inadvertent biases introduced in the statistical elaboration.1

In the early 1980s, computer-intensive computational techniques, termed boot-
trap methods, were popularized.2-6 Bootstrap analysis is a simulation method for
tatistical inference, which, if applied to regression analysis, can provide variables
hat have a high degree of reproducibility and reliability as independent risk factors
f the given outcome.

In fact, the predictive validity of a model can be assessed not only in one
andomly split set of patients, as in the traditional training-and-test method, but also
n perhaps hundreds or, typically, 1000 new different samples of the same number
f patients as the original database obtained by means of resampling with replacement.

We hypothesized that the traditional training-and-test method for model building

ight generate models that are heavily biased by the characteristics of the patients
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ho are sampled to derive and test them. The external perfor-
ance of these types of models could be extremely variable

nd therefore totally unreliable. On the other hand, by using
he entire dataset for model construction and bootstrap
nalysis for validation and variable selection, a more robust
nd stable model would be obtained, which can be more
eliably applied to external patients.

Therefore the objective of the present study was to com-
are the performance of a mortality model adjusted for the
ovariates contributing to the risk of death developed from
he entire dataset of patients submitted to major lung resec-
ion in one single unit and validated by using the bootstrap
rocedure with that of multiple mortality models developed
y using the training-and-test method from the same dataset.
o this purpose, each model was assessed in 1000 external
ootstrap samples derived from another set of patients operated
n in another unit during the same period.

atients and Methods
population of 571 patients undergoing major lung resection (479

obectomies-bilobectomies and 92 pneumonectomies) from Janu-
ry 2000 through December 2004 in a thoracic surgery unit (unit
) was used to develop mortality models. Mortality was consid-

red as that occurring within 30 days from the operation or over a
onger period if the patient was still hospitalized.

Two different model-building approaches were used. The first
ethod (model A) consisted of using the entire dataset for model

onstruction. The following variables were initially evaluated for
ossible association with postoperative mortality: age, body mass
ndex (in kilograms per square meter), type of operation (lobec-
omy vs pneumonectomy), type of disease (benign vs malignant),
eoadjuvant chemotherapy, presence of coronary artery disease
CAD), forced expiratory volume in 1 second (FEV1), carbon
onoxide lung diffusion capacity (DLCO), predicted postoperative
EV1 (ppoFEV1; calculated by using the formula),

[Preoperative FEV1 ⁄ Number of preoperative functioning

segments] � Number of postoperative functioning segments

nd predicted postoperative DLCO (ppoDLCO, calculated by using
he formula).

[Preoperative DLCO ⁄ Number of preoperative functioning

segments] � Number of postoperative functioning segments

Abbreviations and Acronyms
CAD � coronary artery disease
DLCO � carbon monoxide lung diffusion capacity
FEV1 � forced expiratory volume in 1 second
ppoDLCO � predicted postoperative carbon monoxide

lung diffusion capacity
ppoFEV1 � predicted postoperative forced expiratory

volume in 1 second
he number of functioning segments was estimated by means of t
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omputed tomography, bronchoscopy, and quantitative perfusion
ung scanning. Pulmonary function tests were performed according
o the American Thoracic Society criteria. DLCO was measured by
sing the single-breath method. Results of spirometry were col-
ected after bronchodilator administration and were expressed as a
ercentage of predicted value for age, sex, and height according to
he European Community for Steel and Coal prediction equations.7

Survivors and nonsurvivors were initially compared by means
f univariate analyses performed with the unpaired Student t test or
he Mann-Whitney test for numeric variables and the �2 test or the
isher exact test for categoric variables. Multicollinearity among
ariables was obviated by using only one variable (selected by
eans of bootstrap analysis) in a set of variables with a correlation

oefficient greater than 0.5 in the regression analysis. Variables with
P value of less than .1 at univariate analysis were used as indepen-
ent variables in a stepwise logistic regression analysis (dependent
ariable of mortality). A P value of less than .1 was selected for
ariable retention in the final regression model. The model was
hen validated by means of bootstrap analysis. In the bootstrap
rocedure 1000 samples of 571 patients were sampled with re-
lacement. Stepwise logistic regression analysis was applied to
very bootstrap sample. The stability of the final model was
ssessed by comparing the frequency of occurrence of the vari-
bles of the final model in the bootstrap samples. If the predictors
ccurred in more than 50% of the bootstrap models, they were
udged to be reliable and were retained in the final model.8 Unre-
iable variables, if present, were removed from the final model.

The second method (model B) consisted of the traditional
raining-and-test splitting method. The dataset was randomly split
nto 2 sets of patients. The first set (60% of the database) was used
o develop the model. The same variables used in the first method
ere initially evaluated for possible association with postoperative
ortality. Screening for univariate associations and multicollinear-

ty was performed in the same way in the second method as
escribed for the first method. Variables with a P value of less than
1 at univariate analysis were used as independent variables in a
tepwise logistic regression analysis (dependent variable of mor-
ality). A P value of less than .1 was selected for variable retention
n the final regression model, for which the calibration and dis-
rimination was assessed with the remaining 40% of patients (test
et) by using the Hosmer-Lemeshow goodness-of-fit statistic and
y using the c-statistics or area under the receiver operating
haracteristic curve.9-12 The proportion of patients sampled in the
raining and test samples (60% and 40%, respectively), was se-
ected in accordance with recently published analyses on risk
odeling in lung surgery.13

Ten models were developed by repeating the training-and-test
ethod 10 times. Therefore a total of 11 mortality models were

btained. The performance of each of these models was assessed
000 times, each time using a bootstrap sampling of 224 patients
rawn with replacement from the database of unit B, by evaluating
he distribution of the c-statistics in these samples.9-12

Prospective, electronic, quality-controlled, clinical databases at
he 2 participating centers were used for the analysis of data. The
tudy was approved by the local institutional review boards, and
nformed consent concerning prospective data collection was ob-

ained from all patients. The authors had access to the primary
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ata, directed the analyses, and made all decisions pertaining to the
rticle and its submission for publication.

All tests were 2-tailed and were entirely performed with the
tata 8.2 statistical software (Stata Corp, College Station, Tex).

esults
he characteristics of the patients in the 2 units analyzed

 n this study are shown in Table 1. The 2 populations
iffered in age, sex, type of disease, and pulmonary function
arameters.

The first statistical method used to develop and validate
he mortality model (by using bootstrap analysis) yielded
he following regression equations:

Model A: InR ⁄ 1 � InR � �6.3 � 0.09 �

Age (Bootstrap frequency, 86%) � 0.048 �

ppoFEV1 (Bootstrap frequency, 71%)

(Hosmer-Lemeshow statistics, 7.2; P � .5; c-statistic,
.76). The expression InR/1 � InR represents the probabil-
ty of dying because in the logistic regression equation the
ogarithm of the odds of the outcome (termed the logit or
og odds) is used as the dependent variable.

The second statistical method (training and test) repeated
0 times yielded the following different mortality models:

● Model B1: InR/1 � InR � �0.66 � 0.05 � ppoDLCO
� 1.04 � CAD (test set: Hosmer-Lemeshow statistics,

ABLE 1. Characteristics of the patients in the 2 units used
o derive (unit A) and externally validate (unit B) the 11

ortality models

ariables
Unit A

(571 patients)
Unit B

(224 patients) P value

ge 67 (9.6) 61.3 (12.2) �.0001*
ale sex, n (%) 450 (79%) 144 (64%) �.0001†
MI, kg/m2 26.1 (4.2) 25.6 (4.5) .12*
EV1, % 85.5 (19.5) 84 (18.2) .3*
LCO, % 76.6 (18.7) 81.4 (18.2) .004*
poFEV1, % 67.4 (17.1) 62.4 (17.8) .0004*
poDLCO, % 60.4 (16.6) 60.6 (16.6) .6*
neumonectomy, n (%) 92 (16%) 42 (19%) .4†
oronary artery disease,
n (%)

70 (12%) 34 (15%) .3†

alignant disease, n (%) 550 (96%) 185 (83%) �.0001†
eoadjuvant chemotherapy,
n (%)

79 (14%) 25 (11%) .3†

ortality, n (%) 25 (4.4%) 10 (4.5%) .9†

esults are expressed as means � standard deviations unless otherwise
pecified. BMI, Body mass index; FEV1, forced expiratory volume in 1
econd; DLCO, carbon monoxide lung diffusion capacity; ppoFEV1, predicted
ostoperative forced expiratory volume in 1 second; ppoDLCO, predicted
ostoperative carbon monoxide lung diffusion capacity. *Mann-Whitney

est. †�2 test.
5.9; P � .7; c-statistic, 0.67). h

The Journal of Thoracic
● Model B2: InR/1 � InR � �3.355 � 0.056 � Age �
0.066 � ppoDLCO (test set: Hosmer-Lemeshow sta-
tistics, 18; P � .02; c-statistic, 0.57).

● Model B3: InR/1 � InR � �0.55 � 0.06 � ppoFEV1

(test set: Hosmer-Lemeshow statistics, 14.2; P � .07;
c-statistic, 0.61).

● Model B4: InR/1 � InR � �10.1 � 0.1 � Age � 1.64
� Pneumonectomy (test set: Hosmer-Lemeshow sta-
tistics, 8; P � .4; c-statistic, 0.65).

● Model B5: InR/1 � InR � �8.26 � 1.79 � CAD �
0.018 � Age � 0.05 � ppoFEV1 (test set: Hosmer-
Lemeshow statistics, 25.5; P � .001; c-statistic, 0.67).

● Model B6: InR/1 � InR � �10.2 � 1.32 � CAD �
0.096 � Age (test set: Hosmer-Lemeshow statistics,
21; P � .07; c-statistic, 0.63).

● Model B7: InR/1 � InR � �11.4 � 0.113 � Age �
1.86 � Pneumonectomy (test set: Hosmer-Lemeshow
statistics, 21.6; P � .06; c-statistic, 0.64).

● Model B8: InR/1 � InR � �10.9 � 0.108 � Age �
1.45 � Pneumonectomy (test set: Hosmer-Lemeshow
statistics, 13.7; P � .09; c-statistic, 0.64).

● Model B9: InR/1 � InR � �10.7 � 0.147 � Age �
0.049 � ppoFEV1 � 1.11 � CAD (test set: Hosmer-
Lemeshow statistics, 23; P � .03; c-statistic, 0.68).

● Model B10: InR/1 � InR � 0.64 � 1.62 � CAD �
0.067 � ppoFEV1 (test set: Hosmer-Lemeshow statis-
tics, 23.8; P � .02; c-statistics, 0.59).

The distribution of the different predictors in the 11
ortality models is shown in Table 2.
Table 3 and Figure 1 show the distribution of the c-statistics

f each model in 1000 bootstrap samples derived from an
xternal series of patients operated on in another unit (unit B)
uring the same period. Model A (regression plus bootstrap)

ABLE 2. Distribution of different variables and their co-
fficients in the 11 regression mortality models

odels Intercept Age
ppoFEV1,

%
ppoDLCO,

% Pneumonectomy CAD

�6.3 0.09 �0.048
1 �0.66 �0.05 1.04
2 �3.355 0.056 �0.066
3 �0.55 �0.06
4 �10.1 0.1 1.64
5 �8.26 0.108 �0.05 1.79
6 �10.2 0.096 1.32
7 �11.4 0.113 1.86
8 �10.9 0.108 1.45
9 �10.7 0.147 �0.049 1.11
10 0.64 �0.067 1.62

poFEV1, Predicted postoperative forced expiratory volume in 1 second;
poDLCO, predicted postoperative carbon monoxide lung diffusion capacity;
AD, coronary artery disease.
ad good discrimination among the bootstrap external samples,

and Cardiovascular Surgery ● Volume 131, Number 6 1245
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ith a c-statistic greater than 0.7 in 80% of the samples and
reater than 0.8 in 38% of the samples. Among the 10 training-
nd-test models, only model B2 had a similar performance,
hereas the other models had a much poorer discrimination.

iscussion
isk modeling, which is the base of risk stratification, is
ssential for quality improvement activities in managed care
ystems. It serves multiple purposes, such as provider pro-
ling, cost containment, patient counseling about the oper-
tive risk, planning of postoperative advanced care manage-
ent, and construction of efficacy studies. The importance

f risk models is such that their reliability and reproducibil-
ty in populations other than the one from which they were
erived must be absolutely proved. Otherwise, any clinical
nd administrative decision based on these models can be
ritically flawed by their instability in external populations.

We hypothesized that the traditional training-and-test
ethod for model building, consisting of a random splitting

f the database into a derivation set from which to construct
he model and a test set in which to assess its calibration and
iscrimination, might be subject to sampling noise. To this
urpose, we repeated 10 training-and-test sessions, produc-
ng 10 corresponding mortality models. Seventy percent of
hese models included different combinations of variables.
he performance of each of these models was assessed 1000

imes, each time using a bootstrap sampling of 224 patients
rawn from the dataset of another unit. The distribution of
he c-statistics was extremely variable from one model to
nother, and in general, their performances in external sam-
les were only modest. The development of risk-adjusted
odels by the method of training and testing appears there-

ABLE 3. Distribution of ROC areas of each model in 1000
ootstrap samples derived from unit B

odels
% ROC

area >0.5
% ROC

area >0.7
% ROC

area >0.8 95% CL

odel A 100 80 38 0.58-0.94
odel B1 80 11 0 0.4-0.79
odel B2 100 92 38 0.65-0.89
odel B3 89 31 9 0.37-0.86
odel B4 99 59 18 0.62-0.95
odel B5 100 51 7 0.56-0.86
odel B6 85 11 1 0.53-0.87
odel B7 99 59 15 0.62-0.95
odel B8 99 62 17 0.63-0.95
odel B9 99 64 17 0.58-0.9
odel B10 75 16 0 0.32-0.79

odel A is derived from the entire dataset of unit A and validated by
eans of bootstrap bagging, and models B1 through B10 are derived from
randomly selected training set of unit A (60% of patients) and validated

n a test set of unit A (the remaining 40% of patients). ROC, Receiver
perating characteristic; CL, confidence limit.
ore completely unreliable. i
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Bootstrap analysis was recently proposed as a break-
hrough method for internal validation of surgical regression
odels.8,14 The main advantage of this technique is that the

ntire dataset can be used for model building, which would
ield more robust models, especially in moderate-size da-
abases and for rare outcomes (eg, mortality after major lung
esection).15 Furthermore, the predictive validity of the
odel can be assessed not only in one randomly split set of

atients but also typically in 1000 new different samples of
he same number of patients as the original database ob-
ained by means of resampling with replacement. By using
his method, we constructed and validated a mortality model,
hich, when assessed in 1000 bootstrap samples drawn

rom another unit, performed better than the majority of the
odels developed by using the training-and-test method.
his shows that the bootstrap procedure can yield stable
odels across multiple populations, warranting its use as a

tandard instrument in future model-building analyses. Yet
search of PubMed performed over the last 5 years yielded,
t the time of this writing, only 16 surgical articles (pub-
ished in the English literature and dealing with human
ubjects) that used logistic regression analysis and bootstrap
or its validation (0.003% of the total number of surgical
rticles that used logistic regression analysis and were pub-
ished during the same period). It is clear that although
ootstrap technology has broken down important barriers to
urgical clinical research,8 its importance appears still
argely underestimated by most surgeons. This might be due
o the paucity of readily available high-quality statistical
oftware incorporating this analysis or the lack of under-
tanding of the methodology, which might make surgeons
erceive this statistical technique itself as a barrier to their

igure 1. Distribution of the receiver operating characteristic
ROC) areas of each model derived from unit A in 1000 bootstrap
amples drawn from unit B.
nterpretation of clinical data analysis reports. In this regard
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specific statistical training focusing on a reliable evalua-
ion of the surgical outcome would be of help to disseminate a
ulture of quality improvement practice among surgeons.

On the basis of our results, we regard the process of devel-
ping risk models or risk factors without bootstrap validation
s unreliable, obsolete, and resembling more an art than a
cience.8 In view of the unreliability of the training-and-test
ethod, previously published reports using it should be inter-

reted with caution.
Bootstrap analysis can formalize the development of

odel building, removing much of the human biases asso-
iated with regression analysis, providing a balance be-
ween selecting risk factors that are not reliable (type I
rror) and overlooking variables that are reliable (type II
rror), and introducing a concrete measure of reliability of
he risk factors.8 For this reason, the use of bootstrap anal-
sis must be recommended for every future surgical model-
uilding process.
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