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9 Littlewood-Paley Characterizations of Hardy-type Spaces Associated

with Ball Quasi-Banach Function Spaces

In Memory of Professor Carlos Berenstein

Der-Chen Chang, Songbai Wang, Dachun Yang ∗ and Yangyang Zhang ∗

Abstract Let X be a ball quasi-Banach function space on Rn. In this article, assuming

that the powered Hardy–Littlewood maximal operator satisfies some Fefferman–Stein vector-

valued maximal inequality on X and is bounded on the associated space, the authors establish

various Littlewood–Paley function characterizations of the Hardy space HX(Rn) associated

with X, under some weak assumptions on the Littlewood–Paley functions. To this end, the

authors also establish a useful estimate on the change of angles in tent spaces associated with

X. All these results have wide applications. Particularly, when X := M
p
r (Rn) (the Morrey

space), X := L~p(Rn) (the mixed-norm Lebesgue space), X := Lp(·)(Rn) (the variable Lebesgue

space), X := L
p
ω(Rn) (the weighted Lebesgue space) and X := (Er

Φ
)t(R

n) (the Orlicz-slice

space), the Littlewood–Paley function characterizations of HX(Rn) obtained in this article

improve the existing results via weakening the assumptions on the Littlewood–Paley func-

tions and widening the range of λ in the Littlewood–Paley g∗λ-function characterization of

HX(Rn).

1 Introduction

The real-variable theory of the classical Hardy space Hp(Rn) with p ∈ (0, 1] was originally

initiated by Stein and Weiss [63] and further developed by Fefferman and Stein [24]. It is well

known that the classical Hardy space Hp(Rn) with p ∈ (0, 1] plays a key role in harmonic analysis,

partial differential equations and other analysis subjects. In particular, when p ∈ (0, 1], Hp(Rn)

is a good substitute of the Lebesgue space Lp(Rn) in the study on the boundedness of Calderón–

Zygmund operators. In recent decades, in order to meet the requirements arising in the study

on the boundedness of operators, partial differential equations and some other analysis subjects,

various variants of Hardy spaces have been introduced and their real-variable theories have been

well developed; these variants of Hardy spaces were built on some elementary function spaces

such as weighted Lebesgue spaces (see [61]), (weighted) Herz spaces (see, for instance, [15, 27,
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28, 47, 48]), (weighted) Morrey spaces (see, for instance [39, 58, 32]), Orlicz spaces (see, for

instance, [38, 62, 67, 52, 73]), Lorentz spaces (see, for instance, [1]), Musielak–Orlicz spaces

(see, for instance, [41, 71]) and variable function spaces (see, for instance, [21, 51, 74]). Observe

that these aforementioned elementary function spaces are all included in a generalized framework

called ball quasi-Banach function spaces which were introduced, very recently, by Sawano et al.

[59]. Moreover, Sawano et al. [59], Wang et al. [68] and Zhang et al [69, 77] established a unified

real-variable theory for Hardy spaces and weak Hardy spaces associated with ball quasi-Banach

function spaces on Rn and gave some applications of these Hardy-type spaces to the boundedness

of Calderón–Zygmund operators and pseudo-differential operators. More function spaces based

on ball quasi-Banach function spaces can be found in Sawano [57].

Recall that the original work of the Littlewood–Paley theory should be owned to Littlewood

and Paley [44]. Moreover, the Littlewood–Paley theory of Hardy spaces was further developed

by Calderón [13] and Fefferman and Stein [24]. In recent decades, the Littlewood–Paley theory

of various variants of Hardy spaces has been well developed; see, for instances, [25, 34, 35, 42,

43, 45, 69, 70, 76, 78] and the related references. Particularly, Folland and Stein [25] obtained the

Littlewood–Paley function characterizations of Hardy spaces on homogeneous groups. Observe

that, in the case of Hp(Rn) with p ∈ (0,∞), the best known range of the parameter λ in the g∗λ-

function characterization of Hardy spaces in [25] is (max{1, 2/p},∞) and the function ϕ appearing

in the definitions of the Littlewood–Paley functions in [25] only need to satisfy zero order vanish-

ing moment. However, compared with the results in [25] on the Littlewood–Paley function charac-

terizations in the case of Hp(Rn) with p ∈ (0,∞), the range of λ in the g∗λ-function characterization

appearing in [35, 76, 68] does not coincide with the range in [25], namely, λ ∈ (max{1, 2/p},∞),

and, in [34, 35, 42, 43, 45, 70], the function ϕ ∈ S(Rn) appearing in the definitions of Littlewood–

Paley functions is supposed to be supported in the unit ball and have at least vanishing moments

up to order ⌊n( 1
p
−1)⌋, which is much stronger than the corresponding assumptions on ϕ appearing

in the definitions of Littlewood–Paley functions in [25]. Here and thereafter, the symbol ⌊s⌋ for

any s ∈ R denotes the largest integer not greater than s.

Let X be a ball quasi-Banach function space on Rn introduced in [59]. Assuming that the pow-

ered Hardy–Littlewood maximal operator satisfies some Fefferman–Stein vector-valued maximal

inequality on X as well as it is bounded on the associated space, Sawano et al. [59] established

the Lusin area function characterization of HX(Rn). Recently, Wang et al. [68] obtained the

Littlewood–Paley g function and the Littlewood–Paley g∗λ-function characterizations of HX(Rn).

We should point out that, to characterize HX(Rn), Sawano et al. [59] and Wang et al. [68] required

that the function ϕ ∈ S(Rn) appearing in the definitions of Littlewood–Paley functions satisfies

1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

. Although, when p ∈ (0, 1] and X := Lp(Rn), the range of

λ in the Littlewood–Paley g∗λ-function characterization of HX(Rn) obtained by Wang et al. [68]

coincides with the best known one in [25], namely, λ ∈ (2/p,∞), the range of λ in [68] is not

optimal even when p ∈ (1,∞) and X := Lp(Rn). This point motivates us to optimize the range

of the parameter λ appearing in the Littlewood–Paley g∗λ-function characterization of HX(Rn) in

[68]. Recently, when studying the Littlewood–Paley function characterizations of weak Hardy

type spaces associated with ball quasi-Banach function spaces, Wang et al. [69] found that it suf-

fices to require that the function ϕ ∈ S(Rn) satisfies that ϕ̂(~0n) = 0 and, for any x ∈ Rn \ {~0n}, there

exists a t ∈ (0,∞) such that ϕ̂(tx) , 0. This motivates us to improve the existing results of the

Littlewood–Paley function characterizations of HX(Rn) in [59, 68] by weakening the assumption
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on ϕ. In this article, we re-establish various Littlewood–Paley function characterizations of HX(Rn)

via weakening the assumptions on the Littlewood–Paley functions and widening the range of λ in

the Littlewood–Paley g∗λ-function characterization of HX(Rn). To this end, we also establish a use-

ful estimate on the change of angles in tent spaces associated with X (see Theorem 3.3 below).

Particularly, the assumptions on the Littlewood–Paley functions in this article are much weaker

than the corresponding assumptions in [34, 35, 42, 43, 45, 68, 59, 70] (see Remark 4.3 below).

Besides, under these weaker assumptions on ϕ in the definition of Littlewood–Paley functions,

the g∗λ-function characterization of HX(Rn) obtained in this article improves the existing results

via widening the range of λ in [68] (see Theorem 4.11 below). We point out that the ϕ appear-

ing in the definition of the Littlewood–Paley functions only need to satisfy a zero order vanishing

moment, which coincides with the corresponding assumptions in [25] and, when X := Lp(Rn)

with p ∈ (0,∞), the range of λ in the Littlewood–Paley g∗λ-function characterization of HX(Rn)

in Theorem 4.11 below coincides with the best known one in [25], namely, (max{1, 2/p},∞). In

[68], the estimate on the change of angles in tent spaces associated with X plays a key role in the

proof of the Littlewood–Paley g∗λ-function characterization of HX(Rn). However, to optimize the

range of λ in the Littlewood–Paley g∗λ function characterization of HX(Rn) in [68], the estimate on

the change of angles in tent spaces associated with X in [68] is no longer feasible. To establish a

more precise estimate on the change of angles (see Theorem 3.3 below), instead of applying the

atomic characterization of the tent space which was used in [68], we employ a method different

from [68], namely, we now use an extrapolation theorem over ball Banach function spaces (see

Lemma 2.12 below) which was proved in [77, Lemma 7.34], and then establish a more refined

estimate on the change of angles (see Theorem 3.3 below). The assumptions in this estimate on

the ball quasi-Banach function space X are much weaker than the corresponding assumptions in

[68, Lemma 2.20]. All of these results have wide applications. When X := M
p
r (Rn) (the Morrey

space), X := L~p(Rn) (the mixed-norm Lebesgue space), X := Lp(·)(Rn) (the variable Lebesgue

space), X := L
p
ω(Rn) (the weighted Lebesgue space) and X := (Er

Φ
)t(R

n) (the Orlicz-slice space),

the Littlewood–Paley function characterizations of HX(Rn) obtained in this article improve the

existing results in [35, 59, 68, 70, 76] via weakening the assumptions on the Littlewood–Paley

functions and widening the range of λ in the Littlewood–Paley g∗λ-function characterization.

To be precise, this article is organized as follows.

In Section 2, we recall some notions concerning the ball (quasi)-Banach function space X.

Then we state the assumptions of the Fefferman–Stein vector-valued maximal inequality on X

(see Assumption 2.6 below) and the boundedness on the r-convexification of its associated space

for the Hardy–Littlewood maximal operator (see Assumption 2.7 below). Finally, we recall the

extrapolation theorem over ball quasi-Banach function spaces proved in [77] and some notions

about the Hardy space HX(Rn) introduced in [59].

In Section 3, via [49, Proposition 3.2] (see Lemma 3.2 below) and the extrapolation theorem

(see Lemma 2.12 below) which was proved in [77, Lemma 7.34], we establish an estimate on

the change of angles in tent spaces associated with a ball quasi-Banach function space X (see

Theorem 3.3 below), which plays a key role in the proof of the Littlewood–Paley g∗λ-function

characterization of HX(Rn) (see Theorem 4.11 below).

Section 4 contains some square function characterizations of HX(Rn), including its character-

izations via the Lusin area function, the Littlewood–Paley g-function and the Littlewood–Paley

g∗λ-function, respectively, in Theorems 4.9, 4.11 and 4.13 below. We first prove Theorem 4.9, the
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Lusin area function characterization of HX(Rn). To this end, via borrowing some ideas from [69],

we use the atomic characterization of the tent space associated to X (see Lemma 4.5 below) to

decompose a distribution f into a sequence of molecules; then, applying some ideas used in the

proof of [69, Theorem 3.7], we prove Theorem 4.9 under some even weaker assumptions on the

Lusin area function. After we obtain the Lusin area function characterization of HX(Rn), using

the estimate on the change of angles (see Theorem 3.3 below), we establish the Littlewood-Paley

g∗λ-function characterization of HX(Rn), namely, we prove Theorem 4.11. Finally, applying an es-

timate initiated by Ullrich [66] and further improved by Wang et al. [69] (see Lemma 4.14 below),

we obtain the Littlewood–Paley g-function characterization of HX(Rn), namely, we show Theorem

4.13.

In Section 5, we apply the above results, respectively, to the Morrey space, the mixed-norm

Lebesgue space, the variable Lebesgue space, the weighted Lebesgue space and the Orlicz-slice

space. Recall that, in these five examples, only variable Lebesgue spaces are quasi-Banach func-

tion spaces and the others are only ball quasi-Banach function spaces.

Finally, we make some conventions on notation. Let N := {1, 2, . . .}, Z+ := N ∪ {0} and

Z
n
+ := (Z+)n. We always denote by C a positive constant which is independent of the main

parameters, but it may vary from line to line. We also use C(α,β,...) to denote a positive constant

depending on the indicated parameters α, β, . . . . The symbol f . g means that f ≤ Cg. If f . g

and g . f , we then write f ∼ g. We also use the following convention: If f ≤ Cg and g = h or

g ≤ h, we then write f . g ∼ h or f . g . h, rather than f . g = h or f . g ≤ h. The symbol ⌊s⌋

for any s ∈ R denotes the largest integer not greater than s. We use ~0n to denote the origin of Rn

and let Rn+1
+ := Rn × (0,∞). If E is a subset of Rn, we denote by 1E its characteristic function and

by E∁ the set Rn \ E. For any θ := (θ1, . . . , θn) ∈ Zn
+, let |θ| := θ1 + · · · + θn. Furthermore, for any

ball B in Rn and j ∈ Z+, let S j(B) := (2 j+1B) \ (2 jB) with j ∈ N and S 0(B) := 2B. Finally, for any

q ∈ [1,∞], we denote by q′ its conjugate exponent, namely, 1/q + 1/q′ = 1.

2 Preliminaries

In this section, we first present some preliminary known facts on the ball quasi-Banach function

space X in §2.1. Then we state the assumptions of the Fefferman–Stein vector-valued maximal

inequality on X and the boundedness on the s-convexification of X for the Hardy–Littlewood

maximal operator in §2.2. In §2.3, we recall the extrapolation theorem associated with the ball

quasi-Banach function space X. Finally, the notion of the Hardy type space HX(Rn) associated

with X was recalled in §2.4.

2.1 Ball quasi-Banach function spaces

In this subsection, we recall some preliminary known facts on ball quasi-Banach function

spaces introduced in [59].

Denote by the symbol M (Rn) the set of all measurable functions on Rn. For any x ∈ Rn and

r ∈ (0,∞), let B(x, r) := {y ∈ Rn : |x − y| < r} and

(2.1) B :=
{
B(x, r) : x ∈ Rn and r ∈ (0,∞)

}
.
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Definition 2.1. A quasi-Banach space X ⊂M (Rn) is called a ball quasi-Banach function space if

it satisfies

(i) ‖ f ‖X = 0 implies that f = 0 almost everywhere;

(ii) |g| ≤ | f | almost everywhere implies that ‖g‖X ≤ ‖ f ‖X;

(iii) 0 ≤ fm ↑ f almost everywhere implies that ‖ fm‖X ↑ ‖ f ‖X;

(iv) B ∈ B implies that 1B ∈ X, where B is as in (2.1).

Moreover, a ball quasi-Banach function space X is called a ball Banach function space if the

norm of X satisfies the triangle inequality: for any f , g ∈ X,

(2.2) ‖ f + g‖X ≤ ‖ f ‖X + ‖g‖X

and, for any B ∈ B, there exists a positive constant C(B), depending on B, such that, for any f ∈ X,

(2.3)

∫

B

| f (x)| dx ≤ C(B)‖ f ‖X .

For any ball Banach function space X, the associate space (also called the Köthe dual) X′ is defined

by setting

(2.4) X′ :=
{
f ∈M (Rn) : ‖ f ‖X′ := sup

{
‖ f g‖L1(Rn) : g ∈ X, ‖g‖X = 1

}
< ∞

}
,

where ‖ · ‖X′ is called the associate norm of ‖ · ‖X (see, for instance, [10, Chapter 1, Definitions 2.1

and 2.3]).

Remark 2.2. (i) By [59, Proposition 2.3], we know that, if X is a ball Banach function space,

then its associate space X′ is also a ball Banach function space.

(ii) Recall that a quasi-Banach space X ⊂ M (Rn) is called a quasi-Banach function space if

it is a ball quasi-Banach function space and it satisfies Definition 2.1(iv) with ball replaced

by any measurable set of finite measure (see, for instance, [10, Chapter 1, Definitions 1.1

and 1.3]). It is easy to see that every quasi-Banach function space is a ball quasi-Banach

function space. As was mentioned in [59, p. 9] and [69, Section 5], the family of ball Banach

function spaces includes Morrey spaces, mixed-norm Lebesgue spaces, variable Lebesgue

spaces, weighted Lebesgue spaces and Orlicz-slice space, which are not necessary to be

Banach function spaces.

The following lemma is just [77, Lemma 2.6].

Lemma 2.3. Every ball Banach function space X coincides with its second associate space X′′.

In other words, a function f belongs to X if and only if it belongs to X′′ and, in that case,

‖ f ‖X = ‖ f ‖X′′ .

We still need to recall the notion of the convexity of ball quasi-Banach spaces, which is a part

of [59, Definition 2.6].
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Definition 2.4. Let X be a ball quasi-Banach function space and p ∈ (0,∞). The p-convexification

Xp of X is defined by setting Xp := { f ∈ M (Rn) : | f |p ∈ X} equipped with the quasi-norm

‖ f ‖X p := ‖| f |p‖
1/p

X
.

Lemma 2.5. Let X be a ball Banach function space and p ∈ [1,∞). Then Xp is a ball Banach

function space.

Proof. Let p ∈ [1,∞). From the fact that X is a ball Banach function space and the definition of

Xp, it easily follows that Xp is a ball quasi-Banach function space. Thus, to prove that Xp is a ball

Banach function space, it suffices to show that, for any f , g ∈ Xp,

(2.5) ‖ f + g‖X p ≤ ‖ f ‖X p + ‖g‖X p

and, for any B ∈ B, there exists a positive constant C(B), depending on B, such that, for any f ∈ X,

(2.6)

∫

B

| f (x)| dx ≤ C(B)‖ f ‖X .

We first prove (2.5). By Definition 2.4, Lemma 2.3, (2.4) and the Minkowski inequality, we

conclude that

‖ f + g‖X p =
∥∥∥| f + g|p

∥∥∥1/p

X
=

∥∥∥| f + g|p
∥∥∥1/p

X′′

=
[
sup

{∥∥∥( f + g)ph
∥∥∥

L1(Rn)
: h ∈ X′, ‖h‖X′ = 1

}] 1
p

= sup

{∥∥∥∥( f + g)h
1
p

∥∥∥∥
Lp(Rn)

: h ∈ X′, ‖h‖X′ = 1

}

≤ sup

{∥∥∥∥ f h
1
p

∥∥∥∥
Lp(Rn)

+

∥∥∥∥gh
1
p

∥∥∥∥
Lp(Rn)

: h ∈ X′, ‖h‖X′ = 1

}

≤
[
sup

{∥∥∥| f |ph
∥∥∥

L1(Rn)
: h ∈ X′, ‖h‖X′ = 1

}] 1
p

+
[
sup

{∥∥∥|g|ph
∥∥∥

L1(Rn)
: h ∈ X′, ‖h‖X′ = 1

}] 1
p

=
∥∥∥| f |p

∥∥∥
1
p

X
+

∥∥∥|g|p
∥∥∥

1
p

X
= ‖ f ‖X p + ‖g‖X p ,

which implies that (2.5) holds true.

Now we show (2.6). From the Hölder inequality and (2.3), we deduce that, for any B ∈ B and

f ∈ Xp, ∫

B

| f (x)| dx ≤

[∫

B

| f (x)|p dx

]1/p

|B|1−1/p ≤ C(B)

∥∥∥| f |p
∥∥∥1/p

X
= C(B) ‖ f ‖X p ,

where the positive constant C(B) is independent of f but depending on B. Thus, (2.6) holds true,

which, combined with (2.5), then completes the proof of Lemma 2.5. �

2.2 Assumptions on the Hardy–Littlewood maximal operator

Denote by the symbol L1
loc

(Rn) the set of all locally integrable functions on Rn. The Hardy–

Littlewood maximal operatorM is defined by setting, for any f ∈ L1
loc

(Rn) and x ∈ Rn,

(2.7) M( f )(x) := sup
B∋x

1

|B|

∫

B

| f (y)| dy,
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where the supremum is taken over all balls B ∈ B containing x.

For any θ ∈ (0,∞), the powered Hardy–Littlewood maximal operatorM(θ) is defined by setting,

for any f ∈ L1
loc

(Rn) and x ∈ Rn,

(2.8) M(θ)( f )(x) :=
{
M

(
| f |θ

)
(x)

}1/θ
.

The approach used in this article heavily depends on the following assumptions on the bound-

edness of the Hardy–Littlewood maximal function on X, which is just [59, (2.8)].

Assumption 2.6. Let X be a ball quasi-Banach function space. For some θ, s ∈ (0, 1] and θ < s,

there exists a positive constant C such that, for any { f j}
∞
j=1
⊂M (Rn),

(2.9)

∥∥∥∥∥∥∥∥∥



∞∑

j=1

[
M(θ)( f j)

]s



1
s

∥∥∥∥∥∥∥∥∥
X

≤ C

∥∥∥∥∥∥∥∥∥



∞∑

j=1

| f j|
s



1
s

∥∥∥∥∥∥∥∥∥
X

.

Assumption 2.7. Let X be a ball quasi-Banach function space. Assume that there exist s ∈ (0,∞)

and q ∈ (s,∞] such that X1/s is a ball Banach function space and, for any f ∈ (X1/s)′,

(2.10)
∥∥∥M((q/s)′)( f )

∥∥∥
(X1/s)′

≤ C ‖ f ‖(X1/s)′ ,

where the positive constant C is independent of f .

Lemma 2.8. Let X be a ball Banach function space and p ∈ [1,∞). IfM is bounded on X, then

M is also bounded on Xp.

Proof. By the Hölder inequality, we know that, for any p ∈ [1,∞) and any locally integrable

function f , [M( f )]p ≤ M(| f |p). From this and the fact thatM is bounded on X, we deduce that

(2.11) ‖M( f )‖X p =
∥∥∥[M( f )]p

∥∥∥
1
p

X
≤

∥∥∥M(| f |p)
∥∥∥

1
p

X
.

∥∥∥| f |p
∥∥∥

1
p

X
∼ ‖ f ‖X p .

This finishes the proof of Lemma 2.8. �

Lemma 2.9. Let X be a ball quasi-Banach function space. Assume that there exists a θ ∈ (1,∞)

such that, for any f ∈M (Rn), ∥∥∥M(θ)( f )
∥∥∥

X
≤ C ‖ f ‖X ,

where the positive constant C is independent of f . ThenM is bounded on X, namely, there exists

a positive constant C such that, for any f ∈ X, ‖M( f )‖X ≤ C‖ f ‖X .

Proof. From Definition 2.4, (2.8) and (2.10), it follows that, for any f ∈M (Rn),

‖M( f )‖X1/θ =

∥∥∥∥
[
M( f )

]1/θ
∥∥∥∥
θ

X
=

∥∥∥M(θ)( f 1/θ)
∥∥∥θ

X
. ‖ f ‖X1/θ ,

which, together with Lemma 2.8 and θ ∈ (1,∞), further implies

‖M( f )‖X ≤ C ‖ f ‖X .

This finishes the proof of Lemma 2.9. �
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2.3 Extrapolation theorem on ball Banach function spaces

Now, we recall the notions of Muckenhoupt weights Ap(Rn) (see, for instance, [30]).

Definition 2.10. An Ap(Rn)-weight ω, with p ∈ [1,∞), is a locally integrable and nonnegative

function on Rn satisfying that, when p ∈ (1,∞),

sup
B∈B

[
1

|B|

∫

B

ω(x) dx

] [
1

|B|

∫

B

{ω(x)}
1

1−p dx

]p−1

< ∞

and, when p = 1,

sup
B∈B

1

|B|

∫

B

ω(x) dx
[∥∥∥ω−1

∥∥∥
L∞(B)

]
< ∞,

where B is as in (2.1). Define A∞(Rn) :=
⋃

p∈[1,∞) Ap(Rn).

Definition 2.11. Let p ∈ (0,∞) and ω ∈ A∞(Rn). The weighted Lebesgue space L
p
ω(Rn) is defined

to be the set of all measurable functions f such that

‖ f ‖Lp
ω(Rn) :=

[∫

Rn

| f (x)|pω(x) dx

] 1
p

< ∞.

The following extrapolation theorem is just [77, Lemma 7.34], which is a slight variant of a

special case of [20, Theorem 4.6] via replacing Banach function spaces by ball Banach function

spaces.

Lemma 2.12. Let X be a ball Banach function space and p0 ∈ (0,∞). Let F be the set of all pairs

of nonnegative measurable functions (F,G) such that, for any given ω ∈ A1(Rn),
∫

Rn

[F(x)]p0ω(x) dx ≤ C(p0,[ω]A1(Rn))

∫

Rn

[G(x)]p0ω(x) dx,

where C(p0,[ω]A1(Rn)) is a positive constant independent of (F,G), but depends on p0 and [ω]A1(Rn).

Assume that there exists a q0 ∈ [p0,∞) such that X1/q0 is a Banach function space and M is

bounded on (X1/q0 )′. Then there exists a positive constant C such that, for any (F,G) ∈ F ,

‖F‖X ≤ C‖G‖X .

2.4 Hardy type spaces

Now we recall the notion of Hardy type spaces associated with ball quasi-Banach function

spaces introduced in [59].

Definition 2.13. Let X be a ball quasi-Banach function space. Let ψ ∈ S(Rn) satisfy
∫
Rn ψ(x) dx ,

0 and b ∈ (0,∞) sufficiently large. Then the Hardy space HX(Rn) associated with X is defined by

setting

HX(Rn) :=
{

f ∈ S′(Rn) : ‖ f ‖HX (Rn) :=
∥∥∥M∗∗b ( f , ψ)

∥∥∥
X
< ∞

}
,

where M∗∗
b

( f , ψ) is defined by setting, for any x ∈ Rn,

(2.12) M∗∗b ( f , ψ)(x) := sup
(y,t)∈Rn+1

+

|ψt ∗ f (x − y)|

(1 + |y|/t)b
.
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Definition 2.14. Let X be a ball quasi-Banach function space, ǫ ∈ (0,∞), q ∈ [1,∞] and d ∈ Z+.

A measurable function m is called an (X, q, d, ǫ)-molecule associated with some ball B ⊂ Rn if

(i) for any j ∈ N, ‖m‖Lq(S j(B)) ≤ 2− jǫ |S j(B)|
1
q ‖1B‖

−1
X

, where S 0 := B and, for any j ∈ N,

S j(B) := (2 jB) \ (2 j−1B);

(ii)
∫
Rn m(x)xβ dx = 0 for any β := (β1, . . . , βn) ∈ Zn

+ with |β| := β1 + · · · + βn ≤ d, here and

thereafter, for any x := (x1, . . . , xn) ∈ Rn, xβ := x
β1

1
· · · x

βn
n .

We also need the following molecular characterization of HX(Rn), which is just [59, Theorem

3.9].

Lemma 2.15. Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6 with

0 < θ < s ≤ 1 and Assumption 2.7 with some q ∈ (1,∞] and the same s as in Assumption 2.6. Let

d ∈ Z+ with d ≥ ⌊n(1/θ− 1)⌋ and ǫ ∈ (0,∞) satisfy ǫ > n(1/θ− 1/q). Then f ∈ HX(Rn) if and only

if there exist a sequence {m j}
∞
j=1

of (X, q, d, ǫ)- molecules associated, respectively, with the balls

{B j}
∞
j=1
⊂ B, and {λ j}

∞
j=1
⊂ [0,∞) satisfying

∥∥∥∥∥∥∥∥∥



∞∑

j=1

(
λ j

‖1B j
‖X

)s

1B j



1/s
∥∥∥∥∥∥∥∥∥

X

< ∞

such that
∑∞

j=1 λ jm j converges in S′(Rn). Moreover,

‖ f ‖HX (Rn) ∼

∥∥∥∥∥∥∥∥∥



∞∑

j=1

(
λ j

‖1B j
‖X

)s

1B j



1/s
∥∥∥∥∥∥∥∥∥

X

,

where the positive equivalence constants are independent of f .

3 Change of angles in X-tent spaces

In this section, we establish an estimate on the change of angles in X-tent spaces. Now we

recall the notion of tent spaces associated with X.

Definition 3.1. For any α ∈ (0,∞) and x ∈ Rn, let Γα(x) := {(y, t) ∈ Rn+1
+ : |x − y| < αt}, which is

called the cone of aperture α with vertex x ∈ Rn.

Let α ∈ (0,∞). For any measurable function F : Rn+1
+ := Rn × (0,∞)→ C and x ∈ Rn, define

(3.1) A(α)(F)(x) :=

[∫

Γα(x)

|F(y, t)|2
dy dt

tn+1

] 1
2

,

where Γα(x) is as in Definition 3.1. A measurable function F is said to belong to the tent space

T
p,α
2

(Rn+1
+ ), with p ∈ (0,∞), if ‖F‖T p,α

2
(Rn+1
+ ) := ‖A(α)(F)‖Lp(Rn) < ∞. Recall that Coifman et al.

[18] introduced the tent space T
p,α
2

(Rn+1
+ ) for any p ∈ (0,∞) and α := 1. For any given ball quasi-

Banach function space X, the X-tent space Tα
X

(Rn+1
+ ), with aperture α, is defined to be the set of



10 Der-Chen Chang, SongbaiWang, Dachun Yang and Yangyang Zhang

all measurable functions F such that A(α)(F) ∈ X and naturally equipped with the quasi-norm

‖F‖Tα
X

(Rn+1
+ ) := ‖A(α)(F)‖X .

To prove Theorem 3.3, we need the following inequality on the change of angles in weighted

Lebesgue spaces, which is a part of [49, Proposition 3.2].

Lemma 3.2. Let α, β ∈ (0,∞) with α ≤ β and q ∈ [1,∞). If ω ∈ Aq(Rn) and p ∈ (0, 2q], then, for

any measurable function F on Rn+1
+ ,

∫

Rn

∣∣∣A(β)(F)(x)
∣∣∣p ω(x) dx ≤ C

(
β

α

)nq ∫

Rn

∣∣∣A(α)(F)(x)
∣∣∣p ω(x) dx,

where the positive constant C is independent of α, β and F.

Using Lemma 3.2 and Theorem 2.12, we have the following estimate on the change of angles

in X-tent spaces, which plays a key role in the proof of Theorem 4.11 below.

Theorem 3.3. Let X be a ball quasi-Banach function space. Assume that there exists an s ∈ (0,∞)

such that X1/s is a ball Banach function space andM is bounded on (X1/s)′. Then there exists a

positive constant C such that, for any α ∈ [1,∞) and any measurable function F on Rn+1
+ ,

(3.2)
∥∥∥A(α)(F)

∥∥∥
X
≤ Cαmax{ n2 ,

n
s
}
∥∥∥A(1)(F)

∥∥∥
X
.

Remark 3.4. Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6 with

0 < θ < s ≤ 1 and Assumption 2.7 with some q ∈ (1,∞] and the same s as in Assumption 2.6. In

this case, Wang et al. [68, Lemma 2.20] proved that there exists a positive constant C such that,

for any α ∈ [1,∞) and any measurable function F on Rn+1
+ ,

∥∥∥A(α)(F)
∥∥∥

X
≤ Cαmax{ n2−

n
q
+ n
θ ,

n
θ }

∥∥∥A(1)(F)
∥∥∥

X
.

Compared with the assumptions and the conclusions of [68, Lemma 2.20], the assumptions in

Theorem 3.3 are much weaker and the conclusions in Theorem 3.3 are more refined. We should

also point out that, in the case of X := Lp(Rn) with p ∈ (0,∞), Theorem 3.3 coincides with the

classical conclusions in [6, Theorem 1.1].

Proof of Theorem 3.3. Let X be a ball quasi-Banach function space and s ∈ (0,∞). Assume that

X1/s is a ball Banach function space andM is bounded on (X1/s)′. To show (3.2), we consider the

following two cases on s.

If s ∈ (0, 2], let

F :=
{(
A(α)(F), α

n
sA(1)(F)

)
: α ∈ [1,∞), F ∈M (Rn+1

+ )
}
.

Then, by Lemma 3.2, we know that, for any given ω ∈ A1(Rn) and for any (A(α)(F), α
n
sA(1)(F)) ∈

F ,

∫

Rn

∣∣∣A(α)(F)(x)
∣∣∣s ω(x) dx . αn

∫

Rn

∣∣∣A(1)(F)(x)
∣∣∣s ω(x) dx ∼

∫

Rn

∣∣∣α n
sA(1)(F)(x)

∣∣∣s ω(x) dx,
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which, together with the assumptions that X1/s is a ball Banach function space andM is bounded

on (X1/s)′, and Lemma 2.12, further implies that, for any α ∈ [1,∞) and F ∈M (Rn+1
+ ),

(3.3)
∥∥∥A(α)(F)

∥∥∥
X
. α

n
s

∥∥∥A(1)(F)
∥∥∥

X
.

This is the desired estimate.

If s ∈ (2,∞), let

F :=
{(
A(α)(F), α

n
2A(1)(F)

)
: α ∈ (1,∞), F ∈M (Rn+1

+ )
}
.

Since s/2 > 1, by the definition of Ap(Rn) weights, we know that, for any ω ∈ A1(Rn), ω ∈

As/2(Rn) holds true. From this and Lemma 3.2, we easily deduce that, for any given ω ∈ A1(Rn)

and for any (A(α)(F), α
n
2A(1)(F)) ∈ F ,

∫

Rn

∣∣∣A(α)(F)(x)
∣∣∣s ω(x) dx . α

ns
2

∫

Rn

∣∣∣A(1)(F)(x)
∣∣∣s ω(x) dx ∼

∫

Rn

∣∣∣α n
2A(1)(F)(x)

∣∣∣s ω(x) dx,

which, combined with the assumptions that X1/s is a ball Banach function space andM is bounded

on (X1/s)′, and Lemma 2.12, further implies that, for any α ∈ [1,∞) and F ∈M (Rn+1
+ ),

(3.4)
∥∥∥A(α)(F)

∥∥∥
X
. α

n
2

∥∥∥A(1)(F)
∥∥∥

X
.

By (3.3) and (3.4), we conclude that, for any α ∈ [1,∞) and F ∈M (Rn+1
+ ),

∥∥∥A(α)(F)
∥∥∥

X
. αmax{ n2 ,

n
s
}
∥∥∥A(1)(F)

∥∥∥
X
,

which is also the desired estimate and hence then completes the proof of Theorem 3.3. �

4 Littlewood–Paley function characterizations

In this section, we establish various Littlewood–Paley function characterizations of HX(Rn),

including its characterizations via the Lusin area function, the Littlewood–Paley g-function and

the Littlewood–Paley g∗λ-function, respectively, in §4.1, §4.2 and §4.3 below.

In what follows, the symbol ~0n denotes the origin of Rn and, for any φ ∈ S(Rn), φ̂ denotes its

Fourier transform which is defined by setting, for any ξ ∈ Rn,

φ̂(ξ) :=

∫

Rn

e−2πixξφ(x) dx.

For any f ∈ S′(Rn), f̂ is defined by setting, for any ϕ ∈ S(Rn), 〈 f̂ , ϕ〉 := 〈 f , ϕ̂〉; also, for any

f ∈ S(Rn) [resp., S′(Rn)], f∨ denotes its inverse Fourier transform which is defined by setting,

for any ξ ∈ Rn, f∨(ξ) := f̂ (−ξ) [resp., for any ϕ ∈ S(Rn), 〈 f∨, ϕ〉 := 〈 f , ϕ∨〉].

Definition 4.1. Let ϕ ∈ S(Rn) satisfy ϕ̂(~0n) = 0 and assume that, for any ξ ∈ Rn \ {~0n}, there exists

a t ∈ (0,∞) such that ϕ̂(tξ) , 0. For any distribution f ∈ S′(Rn), the Lusin-area function S ( f )
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and the Littlewood-Paley g∗λ-function g∗λ( f ) with any given λ ∈ (0,∞) are defined, respectively, by

setting, for any x ∈ Rn,

(4.1) S ( f )(x) :=

{∫

Γ(x)

|ϕt ∗ f (y)|2
dy dt

tn+1

} 1
2

and

(4.2) g∗λ( f )(x) :=



∫ ∞

0

∫

Rn

(
t

t + |x − y|

)λn

|ϕt ∗ f (x)|2
dy dt

tn+1



1
2

,

where, for any x ∈ Rn, Γ(x) is as in Definition 3.1 and, for any t ∈ (0,∞) and x ∈ Rn, ϕt(x) :=

t−nϕ(x/t).

Definition 4.2. Let ϕ ∈ S(Rn) satisfy ϕ̂(~0n) = 0 and assume that, for any x ∈ Rn \ {~0n}, there exists

a j ∈ Z such that ϕ̂(2 jx) , 0. For any f ∈ S′(Rn), the Littlewood–Paley g-function g( f ) is defined

by setting, for any x ∈ Rn,

(4.3) g( f )(x) :=

[∫ ∞

0

| f ∗ ϕt(x)|2
dt

t

]1/2

.

Remark 4.3. (i) The way to define the Littlewood–Paley functions in Definitions 4.1 and 4.2 is

the same as in [69, (3.2), (3.3) and (3.4)]. Observe that, in Definitions 4.1 and 4.2, we did not

assume that ϕ is radial and has compact support and hence, compared with the assumptions

required in [34, 35, 43, 51, 78, 76], the assumptions here in both cases are quite weaker.

(ii) In all these Littlewood–Paley function characterizations of HX(Rn), we only need ϕ̂(~0n) =

0, namely, ϕ has a zero order vanishing moment. Compared with all the known results

on the Littlewood–Paley function characterizations on function spaces (see, for instance,

[34, 35, 43, 51, 78, 76]), this assumption on the vanishing moment of ϕ is also minimal.

4.1 Characterization by the Lusin area function

In this subsection, borrowing some ideas from the proof of [69, Theorem 3.12], we characterize

the Hardy type space HX(Rn) by the Lusin-area function.

Let α ∈ (0,∞). For any ball B(x, r) ⊂ Rn with x ∈ Rn and r ∈ (0,∞), let

Tα(B) :=

{
(y, t) ∈ Rn+1

+ : 0 < t <
r

α
, |y − x| < r − αt

}
.

When α = 1, we denote Tα(B) simply by T (B).

Definition 4.4. Let X be a ball quasi-Banach function space, p ∈ (1,∞) and α ∈ (0,∞). A

measurable function a : Rn+1
+ → C is called a (TX , p)-atom, supported in T (B), if there exists a

ball B ⊂ Rn such that

(i) supp(a) := {(x, t) ∈ Rn+1
+ : a(x, t) , 0} ⊂ T (B),
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(ii) ‖a‖
T

p,1
2

(Rn+1
+ )
≤ |B|1/p/‖1B‖X.

Moreover, if a is a (TX , p)-atom for any p ∈ (1,∞), then a is called a (TX ,∞)-atom.

To establish the Lusin area function characterization of HX(Rn), we need the following lemma

which is just [59, Proposition 4.9].

Lemma 4.5. Let F : Rn+1
+ → C be a measurable function. Assume that X is a ball quasi-Banach

function space satisfying Assumptions 2.6 and 2.7 with the same s ∈ (0, 1]. Then f ∈ T 1
X

(Rn+1
+ )

if and only if there exist a sequence {λ j}
∞
j=1
⊂ [0,∞) and a sequence {A j}

∞
j=1

of (T 1
X
,∞)-atoms

supported, respectively, in {T (B j)}
∞
j=1

such that, for almost every (x, t) ∈ Rn+1
+ ,

F(x, t) =

∞∑

j=1

λ jA j(x, t) and |F(x, t)| =

∞∑

j=1

λ j|A j(x, t)|

pointwisely, and ∥∥∥∥∥∥∥∥∥



∞∑

j=1

(
λ j

‖1B j
‖X

)s

1B j



1/s
∥∥∥∥∥∥∥∥∥

X

< ∞.

Moreover,

‖ f ‖T 1
X

(Rn+1
+ ) ∼ Λ

(
{λ jA j} j∈N

)

where the positive equivalence constants are independent of f , but depend on s.

Combining Calderón [12, Lemma 4.1] and Folland and Stein [25, Theorem 1.64] (see also

[70, Lemma 4.6]), the following Calderón reproducing formula was obtained in [77, Lemma 4.4].

Recall that f ∈ S′(Rn) is said to vanish weakly at infinity if, for any φ ∈ S(Rn), f ∗ φt → 0 in

S′(Rn) as t → ∞ (see, for instance, [25, p. 50]), here and thereafter, for any t ∈ (0,∞) and function

φ on Rn, we always let φt(·) := t−nφ(·/t). In what follows, the symbol ǫ → 0+ means that ǫ ∈ (0,∞)

and ǫ → 0, and the symbol C∞c (Rn) denotes the set of all infinitely differentiable functions with

compact supports.

Lemma 4.6. Let φ be a Schwartz function and assume that, for any x ∈ Rn \ {~0n}, there exists

a t ∈ (0,∞) such that φ̂(tx) , 0. Then there exists a ψ ∈ S(Rn) such that ψ̂ ∈ C∞c (Rn) with its

support away from ~0n, φ̂ψ̂ ≥ 0 and, for any x ∈ Rn \ {~0n},

∫ ∞

0

φ̂(tx)ψ̂(tx)
dt

t
= 1.

Moreover, for any f ∈ S′(Rn), if f vanishes weakly at infinity, then

f =

∫ ∞

0

f ∗ φt ∗ ψt

dt

t
in S′(Rn),

namely,

f = lim
ǫ→0+

A→∞

∫ A

ǫ

f ∗ φt ∗ ψt

dt

t
in S′(Rn).
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To obtain the Lusin area function characterization of HX(Rn), we also need the following tech-

nical lemma.

Lemma 4.7. Let X be a ball quasi-Banach function space. Assume that there exists an s ∈ (0,∞)

such that X1/s is a ball Banach function space andM is bounded on (X1/s)′. Then there exists an

ǫ ∈ (0, 1) such that X continuously embeds into Ls
ω(Rn) with ω := [M(1

B(~0n ,1)
)]ǫ .

Proof. By [59, Lemma 2.15(ii)] and the fact that M is bounded on (X1/s)′, we know that there

exists an η ∈ (1,∞) such thatM(η) is bounded on (X1/s)′. Let ǫ ∈ (1/η, 1) and ω := [M(1
B(~0n ,1)

)]ǫ .

To show this lemma, it suffices to prove that, for any f ∈ X,

(4.4) ‖ f ‖Ls
ω(Rn) . ‖ f ‖X .

Indeed, from [30, (2.1.6)], we deduce that, for any x ∈ Rn, M(1
B(~0n,1)

)(x) ∼ (|x| + 1)−n, which

implies that, for any x ∈ B(~0n, 2),

(4.5) ω(x) =
[
M

(
1

B(~0n,1)

)
(x)

]ǫ
. 1

and, for any k ∈ N and x ∈ B(~0n, 2
k+1) \ B(~0n, 2

k),

(4.6) ω(x) =
[
M

(
1

B(~0n,1)

)
(x)

]ǫ
. 2−ǫkn.

Combining (4.5), (4.6), the Hölder inequality and the fact that X1/s is a ball Banach function space,

we conclude that, for any f ∈ X,

∫

Rn

| f (x)|s ω(x) dx =

∫

B(~0n,2)

| f (x)|s ω(x) dx +

∞∑

k=1

∫

B(~0n,2k+1)\B(~0n,2k)

· · ·

.
∥∥∥| f |s

∥∥∥
X1/s

∥∥∥∥1
B(~0n,2)

∥∥∥∥
(X1/s)′

+

∞∑

k=1

∫

B(~0n,2k+1)\B(~0n,2k)

| f (x)|s2−ǫkn dx

.
∥∥∥| f |s

∥∥∥
X1/s

∥∥∥∥1
B(~0n,2)

∥∥∥∥
(X1/s)′

+

∞∑

k=1

2−ǫkn
∥∥∥| f |s

∥∥∥
X1/s

∥∥∥∥1
B(~0n,2k+1)

∥∥∥∥
(X1/s)′

,

which, together with 1
B(~0n,2k)

. 2kn/ηM(η)(1
B(~0n,1)

) for any k ∈ N and the fact thatM(η) is bounded

on (X1/s)′, further implies that

∫

Rn

| f (x)|s ω(x) dx .
∞∑

k=1

2−ǫkn ‖ f ‖sX

∥∥∥∥2kn/ηM(η)(1
B(~0n,1)

)
∥∥∥∥

(X1/s)′

.
∞∑

k=1

2−(ǫ−1/η)kn ‖ f ‖sX

∥∥∥∥1
B(~0n,1)

∥∥∥∥
(X1/s)′

. ‖ f ‖sX ,

which implies that (4.4) holds true and hence completes the proof of Lemma 4.7. �

Now we recall the notion of atoms associated with X, which is just [59, Definition 3.5].
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Definition 4.8. Let X be a ball quasi-Banach function space, q ∈ (1,∞] and d ∈ Z+. Then a

measurable function a on Rn is called an (X, q, d)-atom if there exists a ball B ∈ B such that

(i) supp a := {x ∈ Rn : a(x) , 0} ⊂ B;

(ii) ‖a‖Lq(Rn) ≤
|B|1/q

‖1B‖X
;

(iii)
∫
Rn a(x)xα dx = 0 for any α ∈ Zn

+ with |α| ≤ d.

In what follows, for any t ∈ (0,∞), the symbol et∆ f denotes the heat extension of f ∈ S′(Rn),

namely, for any x ∈ Rn,

et∆ f (x) :=

〈
f ,

1

(4πt)n/2
exp

(
−
|x − ·|2

4t

)〉
.

Theorem 4.9. Assume that X is a ball quasi-Banach function space satisfying Assumptions 2.6

and 2.7 with the same s ∈ (0, 1]. Then f ∈ HX(Rn) if and only if f ∈ S′(Rn), f vanishes weakly at

infinity and ‖S ( f )‖X < ∞. Moreover, for any f ∈ HX(Rn),

‖ f ‖HX (Rn) ∼ ‖S ( f )‖X ,

where the positive equivalence constants are independent of f .

Remark 4.10. If ϕ appearing in the definition of S ( f ) as in (4.1) satisfies that 1
B(~0n ,4)\B(~0n,2)

≤ ϕ̂ ≤

1
B(~0n,8)\B(~0n,1)

, then, in this case, Theorem 4.9 coincides with [59, Theorem 3.21]. We point out

that there exists a gap in lines 1-17 of [59, p. 52] which appears in the proof of [59, Theorem 3.21]

when Sawano et al. proved that f vanishes weakly at infinity. We seal this gap in the below proof

of Theorem 4.9 by using Lemma 4.7.

Proof of Theorem 4.9. Let θ and s be as in Assumption 2.6.

We first prove the necessity. To this end, let f ∈ HX(Rn) and we need to show that f van-

ishes weakly at infinity, which seals the gap mentioned in Remark 4.10. From Lemma 4.7,

we deduce that there exists an ǫ ∈ (0, 1) such that X continuously embeds into Ls
ω(Rn) with

ω := [M(1
B(~0n ,1)

)]ǫ , which implies that f ∈ Hs
ω(Rn), where Hs

ω(Rn) is the weighted Hardy space as

in Definition 2.13 with X replaced by Ls
ω(Rn). By [30, Theorem 7.2.7], we know that ω ∈ A1(Rn),

which, combined with [68, Remark 2.4(b) and Remark 2.6(b)], implies that Ls
ω(Rn) satisfies all

the assumptions of [59, Theorems 3.7]. Let d ≥ ⌊n(1/θ − 1)⌋. Then, using [59, Theorem 3.7] and

the fact that f ∈ Hs
ω(Rn), we conclude that there exist a sequence {a j} j∈N of (Ls

ω(Rn),∞, d)-atoms

supported, respectively, in balls {B j} j∈N and a sequence {λ j} j∈N ⊂ [0,∞) such that

(4.7) f =
∑

j∈N

λ ja j in Hs
ω(Rn)

and

(4.8)

∥∥∥∥∥∥∥∥∥


∑

j∈N

[
λ j1B j

‖1B j
‖Ls

ω(Rn)

]s


1
s

∥∥∥∥∥∥∥∥∥
Ls
ω(Rn)

. ‖ f ‖Hs
ω(Rn) < ∞,
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where an (Ls
ω(Rn),∞, d)-atom is as in Definition 4.8 with X replaced by Ls

ω(Rn). Take ϕ, ψ ∈

S(Rn). Then, by the fact that f =
∑

j∈N λ ja j in Hs
ω(Rn), we find that, for any t ∈ (0,∞) and finite

set F ⊂ N,
∫

Rn

ψt ∗ f (x)ϕ(x) dx =
∑

j∈F

λ j

∫

Rn

ψt ∗ a j(x)ϕ(x) dx +
∑

j∈N\F

· · · .(4.9)

Notice that, for any j ∈ N, a j ∈ L∞(Rn), which implies that a j vanishes weakly at infinity. Thus, for

any given ε ∈ (0,∞) and finite set F ⊂ N, there exists tε,F ∈ (0,∞) such that, for any t ∈ (tε,F,∞),

(4.10)

∣∣∣∣∣∣∣∣

∑

j∈F

λ j

∫

Rn

ψt ∗ a j(x)ϕ(x) dx

∣∣∣∣∣∣∣∣
< ε.

Moreover, for any j ∈ N, using the fact that a j is an (Ls
ω(Rn),∞, d)-atom, similarly to the proof of

[59, (4.16)], we conclude that, for any t, t1 ∈ (0,∞) and x ∈ Rn,

∣∣∣e−t1∆ψt ∗ a j(x)
∣∣∣ . 1

‖1B j
‖Ls

ω(Rn)
M(θ)(1B j

)(x),

which, together with [59, Corollary 3.2], s ∈ (0, 1] and Assumption 2.6, implies that

∣∣∣∣∣∣∣∣

∑

j∈N\F

λ j

∫

Rn

ψt ∗ a j(x)ϕ(x) dx

∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣


∑

j∈N\F

λ jψt ∗ a j

 ∗ [ϕ(−·)](~0n)

∣∣∣∣∣∣∣∣
.

∥∥∥∥∥∥∥∥

∑

j∈N\F

λ jψt ∗ a j

∥∥∥∥∥∥∥∥
Hs
ω(Rn)

∼

∥∥∥∥∥∥∥∥

∑

j∈N\F

λ j sup
t1∈(0,∞)

∣∣∣e−t1∆ψt ∗ a j

∣∣∣

∥∥∥∥∥∥∥∥
Ls
ω(Rn)

.

∥∥∥∥∥∥∥∥

∑

j∈N\F

λ j

‖1B j
‖Ls

ω(Rn)
M(θ)(1B j

)

∥∥∥∥∥∥∥∥
Ls
ω(Rn)

.

∥∥∥∥∥∥∥∥∥


∑

j∈N\F

[
λ j

‖1B j
‖Ls

ω(Rn)
M(θ)(1B j

)

]s


1/s
∥∥∥∥∥∥∥∥∥

Ls
ω(Rn)

.

∥∥∥∥∥∥∥∥∥


∑

j∈N\F

(
λ j

‖1B j
‖Ls

ω(Rn)

)s

1B j



1/s
∥∥∥∥∥∥∥∥∥

Ls
ω(Rn)

.

From this, the fact that ∥∥∥∥∥∥∥∥∥


∑

j∈N

(
λ j

‖1B j
‖Ls

ω(Rn)

)s

1B j



1
s

∥∥∥∥∥∥∥∥∥
Ls
ω(Rn)

< ∞,

and the dominated convergence theorem, we deduce that, for ε ∈ (0,∞) as in (4.10), there exists a

finite set F ⊂ N such that, for any t ∈ (0,∞),

∣∣∣∣∣∣∣∣

∑

j∈N\F

λ j

∫

Rn

ψt ∗ a j(x)ϕ(x) dx

∣∣∣∣∣∣∣∣
< ε,

which, combined with (4.9) and (4.10), further implies that f vanishes weakly at infinity.
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Then, by an argument similar to that used in the proof of [59, Theorem 3.21], we obtain the

necessity of this theorem and we omit the details.

Now we prove the sufficiency. To this end, let f ∈ S′(Rn) vanish weakly at infinity and satisfy

that S ( f ) ∈ X. By this and Lemma 4.6, we conclude that there exists a ψ ∈ S(Rn) such that

(4.11) supp(ψ̂) ⊂ B(~0n, b) \ B(~0n, a),

where b, a ∈ (0,∞) and b > a, and

(4.12) f =

∫ ∞

0

f ∗ ϕt ∗ ψt

dt

t
in S′(Rn)

with ϕ as in Definition 4.1. It remains to prove that f ∈ HX(Rn). For any (x, t) ∈ Rn+1
+ , let

F(x, t) := f ∗ ϕt(x). Then, by the fact that ‖S ( f )‖X < ∞, we know that F ∈ T 1
X

(Rn+1
+ ). From this

and Lemma 4.5, it follows that there exist a sequence {A j}
∞
j=1

of (T 1
X
,∞)-atoms and {λ j}

∞
j=1
⊂ [0,∞)

such that, for almost every (x, t) ∈ Rn+1
+ ,

F(x, t) =
∑

j∈N

λ jA j(x, t) and |F(x, t)| =
∑

j∈N

λ j|A j(x, t)|(4.13)

pointwisely on Rn+1
+ and, for some s ∈ (0, 1],

∥∥∥∥∥∥∥∥∥



∞∑

j=1

(
λ j

‖1B j
‖X

)s

1B j



1/s
∥∥∥∥∥∥∥∥∥

X

. ‖F‖T 1
X

(Rn+1
+ ) ∼ ‖S ( f )‖X .(4.14)

For any j ∈ N and x ∈ Rn, let

(4.15) A j(x) :=

∫ ∞

0

∫

Rn

A j(y, t)ψt(x − y)
dy dt

t
.

Similarly to the proof of [34, Lemma 4.8], we conclude that, up to a harmless constant multiple,

{A j}
∞
j=1

is a sequence of (X, q, d, ǫ)- molecules associated, respectively, with balls {B j}
∞
j=1

, where q,

d and ǫ are as in Lemma 2.15. Repeating the argument used in [69, (3.27)], we find that
∑∞

j=1 λ jA j

converges in S′(Rn). Using this, (4.14) and Lemma 2.15, we then obtain
∑∞

j=1 λ jA j ∈ HX(Rn) and

(4.16)

∥∥∥∥∥∥∥∥

∞∑

j=1

λ jA j

∥∥∥∥∥∥∥∥
HX

.

∥∥∥∥∥∥∥∥∥



∞∑

j=1

(
λ j

‖1B j
‖X

)s

1B j



1/s
∥∥∥∥∥∥∥∥∥

X

. ‖S ( f )‖X .

Let g :=
∑∞

j=1 λ jA j in S′(Rn). Then g ∈ HX(Rn). From this and the necessity of this theorem, it

follows that g vanishes weakly at infinity. Using this and repeating the proof of [69, (3.30)] , we

find that

(4.17) f = g in S′(Rn)

holds true. By (4.17) and (4.16), we conclude that f ∈ HX(Rn) and ‖ f ‖WHX (Rn) . ‖S ( f )‖WX , which

completes the proof of the sufficiency and hence of Theorem 4.9. �
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4.2 Characterization by the Littlewood–Paley g∗λ-Function

In this subsection, we establish the Littlewood–Paley g∗λ-function characterization of HX(Rn).

Let X be a ball quasi-Banach function space and

(4.18) r+ := sup
{
s ∈ (0,∞) : X satisfies Assumption 2.7 for this s and some q ∈ (s,∞)

}
.

Theorem 4.11. Assume that X is a ball quasi-Banach function space satisfying Assumptions 2.6

and 2.7 with the same s ∈ (0, 1]. Let r+ be as in (4.18) and λ ∈ (max{1, 2/r+},∞). Then f ∈

HX(Rn) if and only if f ∈ S′(Rn), f vanishes weakly at infinity and ‖g∗λ( f )‖X < ∞. Moreover, for

any f ∈ HX(Rn),

‖ f ‖HX (Rn) ∼ ‖g
∗
λ( f )‖X ,

where the positive equivalence constants are independent of f .

Remark 4.12. Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6

with 0 < θ < s ≤ 1 and Assumption 2.7 with some q ∈ (1,∞] and the same s as in Assumption 2.6.

Let r+ be as in (4.18). We point out that the g∗λ-function characterization in Theorem 4.11 widens

the range of λ ∈ (max{2/θ, 2/θ+1−2/q},∞) in [68, Theorem 2.10(ii)] into λ ∈ (max{1, 2/r+},∞).

In the case of X := Lp(Rn) with p ∈ (0,∞), the range of λ in Theorem 4.11 coincides with the best

known one, namely, (max{1, 2/p},∞) in [25].

Proof of Theorem 4.11. By Theorem 4.9 and the fact that, for any f ∈ S′(Rn), S ( f ) ≤ g∗λ( f ), we

easily obtain the sufficiency of this theorem and still need to show its necessity.

To this end, let f ∈ HX(Rn). By Theorem 4.9, we know that f vanishes weakly at infinity.

Moreover, for any x ∈ Rn, we have

g∗λ( f )(x) ≤



∫ ∞

0

∫

|x−y|<t

(
t

t + |x − y|

)λn

|ϕt ∗ f (y)|2
dy dt

tn+1

+

∞∑

m=0

∫ ∞

0

∫

2mt≤|x−y|<2m+1 t

· · ·



1
2

≤ A(1) (F) (x) +

∞∑

m=0

2
−λnm

2 A(2m+1) (F) (x),

where F(x, t) := ϕt ∗ f (x) for any x ∈ Rn and t ∈ (0,∞).

For any given λ ∈ (max{1, 2/r+},∞), there exists an r ∈ (0, r+] such that X satisfies Assumption

2.7 for this r and some q ∈ (r,∞), and λ ∈ (max{1, 2/r},∞). Let ν ∈ (0,min{1, r}]. Then, by the

assumption that X1/r is a ball Banach function space, and Lemma 2.5, we know that X1/ν is also a

ball Banach function space. Since X satisfies Assumption 2.7, from Lemma 2.9 and the fact that

(q/r)′ ∈ (1,∞), we deduce thatM is bounded on (X1/r)′, which, combined with the fact that X1/r

is a ball Banach function space, and Theorem 3.3, implies that, for any m ∈ N,

∥∥∥∥A(2m+1) (F)
∥∥∥∥

X
. max

{
2

mn
2 , 2

mn
r

} ∥∥∥A(1) (F)
∥∥∥

X
.
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By this, the fact that X1/ν is a ball Banach function space, λ ∈ (max{ 2
r
, 1},∞), and Theorem 4.9,

we conclude that

∥∥∥g∗λ( f )
∥∥∥ν

X
=

∥∥∥∥
[
g∗λ( f )

]ν∥∥∥∥
X1/ν
.

∥∥∥∥
[
A(1) (F)

]ν∥∥∥∥
X1/ν
+

∞∑

m=0

2
−λnmν

2

∥∥∥∥
[
A(2m+1) (F)

]ν∥∥∥∥
X1/ν

.
∥∥∥A(1) (F)

∥∥∥ν
X
+

∞∑

m=0

2
−λnmν

2 max
{
2

mnν
2 , 2

mnν
r

} ∥∥∥A(1) (F)
∥∥∥ν

X

. ‖S ( f )‖νX ∼ ‖ f ‖
ν
HX(Rn),

where, in the penultimate step, we used the fact that A(1) (F) = S ( f ). This finishes the proof of

the necessity and hence of Theorem 4.11. �

4.3 Characterization by the Littlewood–Paley g-function

We have the following Littlewood–Paley g-function characterization of HX(Rn).

Theorem 4.13. Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6

with 0 < θ < s ≤ 1 and Assumption 2.7 with the same s as in Assumption 2.6. Assume that there

exists a positive constant C such that, for any { f j}
∞
j=1
⊂M (Rn),

(4.19)

∥∥∥∥∥∥∥∥∥



∞∑

j=1

[
M(θ)( f j)

]s



1
s

∥∥∥∥∥∥∥∥∥
Xs/2

≤ C

∥∥∥∥∥∥∥∥∥



∞∑

j=1

| f j|
s



1
s

∥∥∥∥∥∥∥∥∥
Xs/2

.

Then f ∈ HX(Rn) if and only if f ∈ S′(Rn), f vanishes weakly at infinity and ‖g( f )‖X < ∞.

Moreover, for any f ∈ HX(Rn),

‖ f ‖HX (Rn) ∼ ‖g( f )‖X ,

where the positive equivalence constants are independent of f .

The following pointwise estimate is a slight variant of [66, (2.66)], which is just [69, Lemma

3.21].

Lemma 4.14. Let φ be a Schwartz function and assume that, for any x ∈ Rn \ {~0n}, there exists

a j ∈ Z such that φ̂(2 jx) , 0. Then, for any given N0 ∈ N and γ ∈ (0,∞), there exists a positive

constant C(N0,γ,φ), depending only on n, N0, γ and φ, such that, for any s ∈ [1, 2], a ∈ (0,N0],

l ∈ Z, f ∈ S′(Rn) and x ∈ Rn,

[(
φ∗

2−ls
f
)
a

(x)
]γ
≤ C(N0,γ,φ)

∞∑

k=0

2−kN0γ2(k+l)n

∫

Rn

|(φ2−(k+l))s ∗ f (y)|γ

(1 + 2l |x − y|)aγ
dy.

Proof of Theorem 4.13. By an argument similar to that used in the proof of [68, Theorem 2.10(i)],

we obtain the necessity of this theorem.

Conversely, repeating the proof of [68, Theorem 2.10(i)] via replacing [68, Lemma 2.14] used

therein by Lemma 4.14 here, we complete the proof of the sufficiency and hence of Theorem

4.13. �
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5 Applications

In this section, we apply Theorems 4.9, 4.11 and 4.13, respectively, to five concrete exam-

ples of ball quasi-Banach function spaces, namely, Morrey spaces (see §5.1 below), mixed-norm

Lebesgue spaces (see §5.2 below), variable Lebesgue spaces (see §5.3 below), weighted Lebesgue

spaces (see §5.4 below) and Orlicz-slice spaces (see §5.5 below). Observe that, among these five

examples, only variable Lebesgue spaces are quasi-Banach function spaces as in Remark 2.2(ii),

while the other four examples are ball quasi-Banach function spaces, which are not necessary to

be quasi-Banach function spaces.

5.1 Morrey spaces

Recall that, due to the applications in elliptic partial differential equations, the Morrey space

M
p
r (Rn) with 0 < r ≤ p < ∞ was introduced by Morrey [50] in 1938. In recent decades, there

exists an increasing interest in applications of Morrey spaces to various areas of analysis such as

partial differential equations, potential theory and harmonic analysis (see, for instance, [3, 4, 16,

39, 75]).

Definition 5.1. Let 0 < r ≤ p < ∞. The Morrey space M
p
r (Rn) is defined to be the set of all

measurable functions f such that

‖ f ‖Mp
r (Rn) := sup

B∈B

|B|1/p−1/r‖ f ‖Lq(B) < ∞,

where B is as in (2.1) (the set of all balls of Rn).

Remark 5.2. Observe that, as was pointed out in [59, p. 86], M
p
r (Rn) may not be a quasi-Banach

function space, but it is a ball quasi-Banach function space as in Definition 2.1.

Let 0 < r ≤ p < ∞. From [60, Theorem 2.4] and [65, Lemma 2.5], it follows that M
p
r (Rn)

satisfies Assumption 2.6 for any θ, s ∈ (0,min{1, r}) with θ < s (see also [16, 33]). Applying [33,

Lemma 5.7] and [61, Theorem 4.1], we can easily show that Assumption 2.7 holds true for any

given s ∈ (0, r) and q ∈ (r,∞], and X := M
p
r (Rn). Thus, all the assumptions of main theorems

in Section 4 are satisfied. Using Theorems 4.9, 4.13 and 4.11, we obtain the following character-

izations of Morrey–Hardy space HM
p
r (Rn), respectively, in terms of the Lusin area function, the

Littlewood–Paley g-function and the Littlewood–Paley g∗λ-function.

Theorem 5.3. Let p, r ∈ (0,∞) with r ≤ p. Then f ∈ HM
p
r (Rn) if and only if either of the

following two items holds true:

(i) f ∈ S′(Rn), f vanishes weakly at infinity and S ( f ) ∈ M
p
r (Rn), where S ( f ) is as in (4.1).

(ii) f ∈ S′(Rn), f vanishes weakly at infinity and g( f ) ∈ M
p
r (Rn), where g( f ) is as in (4.3).

Moreover, for any f ∈ HM
p
r (Rn),

‖ f ‖HM
p
r (Rn) ∼ ‖S ( f )‖Mp

r (Rn) ∼ ‖g( f )‖Mp
r (Rn),

where the positive equivalence constants are independent of f .
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Remark 5.4. If ϕ appearing in the definitions of S ( f ) and g( f ) as in (4.1) and (4.3) satisfies that

1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

, then, in this case, Theorem 5.24 was obtained by Sawano et al.

[59, Theorem 3.21].

Theorem 5.5. Let p, r ∈ (0,∞) with r ≤ p, and λ ∈ (max{1, 2/r},∞). Then f ∈ HM
p
r (Rn) if

and only if f ∈ S′(Rn), f vanishes weakly at infinity and ‖g∗λ( f )‖Mp
r (Rn) < ∞. Moreover, for any

f ∈ HM
p
r (Rn),

‖ f ‖HM
p
r (Rn) ∼ ‖g

∗
λ( f )‖Mp

r (Rn),

where the positive equivalence constants are independent of f .

Remark 5.6. If p ∈ (0, 1], r ∈ (0, p] and ϕ appearing in the definition of g∗λ( f ) as in (4.2) satisfies

that 1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

then, in this case, Wang et al. [68, Corollary 2.22(v)] also

obtained the same result as in Theorem 5.5. When p ∈ (1,∞) and r ∈ (0, p], to the best of our

knowledge, the result of Theorem 5.5 is new.

5.2 Mixed-norm Lebesgue spaces

The mixed-norm Lebesgue space L~p(Rn) was studied by Benedek and Panzone [9] in 1961,

which can be traced back to Hormander [31]. Later on, in 1970, Lizorkin [46] further developed

both the theory of multipliers of Fourier integrals and estimates of convolutions in the mixed-norm

Lebesgue spaces. Particularly, in order to meet the requirements arising in the study of the bound-

edness of operators, partial differential equations and some other analysis fields, the real-variable

theory of mixed-norm function spaces, including mixed-norm Morrey spaces, mixed-norm Hardy

spaces, mixed-norm Besov spaces and mixed-norm Triebel–Lizorkin spaces, has rapidly been de-

veloped in recent years (see, for instance, [17, 29, 55, 37, 35, 36]).

Definition 5.7. Let ~p := (p1, . . . , pn) ∈ (0,∞]n. The mixed-norm Lebesgue space L~p(Rn) is

defined to be the set of all measurable functions f such that

‖ f ‖L~p(Rn) :=



∫

R

· · ·

[∫

R

| f (x1, . . . , xn)|p1 dx1

] p2
p1

· · · dxn



1
pn

< ∞

with the usual modifications made when pi = ∞ for some i ∈ {1, . . . , n}.

In this subsection, for any ~p := (p1, . . . , pn) ∈ (0,∞)n, we always let p− := min{p1, . . . , pn} and

p+ := max{p1, . . . , pn}.

Let ~p ∈ (0,∞)n. Then L~p(Rn) satisfies Assumption 2.6 for any θ, s ∈ (0,min{1, p−}) with θ < s

(see [35, Lemma 3.7]). Applying [35, Lemma 3.5] and [9, Theorem 1.a], we can easily show that

Assumption 2.7 holds true for any given s ∈ (0, p−) and q ∈ (p+,∞], and X := L~p(Rn). Thus, all

the assumptions of main theorems in Sections 3 and 4 are satisfied. Using Theorems 4.9, 4.13 and

4.11, we obtain the following characterizations of the mixed Hardy space H~p(Rn), respectively,

in terms of the Lusin area function, the Littlewood–Paley g-function and the Littlewood–Paley

g∗λ-function.

Theorem 5.8. Let ~p := (p1, . . . , pn) ∈ (0,∞)n. Then f ∈ H~p(Rn) if and only if either of the

following two items holds true:
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(i) f ∈ S′(Rn), f vanishes weakly at infinity and S ( f ) ∈ L~p(Rn), where S ( f ) is as in (4.1).

(ii) f ∈ S′(Rn), f vanishes weakly at infinity and g( f ) ∈ L~p(Rn), where g( f ) is as in (4.3).

Moreover, for any f ∈ H~p(Rn),

‖ f ‖H~p(Rn) ∼ ‖S ( f )‖L~p(Rn) ∼ ‖g( f )‖L~p(Rn),

where the positive equivalence constants are independent of f .

Remark 5.9. Let ~p := (p1, . . . , pn) ∈ (0,∞)n. If ϕ appearing in the definitions of S ( f ) and g( f ) as

in (4.1) and (4.3) satisfies that ϕ ∈ S(Rn) is a radial function such that, for any multi-index α ∈ Zn
+

with |α| ≤ ⌊n( 1
min{p1,...,pn}

− 1)⌋,
∫
Rn xαϕ(x) dx = 0 and, for any ξ ∈ Rn \ {~0n},

∑
k∈Z |̂ϕ(2kξ)|2 = 1,

then, in this case, Theorem 5.8 was obtained by Huang et al. [35, Theorems 4.1 and 4.2] as a

special case.

Theorem 5.10. Let ~p := (p1, . . . , pn) ∈ (0,∞)n. Let λ ∈ (max{1, 2
min{p1,...,pn}

},∞). Then f ∈

H~p(Rn) if and only if f ∈ S′(Rn), f vanishes weakly at infinity and ‖g∗λ( f )‖L~p(Rn) < ∞. Moreover,

for any f ∈ H~p(Rn),

‖ f ‖H~p(Rn) ∼ ‖g
∗
λ( f )‖L~p(Rn),

where the positive equivalence constants are independent of f .

Remark 5.11. Let ~p := (p1, . . . , pn) ∈ (0,∞)n. If ϕ appearing in the definition of g∗λ( f ) as in (4.2)

is as in Remark 5.9, then, in this case, Theorem 5.10 widens the range of λ ∈ (1+ 2
min{2,p1,...,pn}

,∞)

in [35, Theorem 4.3] into λ ∈ (max{1, 2
min{p1,...,pn}

},∞).

5.3 Variable Lebesgue spaces

Let p(·) : Rn → [0,∞) be a measurable function. Then the variable Lebesgue space Lp(·)(Rn)

is defined to be the set of all measurable functions f on Rn such that

‖ f ‖Lp(·)(Rn) := inf

{
λ ∈ (0,∞) :

∫

Rn

[| f (x)|/λ]p(x) dx ≤ 1

}
< ∞.

We refer the reader to [53, 54, 40, 19, 22] for more details on variable Lebesgue spaces.

For any measurable function p(·) : Rn → (0,∞), in this subsection, we let

p̃− := ess inf
x∈Rn

p(x) and p̃+ := ess sup
x∈Rn

p(x).

If 0 < p̃− ≤ p̃+ < ∞, then, similarly to the proof of [23, Theorem 3.2.13], we know that Lp(·)(Rn)

is a quasi-Banach function space and hence a ball quasi-Banach function space.

A measurable function p(·) : Rn → (0,∞) is said to be globally log-Hölder continuous if there

exists a p∞ ∈ R such that, for any x, y ∈ Rn,

|p(x) − p(y)| .
1

log(e + 1/|x − y|)
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and

|p(x) − p∞| .
1

log(e + |x|)
,

where the positive equivalence constants are independent of x and y.

Let p(·) : Rn → (0,∞) be a globally log-Hölder continuous function satisfying 0 < p̃− ≤ p̃+ <

∞. Adamowicz et al. [2] obtained the boundedness of the Hardy–Littlewood maximal operator

on variable Lebesgue spaces. Using this and [5, Theorem 3.1], we can readily prove that, for any

θ, s ∈ (0,min{1, p̃−}) with θ < s, Assumption 2.6 is satisfied (see also [19, 21]). Furthermore,

from [19, Lemma 2.16], we deduce that Assumption 2.7 holds true for any given s ∈ (0, p̃−)

and q ∈ (p̃+,∞], and X := Lp(·)(Rn). Thus, all the assumptions of main theorems in Section 4

are satisfied. Using Theorems 4.9, 4.13 and 4.11, we obtain the following characterizations of

variable Hardy space Hp(·)(Rn), respectively, in terms of the Lusin area function, the Littlewood–

Paley g-function and the Littlewood–Paley g∗λ-function.

Theorem 5.12. Let p(·) : Rn → (0,∞) be a globally log-Hölder continuous function satisfying

0 < p̃− ≤ p̃+ < ∞. Then f ∈ H~p(Rn) if and only if either of the following two items holds true:

(i) f ∈ S′(Rn), f vanishes weakly at infinity and S ( f ) ∈ Lp(·)(Rn), where S ( f ) is as in (4.1).

(ii) f ∈ S′(Rn), f vanishes weakly at infinity and g( f ) ∈ Lp(·)(Rn), where g( f ) is as in (4.3).

Moreover, for any f ∈ Hp(·)(Rn),

‖ f ‖Hp(·)(Rn) ∼ ‖S ( f )‖Lp(·)(Rn) ∼ ‖g( f )‖Lp(·)(Rn),

where the positive equivalence constants are independent of f .

Remark 5.13. If ϕ appearing in the definitions of S ( f ) and g( f ) as in (4.1) and (4.3) satisfies that

1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

, then, in this case, Theorem 5.12 was obtained by [59, Theorem

3.21] and [68, Corollary 2.22(vi)].

Theorem 5.14. Let p(·) : Rn → (0,∞) be a globally log-Hölder continuous function satisfying

0 < p̃− ≤ p̃+ < ∞. Let λ ∈ (max{1, 2
p̃−
},∞). Then f ∈ Hp(·)(Rn) if and only if f ∈ S′(Rn), f

vanishes weakly at infinity and ‖g∗λ( f )‖Lp(·)(Rn) < ∞. Moreover, for any f ∈ Hp(·)(Rn),

‖ f ‖Hp(·)(Rn) ∼ ‖g
∗
λ( f )‖Lp(·)(Rn),

where the positive equivalence constants are independent of f .

Remark 5.15. Let p(·) : Rn → (0,∞) be a globally log-Hölder continuous function satisfying

0 < p̃− ≤ p̃+ < ∞. Let λ ∈ (max{1, 2
p̃−
},∞). If ϕ appearing in the definition of g∗λ( f ) as in

(4.2) satisfies that 1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

, then, in this case, Theorem 5.26 widens

the range of λ ∈ (max{ 2
min{1, p̃−}

, 1 − 2
max{1, p̃+}

+ 2
min{1, p̃−}

},∞) in [68, Corollary 2.22(vi)] into λ ∈

(max{1, 2
p̃−
},∞).
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5.4 Weighted Lebesgue spaces

If X is a weighted Lebesgue space L
p
ω(Rn) with p ∈ (0,∞) and ω ∈ A∞(Rn), then HX(Rn) is just

the weighted Hardy space H
p
ω(Rn), which was studied in [11, 26, 43, 14, 64, 72, 71].

It is worth pointing out that a weighted Lebesgue space with an A∞(Rn)-weight may not be a

Banach function space; see [59, Section 7.1]. From [23, Theorem 2.7.4], we deduce that, when

p ∈ (1,∞) and ω ∈ A∞(Rn), [L
p
ω(Rn)]′ = L

p′

ω1−p′
(Rn), where [L

p
ω(Rn)]′ is the associated space of

L
p
ω(Rn) as in (2.4) with X := L

p
ω(Rn). For any given ω ∈ A∞(Rn), let

(5.1) qω := inf
{
q ∈ [1,∞) : ω ∈ Aq(Rn)

}
.

Let p ∈ (0,∞) and ω ∈ A∞(Rn). Obviously, ω ∈ Ap/θ(R
n) holds true for any θ ∈ (0, p/qω).

From this and [5, Theorem 3.1(b)], we deduce that L
p
ω(Rn) satisfies Assumption 2.6 for any θ, s ∈

(0,min{1, p/qω}) with θ < s. Moreover, by [30, Proposition 7.1.5(4)], we know that, for any

s ∈ (0, p/qω), ω1−(p/s)′ ∈ A(p/s)′ (R
n) holds true. By this and [30, Corollary 7.2.6], we conclude that

there exists a q ∈ (0,∞) such that ω1−(p/s)′ ∈ A(p/s)′/(q/s)′ (R
n). Then, from [30, Theorem 7.1.9(b)]

and the fact that L
(p/s)′/(q/s)′

ω1−(p/s)′
(Rn) = [L

(p/s)′

ω1−(p/s)′
(Rn)]1/(q/s)′ , we deduce that M(q/s)′ is bounded on

L
(p/s)′

ω1−(p/s)′
(Rn), which shows that, for any given s ∈ (0, p/qω), there exists a q ∈ (0,∞) such that

Assumption 2.7 holds true. Thus, all the assumptions of main theorems in Section 4 are satisfied.

Using Theorems 4.9, 4.13 and 4.11, we immediately obtain the following characterizations of

H
p
ω(Rn) by means of the Lusin area function, the Littlewood–Paley g-function and the Littlewood–

Paley g∗λ-function.

Theorem 5.16. Let p ∈ (0,∞) and ω ∈ A∞(Rn). Then f ∈ H
p
ω(Rn) if and only if either of the

following two items holds true:

(i) f ∈ S′(Rn), f vanishes weakly at infinity and S ( f ) ∈ L
p
ω(Rn), where S ( f ) is as in (4.1).

(ii) f ∈ S′(Rn), f vanishes weakly at infinity and g( f ) ∈ L
p
ω(Rn), where g( f ) is as in (4.3).

Moreover, for any f ∈ H
p
ω(Rn),

‖ f ‖Hp
ω(Rn) ∼ ‖S ( f )‖Lp

ω(Rn) ∼ ‖g( f )‖Lp
ω(Rn),

where the positive equivalence constants are independent of f .

Remark 5.17. Let p ∈ (0, 1] and ω ∈ A∞(Rn). Assume that ϕ ∈ S(Rn) appearing in the defini-

tions of S ( f ) and g( f ) as in (4.1) and (4.3) is a radial function supported in the unit ball B(~0n, 1)

satisfying that, for any multi-index α ∈ Zn
+ with |α| ≤ ⌊n(qω/p − 1)⌋,

∫
Rn xαϕ(x) dx = 0 and, for

any ξ ∈ Rn \ {~0n},
∫ ∞

0
|̂ϕ(tξ)|2 dt

t
= 1. In this case, Thereom 5.16 was obtained by Liang et al. [34,

Theorem 4.13] as a special case.

Theorem 5.18. Let p ∈ (0,∞), ω ∈ A∞(Rn) and λ ∈ (max{1, 2qω/p},∞), where qω is as in (5.1).

Then f ∈ H
p
ω(Rn) if and only if f ∈ S′(Rn), f vanishes weakly at infinity and ‖g∗λ( f )‖Lp

ω(Rn) < ∞.

Moreover, for any f ∈ H
p
ω(Rn),

‖ f ‖Hp
ω(Rn) ∼ ‖g

∗
λ( f )‖Lp

ω(Rn),

where the positive equivalence constants are independent of f .

Remark 5.19. Let p ∈ (0, 1] and ϕ appearing in the definition of g∗λ( f ) in (4.2) be as in Remark

5.17. In this case, Thereom 5.18 was obtained by Liang et al. [43, Theorem 4.8] as a special case.
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5.5 Orlicz-slice spaces

First, we recall the notions of both Orlicz functions and Orlicz spaces (see, for instance, [56]).

Definition 5.20. A function Φ : [0,∞) → [0,∞) is called an Orlicz function if it is non-

decreasing and satisfies Φ(0) = 0, Φ(t) > 0 whenever t ∈ (0,∞), and limt→∞ Φ(t) = ∞.

An Orlicz function Φ as in Definition 5.20 is said to be of lower (resp., upper) type p with

p ∈ (−∞,∞) if there exists a positive constant C(p), depending on p, such that, for any t ∈ [0,∞)

and s ∈ (0, 1) [resp., s ∈ [1,∞)],

Φ(st) ≤ C(p)s
pΦ(t).

A function Φ : [0,∞) → [0,∞) is said to be of positive lower (resp., upper) type if it is of lower

(resp., upper) type p for some p ∈ (0,∞).

Definition 5.21. Let Φ be an Orlicz function with positive lower type p−
Φ

and positive upper type

p+
Φ

. The Orlicz space LΦ(Rn) is defined to be the set of all measurable functions f such that

‖ f ‖LΦ(Rn) := inf

{
λ ∈ (0,∞) :

∫

Rn

Φ

(
| f (x)|

λ

)
dx ≤ 1

}
< ∞.

Now we recall the notion of Orlicz-slice spaces.

Definition 5.22. Let t, r ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ

and

positive upper type p+
Φ

. The Orlicz-slice space (Er
Φ

)t(R
n) is defined to be the set of all measurable

functions f such that

‖ f ‖(Er
Φ

)t(Rn) :=

{∫

Rn

[
‖ f 1B(x,t)‖LΦ(Rn)

‖1B(x,t)‖LΦ(Rn)

]r

dx

} 1
r

< ∞.

Remark 5.23. By [76, Lemma 2.28], we know that the Orlicz-slice space (Er
Φ

)t(R
n) is a ball

quasi-Banach function space, but it may not be a quasi-Banach function space (see, for instance,

[77, Remark 7.41(i)])

The Orlicz-slice space was introduced by Zhang et al. [76], which is a generalization of the

slice spaces proposed by Auscher and Mourgoglou [7] and Auscher and Prisuelos-Arribas [8]. Let

t, r ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ

and positive upper type

p+
Φ

. Then (Er
Φ

)t(R
n) satisfies Assumption 2.6 for any θ, s ∈ (0,min{1, r, p−

Φ
}) with θ < s (see

[76, Lemma 4.3]). Furthermore, from [76, Lemmas 4.4], we deduce that Assumption 2.7 holds

true for any given s ∈ (0,min{r, p−
Φ
}) and q ∈ (max{r, p+

Φ
},∞), and X := (Er

Φ
)t(R

n). Thus, all the

assumptions of main theorems in Sections 3 and 4 are satisfied. Using Theorems 4.9, 4.13 and

4.11, we immediately obtain the following characterizations of (HEr
Φ

)t(R
n) in terms of the Lusin

area function, the Littlewood–Paley g-function and the Littlewood–Paley g∗λ-function.

Theorem 5.24. Let t ∈ (0,∞), r, p−
Φ
, p+
Φ
∈ (0,∞) and Φ be an Orlicz function with positive lower

type p−
Φ

and positive upper type p+
Φ

. Then f ∈ (HEr
Φ

)t(R
n) if and only if either of the following

two items holds true:

(i) f ∈ S′(Rn), f vanishes weakly at infinity and S ( f ) ∈ (Er
Φ

)t(R
n), where S ( f ) is as in (4.1).
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(ii) f ∈ S′(Rn), f vanishes weakly at infinity and g( f ) ∈ (Er
Φ

)t(R
n), where g( f ) is as in (4.3).

Moreover, for any f ∈ (HE
q

Φ
)t(R

n),

‖ f ‖(HEr
Φ

)t(Rn) ∼ ‖S ( f )‖(Er
Φ

)t(Rn) ∼ ‖g( f )‖(Er
Φ

)t(Rn),

where the positive equivalence constants are independent of f .

Remark 5.25. Let ϕ appearing in the definitions of S ( f ) and g( f ) as in (4.1) and (4.3) satisfy that

1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

. In this case, Theorem 5.24 was obtained by Zhang et al. [76,

Theorem 3.17].

Theorem 5.26. Let t ∈ (0,∞), r, p−
Φ
, p+
Φ
∈ (0,∞) and Φ be an Orlicz function with positive lower

type p−
Φ

and positive upper type p+
Φ

. Let λ ∈ (max{1, 2
min{p−

Φ
,r}
},∞). Then f ∈ (HEr

Φ
)t(R

n) if and

only if f ∈ S′(Rn), f vanishes weakly at infinity and ‖g∗λ( f )‖(Er
Φ

)t(Rn) < ∞, where g∗λ( f ) is as in

(4.2). Moreover, for any f ∈ (HE
q

Φ
)t(R

n),

‖ f ‖(HEr
Φ

)t(Rn) ∼ ‖g
∗
λ( f )‖(Er

Φ
)t(Rn),

where the positive equivalence constants are independent of f .

Remark 5.27. Let r, p−
Φ
, p+
Φ
∈ (0,∞) and Φ be an Orlicz function with positive lower type p−

Φ

and positive upper type p+
Φ

. Let ϕ appearing in the definition of g∗λ( f ) as in (4.2) satisfy that

1
B(~0n,4)\B(~0n,2)

≤ ϕ̂ ≤ 1
B(~0n,8)\B(~0n,1)

.

In this case, Theorem 5.26 widens the range of λ ∈ (max{ 2
min{1,p−

Φ
,r}
, 1− 2

max{1,p+
Φ
,r}
+ 2

min{1,p−
Φ
,r}
},∞)

in [76, Theorem 3.19] into λ ∈ (max{1, 2
min{p−

Φ
,r}
},∞).

References

[1] W. Abu-Shammala and A. Torchinsky, The Hardy–Lorentz spaces Hp,q(Rn), Studia Math.

182 (2007), 283-294.
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Rubio de Francia, Birkhäuser/Springer Basel AG, Basel, 2011.

[21] D. V. Cruz-Uribe and L. A. D. Wang, Variable Hardy spaces, Indiana Univ. Math. J. 63

(2014), 447-493.
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[40] O. Kováčik and J. Rákosnı́k, On spaces Lp(x) and Wk,p(x), Czechoslovak Math. J. 41 (116)

(1991), 592-618.

[41] L. D. Ky, New Hardy spaces of Musielak–Orlicz type and boundedness of sublinear opera-

tors, Integral Equations Operator Theory 78 (2014), 115-150.

[42] B. Li, X. Fan and D. Yang, Littlewood-Paley characterizations of anisotropic Hardy spaces

of Musielak-Orlicz type, Taiwanese J. Math. 19 (2015), 279-314.

[43] Y. Liang, J. Huang and D. Yang, New real-variable characterizations of Musielak–Orlicz

Hardy spaces, J. Math. Anal. Appl. 395 (2012), 413-428.

[44] J. E. Littlewood and R. E. A. C. Paley, Theorems on Fourier Series and Power Series, J.

London Math. Soc. (2) 6 (1931), 230-233.

[45] J. Liu, D. Yang and W. Yuan, Littlewood-Paley characterizations of anisotropic Hardy-

Lorentz spaces, Acta Math. Sci. Ser. B (Engl. Ed.) 38 (2018), 1-33.

[46] P. I. Lizorkin, Multipliers of Fourier integrals and estimates of convolutions in spaces with

mixed norm. Applications, (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 34 (1970), 218-247.

[47] S. Lu and D. Yang, The local versions of Hp(Rn) spaces at the origin, Studia Math. 116

(1995), 103-131.

[48] S. Lu and D. Yang, The Weighted Herz-type Hardy Spaces and Its Applications, Sciece

Press, Beijing, 2008.

[49] J. M. Martell and C. Prisuelos-Arribas, Weighted Hardy spaces associated with elliptic op-

erators Part: I. Weighted norm inequalities for conical square functions. Trans. Am. Math.

Soc. 369 (6) 2017, 4193-4233.



Hardy-type Spaces Associated with Ball Quasi-Banach Function Spaces 29

[50] C. B. Morrey, On the solutions of quasi-linear elliptic partial differential equations, Trans.

Amer. Math. Soc. 43 (1938), 126-166.

[51] E. Nakai and Y. Sawano, Hardy spaces with variable expoments and generalized Campanato

spaces, J. Funct. Anal. 262 (2012), 3665-3748.

[52] E. Nakai and Y. Sawano, Orlicz–Hardy spaces and their duals, Sci. China Math. 57 (2014),

903-962.

[53] H. Nakano, Modulared Semi-Ordered Linear Spaces, Maruzen, Tokyo, 1950.

[54] H. Nakano, Topology of Linear Topological Spaces, Maruzen, Tokyo, 1951.

[55] T. Nogayama, Mixed Morrey spaces, Positivity 23 (2019), 961-1000.

[56] M. M. Rao and Z. D. Ren, Theory of Orlicz Spaces, Monographs and Textbooks in Pure and

Applied Mathematics 146, Marcel Dekker, Inc., New York, 1991.

[57] Y. Sawano, Theory of Besov Spaces, Developments in Mathematics 56, Springer, Singapore,

2018.

[58] Y. Sawano, A note on Besov–Morrey spaces and Triebel–Lizorkin–Morrey spaces, Acta

Math. Sinica (English Ser.) 25 (2009), 1223-1242.

[59] Y. Sawano, K.-P. Ho, D. Yang and S. Yang, Hardy spaces for ball quasi-Banach function

spaces, Dissertationes Math. (Rozprawy Mat.) 525 (2017), 1-102.

[60] Y. Sawano and H. Tanaka, Morrey spaces for non-doubling measures, Acta Math. Sin. (Engl.

Ser.) 21 (2005), 1535-1544.

[61] Y. Sawano and H. Tanaka, The Fatou property of block spaces, J. Math. Sci. Univ. Tokyo 22

(2015), 663-683.

[62] C. F. Serra, Molecular characterization of Hardy–Orlicz spaces, Rev. Un. Math. Argentia 40

(1996), 203-217.

[63] E. M. Stein and G. Weiss, On the theory of harmonic functions of several variables, I: the

theory of Hp spaces, Acta Math. 103 (1960), 25-62.
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