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Abstract
In recent years, it has become evident that neural responses previously considered to be unisensory
can be modulated by sensory input from other modalities. In this regard, visual neural activity
elicited to viewing a face is strongly influenced by concurrent incoming auditory information,
particularly speech. Here, we applied an additive-factors paradigm aimed at quantifying the
impact that auditory speech has on visual event-related potentials (ERPs) elicited to visual speech.
These multisensory interactions were measured across parametrically varied stimulus salience,
quantified in terms of signal to noise, to provide novel insights into the neural mechanisms of
audiovisual speech perception. First, we measured a monotonic increase of the amplitude of the
visual P1-N1-P2 ERP complex during a spoken-word recognition task with increases in stimulus
salience. ERP component amplitudes varied directly with stimulus salience for visual, audiovisual,
and summed unisensory recordings. Second, we measured changes in multisensory gain across
salience levels. During audiovisual speech, the P1 and P1-N1 components exhibited less
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multisensory gain relative to the summed unisensory components with reduced salience, while
N1-P2 amplitude exhibited greater multisensory gain as salience was reduced, consistent with the
principle of inverse effectiveness. The amplitude interactions were correlated with behavioral
measures of multisensory gain across salience levels as measured by response times, suggesting
that change in multisensory gain associated with unisensory salience modulations reflects an
increased efficiency of visual speech processing.

Keywords
Multisensory integration; Inverse effectiveness; ERPs; P1-N1-P2; N170; Speech perception; Face
perception

Introduction
In our everyday interactions with others, face-to-face communication relies on evaluating
the incoming audiovisual speech of the other individual. Speech perception is an inherently
multisensory process. This can be demonstrated behaviorally by evaluating the effect of
visual speech, meaning the oral and facial articulations associated with the auditory
utterance, on the ability of a listener to perceive an utterance correctly. Visual speech
increases the ability of a listener to perceive an utterance correctly (Sumby and Pollack
1954), increases the speed at which a listener perceives an utterance (Soto-Faraco et al.
2004), and can even change the perception of the utterance (McGurk and MacDonald 1976).
These modulations in speech perception found with audiovisual speech relative to auditory-
and visual-only speech are driven by interactions of visual and auditory neural processing
mechanisms. Audiovisual interactions at the individual-neuron level have been characterized
most thoroughly in the superior colliculus of animal models, a midbrain structure involved
in orienting responses to auditory, visual, and somatosensory stimuli (Meredith and Stein
1983, 1986; Wallace et al. 1992, 1993, 1996, 1998, 1996). At the level of the single neuron,
neural responses exhibit interactions that mirror behavioral interactions (Stein et al. 1988).
Similar to what has been shown in both behavioral accuracy (Lovelace et al. 2003; Nelson et
al. 1998; Stein and Wallace 1996; Wilkinson et al. 1996) and response time (RT; Diederich
and Colonius 2004; Hershenson 1962), the most commonly found interaction is
multisensory gain, where the response of an individual cell with audiovisual stimulation
exceeds the response predicted by independent unisensory stimulations (in the case of action
potentials measured from a single neuron, the maximum response to a unisensory
presentation; Meredith and Stein 1983; Stein et al. 1988).

Multisensory gain in both neuronal responses and behavior has been consistently found to
depend on low-level stimulus factors, such as stimulus efficacy, spatial congruency, and
temporal coincidence (for review, see Stein and Meredith 1993). Specifically, lower
stimulus efficacy (usually controlled through stimulus salience quantified in terms of signal-
to-noise ratio) produces greater performance benefits when stimuli are presented in both
sensory modalities, an interaction known as inverse effectiveness (Meredith and Stein 1986;
Stein and Meredith 1993). Inverse effectiveness is also found in the spike counts of
individual neurons, with low-salience stimuli producing greater multisensory gain than high-
salience stimuli (Meredith and Stein 1983; Perrault et al. 2003; Stanford et al. 2005; Stein et
al. 2009; Wallace et al. 1996, 1998).

Multisensory interactions have also been documented in non-invasive, population-level
neural responses of humans. Specifically, electroencephalographic (EEG) and
magnoencephalographic (MEG) studies have provided evidence for a wide range of
multisensory interactions. Recent findings have utilized the temporal precision of averaged
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evoked electrical and magnetic neural responses to show that processes thought to be solely
unisensory may in fact be multisensory at least in a limited sense. These include but are not
limited to visual evoked potentials to faces (Brefczynski-Lewis et al. 2009; Joassin et al.
2004; Klucharev et al. 2003; Latinus et al. 2010; Puce et al. 2007) and objects (Fort et al.
2002a; Giard and Peronnet 1999; Molholm et al. 2002, 2004). The visual evoked potential is
typically composed of a triphasic complex referred to as P1-N1-P2, is elicited with a wide
range of visual stimuli (Allison et al. 1999; Bentin et al. 1996), is commonly recorded as a
posterior occipitotemporal scalp potential, and has been related to invasive studies of neural
activity in striate and extrastriate visual cortices, lateral occipitotemporal regions (Allison et
al. 1999), middle temporal gyrus (Joassin et al. 2004), fusiform gyrus (FG) and inferior
temporal cortex (ITC; Allison et al. 1994a, b; Joassin et al. 2004).

While the visual evoked potential, as the name implies, has been described as a response to
visual stimuli, recent evidence has suggested that many regions that were once thought to be
solely unisensory receive input from other sensory modalities (Calvert et al. 1997; Haxby et
al. 1994; Kawashima et al. 1995; Laurienti et al. 2002; Macaluso et al. 2000; Martuzzi et al.
2007; Molholm et al. 2002; Watkins et al. 2006, 2007). For example, direct cortical
projections between primary auditory and visual cortices have now been documented in the
primate brain (Cappe et al. 2009; Clavagnier et al. 2004; Falchier et al. 2002, 2010;
Musacchia and Schroeder 2009; Rockland and Ojima 2003; Smiley and Falchier 2009). In
addition to these anatomical connections, the P1-N1 complex, often referred to as the P100
and N170, has shown modulations with the addition of an auditory stimulus. For example,
face and voice pairings have shown a subadditive response (Brefczynski-Lewis et al. 2009;
Joassin et al. 2004; Klucharev et al. 2003; van Wassenhove et al. 2005), and a smaller N170
when auditory and visual stimuli are incongruent (Puce et al. 2007; Stekelenburg and
Vroomen 2007; for a discussion of subadditive effects, see Vroomen and Stekelenburg
2010). Also, a recent study recording from posterior occipital electrodes typically associated
with unisensory visual responses identified an early (40–60 ms) interaction with simple,
non-speech stimuli at low-intensity but not high-intensity, where responses became more
subadditive with lower stimulus intensities (Senkowski et al. 2011). The directionality of
voltage waveforms exhibiting these effects cannot be disambiguated (Murray et al. 2008),
however, the presence of interactions across stimulus-intensity levels itself provides
evidence for integration. While the impact that visual speech has on auditory comprehension
and accuracy has been rather well documented, much less is known about the converse
relationship—specifically the impact that auditory speech has on the processing of visual
speech tokens and faces. Consequently, the current study seeks to examine this issue.

In the current study we investigate the impact that stimulus salience of audiovisual speech
has on the visual-evoked potential. To do this, we employ an additive-factors experimental
design that is novel to the methods of EEG and MEG. This paradigm measures changes in
interactions between two cognitive processes by parametrically varying an experimental
added factor, in this case salience. The additive-factors paradigm was originally used in
behavioral studies using RT measures to study interactions in cognitive processes (Sternberg
1969, 1998, 2001) and has since been adapted to fMRI studies both theoretically (Sartori
and Umilta 2000) and empirically (James and Stevenson 2012; James et al. 2009; Kim and
James 2010; Kim et al. 2011; Stevenson et al. 2009, 2010). The paradigm has also
successfully been applied to measuring interactions between sensory modalities, where
changes in the audiovisual response across multiple levels of a given stimulus factor was
compared to the multifactorial change in the unisensory response to demonstrate the
principle of inverse effectiveness (James and Stevenson 2012; James et al. 2009; Kim and
James 2010; Kim et al. 2011; Stevenson et al. 2009, 2010). Here, our additive-factors design
focused on stimulus salience, with an emphasis on interactions between salience levels and
multisensory gain in the P1-N1-P2.
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Methods and Materials
Methods Overview

The experiment consisted of two phases, a psychophysical phase, and a subsequent EEG
phase. During the first phase, participants identified auditory spoken words or visual spoken
words at a range of signal-to-noise ratio (SNR) levels. Accuracies from each individual
subject were used to determine the SNR level associated with three behavioral accuracy
levels for each sensory modality. In the second phase, the same participants were presented
with audio-only, visual-only, and audiovisual presentations at their three individual SNR
levels while EEG recordings, accuracy, and RT were measured.

Participants
Participants included 15 right-handed, native-English speakers (5 female, mean age = 25
years, range = 18–29, SD = 2.7). All participants reported normal or corrected-to-normal
visual acuity, normal hearing, and no previous neurological impairments. The experimental
protocol was approved by the Indiana University Institutional Review Board and Human
Subjects Committee and all participants provided written consent.

Stimulus Materials
Stimuli included dynamic, audiovisual (AV) recordings of a female speaker saying two
nouns, “bait” and “beach.” Stimuli were selected from a previously published stimulus set,
The Hoosier Audiovisual Multi-Talker Database (Sheffert et al. 1996), and have been
previously used successfully in studies of multisensory perception (Stevenson et al. 2009,
2010, 2011; Stevenson and James 2009). All stimuli were spoken by speaker F1 in the
database. We selected monosyllabic words that had high levels of accuracy on both visual-
only and audio-only recognition (Lachs and Hernandez 1998) and resided in low-density
lexical neighborhoods (Luce and Pisoni 1998; Sheffert et al. 1996). The auditory amplitudes
of each utterance were equated as measured by root-mean-square contrast. Also, chosen
stimuli all began with the bilabial voiced stop /b/, and stimulus onset began with auditory
onset, ensuring that no pre-auditory articulatory movement could be seen visually prior to
auditory onset. Total stimulus presentation time lasted 1 s. See Fig. 1 for auditory and visual
representations of stimuli.

All stimuli in both phases of the study were presented using MATLAB software
(MATHWORKS Inc., Natick, MA) with the Psychophysics Toolbox (Brainard 1997; Pelli
1997). Visual stimuli were presented on a 48 inch Samsung© Plasma Screen television
positioned three meters from the participant. Visual stimulus dimensions were 400 × 400
pixels and hence subtended 16 × 16° of visual angle. Auditory stimuli were presented
through two Cyber Acoustics© speakers placed directly below the screen at a distance of 3
m from the participant.

Pre-EEG Psychophysics Protocol
Participants first completed a psychophysical protocol using the method of constant stimuli
(Laming and Laming 1992) to identify each individual’s behavioral thresholds in the
auditory and visual sensory modalities. Both auditory and visual unisensory were presented
at fifteen SNR levels. Auditory and visual stimuli were overlaid with dynamic white noise at
a set level (level of auditory noise = 50 dBA), with the auditory signal adjusted through
variations in the root mean square (RMS) and visual signal adjusted through variations in
contrast by changing the luminance of each pixel towards or away from the mean luminance
on a frame-by-frame basis. Participants were presented with 20 trials at each SNR level, in
both sensory modalities, for a total of 300 auditory and 300 visual trials. The orders of both
sensory modality and SNR level were randomized. Each trial began with either an auditory-
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or visual-only presentation of a single spoken word, followed by a screen reminding
participants of their two response options (bait or beach). Participants completed a two-
alternative forced-choice (2AFC) task identifying the word that they heard or saw via button
press with either the left or right index fingers. The subsequent trial automatically began
after a brief, randomly jittered pause following the participant’s response, and breaks were
offered after every 50 trials. Participants were instructed to respond as quickly and
accurately as possible.

Using the accuracies recorded in the psychophysical behavioral session, a psychometric
function was fit to each individual participant’s data, and each participant’s individual
threshold levels were extracted at which the participant responded with accuracy rates of
97.5, 85, and 72.5% independently for both auditory and visual presentations. The three
SNR levels at each of the three thresholds were then used in the subsequent EEG phase of
the experiment for that individual participant. The choice to use salience levels associated
these accuracy levels, although not ideal for analysis of multisensory gain in accuracy, was
necessary as EEG data were only analyzed for correct trials. Mean signal dB levels of
auditory stimuli at 97.5, 85, and 72.5% accuracy were 34, 30.9, and 28.6, respectively. Mean
Michelson Contrasts for visual stimuli at 97.5, 85, and 72.5% accuracy were 0.83, 0.77, and
0.70, respectively.

EEG Protocol
Within 48 h of the behavioral psychophysics phase, participants returned for the EEG phase
of the experiment. Stimuli used in the EEG phase included auditory-only, visual-only, and
audiovisual trials at each of the three SNR levels associated with 97.5, 85, and 72.5%
accuracy for the individual participant. Audiovisual trials consisted of the simultaneous
presentation of the auditory and visual stimuli at their respective unisensory SNR levels, for
example, an 85% audiovisual presentation included the presentation of a visual stimulus at
the visual SNR at the 85%-accuracy threshold and an auditory stimulus at the auditory 85%
threshold.

The nine experimental conditions consisted of auditory high, medium, and low (AH, AM,
and AL, respectively), visual high, medium, and low (VH, VM, and VL, respectively), and
multisensory high, medium, and low (AVH, AVM, and AVL, respectively). A total of 50
trials were presented in each condition, for a total of 450 stimulus presentations over the
entire EEG recording session. Each trial was identical to those previously described in the
psychophysics phase except that following a participant’s response, a fixation cross was
presented, and the participant pressed the space bar to continue on to the next trial. Time
intervals between button-presses to start the trial and stimulus onset included a 1 s pause
followed by an additional randomly jittered pause between 1 and 500 ms, avoiding slow
anticipatory potentials (Teder-Salejarvi et al. 2002). The task was identical to the
psychophysics phase, and breaks were again offered every 50 trials. Behavioral accuracies
were calculated interactively during the experiment, and after the randomized 450 trials,
participants were presented with an additional group of trials equal in number and condition
to the trials with which they responded incorrectly until each condition had 50 correct trials
(referred to henceforth as remedial trials). Identical to the first phase, participants responded
as quickly and accurately as possible.

EEG Measurement and Analysis
A continuous scalp EEG recording was performed using a 256-channel HydroCel™

Geodesic Sensor Net (Electrical Geodesics Inc., Eugene OR, USA; EGI). Data were
sampled at 250 Hz per channel, bandpass filtered from 0.1 to 100 Hz, and amplified with a
gain of 5000 through a Net Amps 300™ Geodesic amplifier (EGI), and were recorded
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relative to a vertex reference electrode. Continuously recorded EEG data were stored for
subsequent offline analysis using NetStation V 4.4 software (EGI). Electrode impedances
were kept below 70 kΩ consistent with the manufacturer’s recommendations.

Posthoc analysis of EEG data consisted of the following steps: first, data were digitally
lowpass filtered at 0.1–40 Hz using an infinite impulse response filter. The continuous EEG
data were then segmented into 1,100 ms epochs containing each delivered stimulus, with a
100 ms pre-stimulus baseline and 1,000 ms period after stimulus onset. Only correct trials
were included, with incorrect trials excluded from further analysis. Epochs containing either
eye blinks or electromyographic activity were excluded from analysis using a semi-
automated routine which excluded epochs with extreme amplitude values exceeding ±50 μV
with additional visual inspection. Subsequently, bad channels (where voltage changes
exceeding ±150 μV) were identified and removed and replaced with a Net Station spherical-
spline interpolation of surrounding electrode recordings. The EEG recordings from one
participant had persistent artifacts on multiple channels and hence the data from this
participant were excluded from subsequent analyses. The mean 100 ms pre-stimulus
baseline amplitude was measured, and each epoch was baseline corrected to a mean zero
amplitude level of 100 ms pre-stimulus baseline. All epochs for each condition (AH, AM,
AL, VH, VM, VL, AVH, AVM, AVL) were then averaged for each participant to be further
analyzed on an individual subject basis. For visualization purposes, individual participant’s
averaged ERP waveforms were then combined into a grand averaged ERP as a function of
condition. ERP data were then re-referenced relative to a common average reference.

Voltage maps were plotted from the grand average ERP data to examine the time courses of
the regional distributions of ERP activity. A subset of nine electrodes each located over the
left and right lateral occipitotemporal scalp was selected a priori based on previous reports
(e.g., Bentin et al. 1996; Brefczynski-Lewis et al. 2009; Giard and Peronnet 1999) and
confirmed to have local amplitude maxima as seen on voltage maps, showing peak activity
during the P1-N1-P2 response. ERP waveforms from each bilateral nine electrode cluster
were extracted from both the grand average ERP data set as well as from each individual
participant’s averaged ERP as a function of condition. Average peak amplitudes and peak
latencies across each hemispheric cluster as well as peak-to-peak amplitudes and latencies
were then calculated for unisensory (A and V), multisensory (AV), and summed unisensory
(A + V) ERP peaks and troughs using two-way, paired sample t-tests, as further described in
the results section.

Additive Factors Analysis
In analysis of these data, we used an additive-factors metric to directly test for change in
multisensory interactions across SNR levels. When a multisensory interaction is expressed
as

a change in multisensory gain across levels would thus be expressed as:

which can be reorganized as:
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Throughout the analysis we present our data in this form, comparing changes in responses to
multisensory stimuli across salience levels to changes responses to unisensory stimuli,
which tests for changes in multisensory interactions across these salience levels.

Results
Behavioral Data Recorded During the EEG Phase of the Experiment

Response Time Data—Participant’s RTs were measured for all correct, randomized
trials during the EEG recording session. Incorrect trials and remedial trials (which consisted
primarily of unisensory, low-SNR trials, and were thus not randomized), were excluded
from RT analysis. Mean RTs (Fig. 2d) and cumulative distribution functions (CDFs) with 1
ms intervals were calculated for each individual, for each sensory modality, at each SNR
level (Fig. 2a). Predicted non-interactive multisensory CDFs were calculated with a parallel,
non-interactive model, or race model (Raab 1962), that accounts for statistical facilitation of
two independent processes. The predicted CDFs will be referred to as pAVH, pAVM, and
pAVL for the predicted multisensory high-, medium-, and low-SNR levels, respectively.

Each individual’s CDFs tested for salience effects were analyzed using the A, V, and AV
individual CDFs of RT. Kolmogorov–Smirnov statistical tests were run comparing
individual’s AH to AL, VH to VL, and AVH to AVL. In the auditory and visual comparison,
all 15 subjects showed ordered salience effects (i.e., high salience was faster than medium
was faster than low, p < 0.001), while 13 of 15 (p = 0.0074) showed ordered salience effects
in the AV comparison. Given these consistent findings, group CDFs were calculated for
each condition as the arithmetic mean of all individuals CDFs (Fig. 2a). Salience effects
were then analyzed using the A, V, and AV group CDFs of RT. Kolmogorov–Smirnov tests
were run on the group data comparing AH to AL (KS = 0.20, p < 3.98e−11), VH to VL (KS =
0.13, p < 7.00e−5), and AVH to AVL (KS = 0.7, p < 0.06). Unisensory RTs thus showed
large salience effects, with slower responses being seen as stimulus salience decreased.
Multisensory RTs showed a marginally significant salience effect in the same direction, but
this effect was markedly smaller than the unisensory effect.

RT data were also analyzed to assess multisensory gain. Multisensory gain was computed by
subtracting the CDFs from the non-interactive race models (Raab 1962) predicted from the
measured multisensory CDFs at each SNR level (e.g., AVH − pAVH; Fig. 2a, black). On an
individual basis, 12 of 15 individuals showed violations of the race model at high SNR (p =
0.0352), 14 of 15 at medium SNR (p = 0.001), and 13 of 15 at low SNR (p = 0.0074),
demonstrating that this effect was not driven by the results of a single or a few participants,
but rather was consistent across participants. Given the consistency across subjects, a race
model and violations of the race model were then calculated for the group CDFs (Fig. 2b).
In the averaged group data, violations of the race model (Miller 1982) were observed at both
the medium- and low-SNR levels (for 104 and 115 ms, respectively), but not at the high-
SNR levels.

To measure an interaction between multisensory gain and stimulus salience in RTs, we used
a difference-of-differences calculation (James et al. 2012; Stevenson et al. 2009) that
compares the changes in multisensory gain across the three levels of SNR. With
multisensory gain calculated as the predicted multisensory response CDF subtracted from
the measured multisensory response CDF (e.g., AVH − pAVH), change in multisensory gain
was calculated as a difference of differences (Fig. 2c), or [(AVL − pAVL) − (AVH −
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pAVH)]. The order in which the subtraction is performed dictates the sign of the measured
change in multisensory gain. Given the order of subtraction (low − high) to assess gains, a
resulting positive distribution infers inverse effectiveness. This difference-of-differences
distribution in group RTs were divided into 100 ms bins and the area under the curve within
each bin was measured, with bins statistically greater than zero indicating inverse
effectiveness (Fig. 2c). As predicted by the principle of inverse effectiveness, the level of
multisensory gain increased parametrically as stimuli became less effective.

Accuracy Data—Participants’ accuracies were measured for all randomized trials (Fig. 3).
Remedial trials (which consisted primarily of unisensory, low-SNR trials, and were thus not
randomized), were excluded from accuracy analysis. Mean unisensory accuracies
parametrically decreased with decreases in SNR. Mean multisensory accuracies also
parametrically decreased as SNR decreased, and in all cases significantly exceeded the
maximum unisensory response in a pair-wise t-test (p < 0.01, 0.02, and 0.0005 for high,
medium, and low SNR, respectively). Predicted accuracies with multisensory stimuli based
on unisensory accuracies, assuming no interaction, were also calculated as the sum of
probabilities that the individual correctly identified the unisensory stimulus minus the
probability that the individual identified both [p(A) + p(V) − p(A)p(V)]. The predicted
multisensory accuracies also parametrically decreased with decreases in SNR. Measured and
predicted multisensory accuracies did not show significant differences in the high-or
medium-SNR levels in a paired t-test (p = 0.33 and 0.11, respectively), but did show a
significant difference in the low-SNR level, where the measured multisensory accuracy was
less than the predicted accuracy (p = 0.04). Given the high accuracy level found in the
unisensory conditions, the predicted accuracies, particularly for the high and medium
salience levels, were at ceiling, precluding any analysis of a change in multisensory gain
across stimulus salience levels. The choice to use salience levels associated with high
accuracy levels was necessary as EEG data were only analyzed for correct trials.

ERP Data Overview
The main ERP analysis focused on a posterior scalp triphasic ERP complex extracted from a
priori selected electrodes that previous reports have identified as responding maximally to
visual stimuli, a finding confirmed in our data as illustrated topographically in Fig. 4. This
triphasic complex consists of a positive–negative-positive series of components, which we
will refer to as P1-N1-P2 (see Fig. 5 for group data). Analysis focused on three effects on
the amplitudes and latencies of individually extracted P1-N1-P2 complexes, an effect of
stimulus salience within sensory modality, multisensory gain, and a sensory modality by
stimulus salience interaction. Stimulus-salience effects were measured in peak-to-peak
amplitudes and latencies of ERP components in each sensory modality. Multisensory gains
were measured as differences from the summed unisensory response at each stimulus
salience level. Finally, a more sophisticated analysis designed to measure multisensory
interactions across an added stimulus factor, in this case stimulus salience, was also
conducted, comparing the differences of multisensory and summed unisensory response.

Stimulus Salience Effects on Amplitude—Salience effects on the amplitudes of the
ERP components of the P1-N1-P2 complex from bilateral lateral occipitotemporal montages
were measured for each individual using 3 × 2 repeated measures ANOVAs (salience level
× hemisphere), with amplitudes, and detailed statistics from salience-level comparisons
reported in Table 1 and a graphical representation in Fig. 6. P1 was measured relative to the
pre-stimulus baseline, while N1 and P2 were quantified using peak-to-peak amplitude
changes (i.e., P1-N1, N1-P2) due to significant salience effects in P1, which may have
impacted these later ERP components.
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Audiovisual P1 responses showed significant amplitude changes across salience levels. With
decreases in stimulus salience, P1 amplitudes became less positive (F(2,78) = 15.51, p <
3.68e−5) and P1-N1 amplitudes became less negative (F(2,78) = 15.47, p < 3.75e−5) in both
hemispheres. No significant salience effects were seen in the audiovisual N1-P2 (F(2,78) =
1.38). Summed unisensory responses showed significant no significant salience effects in
the P1 (F(2,78) = 1.82) or P1-N1 (F(2,78) = 0.73), but did show a significant bilateral salience
effect in the N1-P2 (F(2,78) = 14.36, p < 6.28e−5) which became less positive as salience
decreased. Visual responses showed slight amplitude decreases in the P1-N1-P2 complex
bilaterally with less salient stimuli, with marginally significant reduction in the P1 (F(2,78) =
2.90, p < 0.08), P1-N1 (F(2,78) = 2.33, p < 0.12), and N1-P2 (F(2,78) = 2.05, p < 0.15)
amplitudes with lower salience stimuli. As a general synopsis of these results, as stimulus
salience decreased, the amplitudes of the individual components of the P1-N1-P2 complex
declined.

Stimulus Salience Effects on Latency—Salience effects on the latencies of the
components of the P1-N1-P2 complex were measured relative to stimulus onset with visual,
audiovisual, and summed unisensory responses for bilateral lateral occipitotemporal
montages (Fig. 6) using 3 × 2 repeated measures ANOVAs (salience level × hemisphere),
with exact latencies, and detailed statistics from pairwise comparisons between high- and
low-salience conditions (F values, and p values) reported in Table 2). Relative to stimulus
onset, visual presentations showed earlier responses with increasing stimulus salience. This
was observed bilaterally for P1 (F(2,78) = 12.92, p < 1.27e−4), N1 (F(2,78) = 8.59, p < 0.002),
and P2 (F(2,78) = 6.93, p < 0.004). Audiovisual presentations showed bilateral changes in
latencies only in the P1 component (F(2,78) = 5.47, p < 0.02) and only in the left hemisphere
that were earlier with more salient stimuli bilaterally. No salience effect on N1 (F(2,78) =
0.40) or P2 (F(2,78) = 0.50) latency was observed. With higher salience stimuli, summed
unisensory presentations exhibited earlier latencies in the P1 significantly (F(2,78) = 8.08, p <
0.002) in the left hemisphere and the N1 component was earlier (F(2,78) = 16.90, p <
1.99e−5), significantly in the left and marginally significantly in the right hemisphere. The
P2 showed no latency effect (F(2,78) = 0.08).

Multisensory Interactions as Indexed by Amplitude Changes—Interactions
between auditory and visual processing measured in ERP amplitudes were assessed by
comparing multisensory responses with the sum of the constituent unisensory responses.
Additionally, an additive-factors analysis was performed. This additional analysis has the
benefit of excluding spurious findings due to common activations in auditory and visual
ERPs (see “Appendix”).

A comparison of audiovisual and summed unisensory P1 peak amplitudes revealed
differences only at the medium salience level and only in the left hemisphere (t(13) = 2.62, p
< 0.03). For P1-N1 amplitude, no difference was found between audiovisual and summed
unisensory presentations at the high salience level (Right; t(13) = 1.42, Left; t(13) = 0.77). For
the medium salience level, a significant difference was seen in the left (t(13) = 2.50, p <
0.03) but not right (t(13) = 0.77) hemisphere. Finally, for low salience stimuli, a significant
differences in the left (t(13) = 3.50, p < 0.004) and marginally significant difference in the
right (t(13) = 2.03, p < 0.06) hemisphere was found. In each of these cases of significant
differences from the summed unisensory prediction, the actual multisensory responses were
subadditive relative to the summed unisensory responses. Overall, this analysis
demonstrated that as stimulus salience was decreased, the multisensory responses of the P1-
N1 decreased more than predicted based on the summed unisensory response. For the N1-P2
amplitude, in the right hemisphere, significant differences were seen in the high (t = 3.60, p
< 0.03) and low (t = 2.30, p < 0.04) salience levels, but not the medium (t(13) = 1.71). In the
left hemisphere, the only significant difference was seen at the high-salience level (t(13) =
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2.41, p < 0.04) and not the medium (t(13) = 1.15) or low (t(13) = 1.62) levels. Hence, for N1-
P2 amplitudes, the multisensory response becomes less subadditive as salience decreases in
the right hemisphere, with no trend in the left.

While the differences seen through comparing the actual audiovisual response to the
summed unisensory responses can shed light on interactions across salience levels, the
interaction between sensory modality and stimulus salience was directly assessed through an
additive-factors analysis. The difference in peak-to-peak amplitudes in the P1-N1-P2
complex (i.e., P1-N1 and N1-P2) across salience level was calculated for each individual for
both audiovisual and summed unisensory responses (Fig. 6, middle panel). As with RT, we
measured differences between changes in unisensory and multisensory responses across
salience levels. Differences between audiovisual (e.g., AVH − AVL, or ΔAV) and summed
unisensory differences [e.g. (AH − AL) + (VH − VL), or (ΔA + ΔV)] across the added factor
of stimulus salience are indicative of a multisensory interaction (Fig. 6, bottom panel).
Furthermore, these measures are independent of common activation (see “Appendix”).

For P1 amplitude, a significant interaction was found between the multisensory and summed
unisensory responses in both the left (t(13) = 3.14, p < 0.008) and right (t(13) = 3.15. p =
0.008) hemispheres. Here, multisensory gain decreased at lower salience levels. In P1-N1
amplitude, a similar interaction was found between the multisensory and summed
unisensory responses in both the left (t(13) = 2.61, p < 0.03) and right (t(13) = 2.28, p < 0.04)
hemispheres, with the multisensory changes larger than the changes predicted by the
summed unisensory responses. That is, the multisensory gain decreased at lower salience
levels. An interaction was also found in the N1-P2 component in both the left (t(13) = 2.5, p
< 0.03) and right (t(13) = 2.82, p < 0.02) hemispheres, however this interactions showed an
increase in multisensory gain at lower stimulus salience level, consistent with classic inverse
effectiveness.

These two analyses of multisensory interactions of P1-N1-P2 amplitudes confirm that visual
ERPs are modulated by auditory stimuli, and also show that these multisensory interactions
change with the stimulus salience. For P1 and P1-N1, as stimulus salience is reduced, the
multisensory gain (relative to the prediction of the summed unisensory responses) is also
reduced. In contrast, the bilateral N1-P2 shows increased multisensory gain as stimulus
salience is reduced. Taking these findings into account, it would appear that the main drivers
of the multisensory gain effect might be P1 and P2, with respect to decreasing and
increasing multisensory gain, respectively.

Relationship of RT to Multisensory Interactions as Indexed by ERP—As
highlighted above, multisensory interactions across salience levels were found for both RTs
and ERPs. In particular, RTs exhibited inverse effectiveness, particularly early in
participant’s CDFs (Fig. 2c), and ERPs exhibited a multisensory interaction across salience
levels in the P1, P1-N1, and N1-P2 (Fig. 6). To determine if there was a relationship
between multisensory interactions at these two levels of analysis, correlations between the
behavioral and neural changes in multisensory gain across salience level were calculated
(Fig. 7). Each of the components in each individual’s P1-N1-P2 responses from the
previously described a priori selected lateral occipitotemporal electrodes was thus compared
to that individual’s change in multisensory gain in RT across stimulus levels. Degree of
inverse effectiveness in RTs was strongly correlated with the multisensory interaction in the
P1 (R = −0.65) and weakly correlated with the multisensory interaction in the P1-N1 (R =
−0.24). More specifically, a greater degree of inverse effectiveness in RTs was associated
with a greater reduction in the amplitude of the interaction as indexed in the individual’s P1
and P1-N1 deflections. In contrast, levels of inverse effectiveness in RTs were moderately
positively correlated with the multisensory interaction in the N1-P2 (R = 0.34). Thus, a
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greater degree of inverse effectiveness in RTs was associated with a greater increase in the
amplitude of the interaction seen in the individual’s N1-P2 deflections.

Multisensory Interactions in Electrode Clusters Selected Post hoc—In addition
to the multisensory interactions across stimulus salience level that were measured a priori
within the visual ERPs, exploratory voltage maps were calculated for additive-factor
interactions (Fig. 8a). With salience as the added factor, differences in audiovisual responses
across salience levels (ΔAV) were compared with summed unisensory differences (ΔA +
ΔV). A difference voltage map was created, and three regions of the scalp were identified
that showed reliable interactions, including the midline occipital pole, right temporo-
parietal, and vertex. While statistical tests performed on the waveforms extracted from these
electrodes (Fig. 8b–d) would be, by definition, non-independent (Kriegeskorte et al. 2009),
these areas warrant further investigation for multisensory interactions, particularly related to
interactions across salience levels.

Discussion
Recent studies have demonstrated that multisensory interactions can influence sensory
processes that were previously thought to be unisensory in nature (Fort et al. 2002b; Giard
and Peronnet 1999; Molholm et al. 2002; Senkowski et al. 2011). Here, we found that the
visual P1-N1-P2 complex is reliably modulated by the salience of audiovisual speech
signals, and specifically that the multisensory interactions measured were also modulated by
salience. In addition to identifying a novel set of multisensory interactions within the visual
ERP, this study made use of a novel approach to measuring multisensory interactions in
electrophysiological measures by adapting an additive-factors paradigm which has been
successfully implemented in fMRI studies (James and Stevenson 2012; James et al. 2009,
2012; Kim and James 2010; Stevenson et al. 2010). Finally, the present results characterized
the modulations of the P1-N1-P2 complex across parametrically varied levels of stimulus
salience which were found to be correlated with behavioral responses. Here it was found that
the degree of inverse effectiveness as measured in reaction times correlated positively with
multisensory interactions in the N1-P2 and negatively with the P1 and P1-N2.

Our additive-factors ERP analysis revealed two distinct interactions (Fig. 6). N1-P2 peak-to-
peak amplitude exhibited the multisensory interaction known as inverse effectiveness. As
stimulus salience was decreased, multisensory gain increased. That is, the decrease in
multisensory activity was small relative to the decrease predicted by the summed unisensory
activity decreases, which is the formal indicator of inverse effectiveness. The P1 and P1-N1
peak-to-peak amplitudes also showed significant differences in the pattern of activity change
between unisensory and multisensory conditions, however, those differences were not in the
direction of inverse effectiveness. As stimulus salience was decreased, multisensory gain
also decreased, which is the opposite of inverse effectiveness. The observation that different
components of the visual ERP showed qualitatively different multisensory interactions may
be surprising, given the consistency with which inverse effectiveness has been found with
BOLD fMRI measures (James et al. 2009, 2012; Kim et al. 2011; Senkowski et al. 2011;
Stevenson et al. 2007, 2009; Stevenson and James 2009; Werner and Noppeney 2010; but
see Kim and James 2010). However, the results suggest that different salience-driven AV
interactions occur at different times during the sensory analysis process, a result that could
not have been predicted from or measured with BOLD fMRI. The specific interactions
found here were inverse effectiveness during the N1-P2 interval and the opposite effect,
previously referred to as enhanced effectiveness (Kim and James 2010), during the P1-N1
interval.
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The reductions in the P1 and P1-N1 amplitudes with AV presentations relative to the
summed unisensory responses across salience levels could be explained by at least three
possible mechanisms. Since this pattern was driven in large part by larger changes in the AV
response where there was limited change in unisensory response, the explanations will focus
on the change in the AV response. First, the pattern could reflect inhibition, where the
presence of an auditory stimulus reduced the P1 and P1-N1. Such an inhibitory effect has
been proposed to explain reductions in auditory ERPs with the addition of visual input
(Besle et al. 2004a), as well as negative BOLD changes observed in the occipital lobe with
auditory input (Laurienti et al. 2002). However, if indeed the auditory stimuli were
interfering with visual processing, one would predict reductions in multisensory gain found
with RTs. However, the opposite effect was found, suggesting that this decrease in the P1
and P1-N1 is not a result of inhibition.

A second possible explanation for the observed pattern of ERP changes could be that the
addition of a stimulus within a second sensory modality (in this case audition) increased the
salience of the stimulus within the preferred sensory modality, vision (Besle et al. 2004a;
Giard and Peronnet 1999). This explanation, although it may account for other multisensory
interactions, is also likely not to be responsible for these results. In this paradigm, salience
effects were directly measured (Fig. 5), and whereas increases in stimulus salience (i.e.,
efficacy) were associated with increases in the P1 and P1-N1 amplitudes (Figs. 4, 5), the
addition of an auditory component decreased the P1 and P1-N1 amplitudes relative to
summed unisensory responses (Fig. 6).

A third possible explanation could be that the addition of an auditory stimulus increased the
efficiency of processing the visual stimulus, allowing for a reduction of neural activity
during combined stimulation (Giard and Peronnet 1999). The correlation between
individuals’ increases in multisensory gain relative to the reductions in their P1 and P1-N1
amplitudes (Fig. 7) provides support for this hypothesis, as a relative decrease in amplitude
is associated with faster RTs. Consistent with this model, the phenomenon of repetition
priming is known to speed RT both within and across modalities (Clarke and Morton 1983;
Roediger and McDermott 1993), but also to reduce BOLD activation patterns (Henson 2003;
Grill-Spector et al. 2006). It has been hypothesized that the reduction in BOLD activation
with priming is the result of an increase in the efficiency of the processes that underlie
recognition (James and Gauthier 2006). Thus, the multisensory interaction specific to the P1
and P1-N1 amplitudes is consistent with an increased efficiency of processing, resulting in
both speeded RTs and reduced neural activity.

The ability of an additive-factors paradigm to identify multisensory interactions in evoked
potentials provides researchers with a methodology to test other interactions between
cognitive processes. The additive-factors paradigm, which was originally developed to
identify selective influence and interactions in studies of RT (Sternberg 1969, 1998, 2001),
has also been successfully applied to other neuroimaging methods, particularly fMRI (James
et al. 2009, 2012; Kim and James 2010; Kim et al. 2011; Sartori and Umilta 2000;
Stevenson et al. 2009, 2010; Wallace and Murray 2011). This particular method, relative to
the additive criterion, is less susceptible to issues of common activation (see “Appendix”).
The application of additive-factors analysis illustrated in topographical maps in this study
also provides a number of possible regions in which future experiments may focus their
attention (see Fig. 8). It should be noted that any analysis of the ERP waveforms extracted
from these regions to detect multisensory interactions would be non-independent from the
selection of these electrode clusters given that the electrode clusters were identified by
interactions in topographic voltage maps (Kriegeskorte et al. 2009). As such, the interactions
observed via the topographic maps in these regions require direct, hypothesis-driven testing,
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but here, we offer possible hypotheses that may explain these interactions in the topographic
voltage maps at the occipital pole, a right temporo-parietal cluster, and vertex.

Two of these regions correspond with potentials that have been historically considered
unisensory in nature: a visual response measured at the occipital pole (Fig. 8b) and response
at the vertex that is typically considered auditory (Fig. 8d). The interaction effect in the
occipital polar scalp showed the same pattern as the (visual) temporal scalp P1-N1-P2
previously discussed. This finding provides converging evidence that auditory processing
can modulate processes and brain regions that were once considered to be purely visual. The
addition of an auditory stimulus to a visual stimulus has been previously suggested to
modulate visual evoked potentials (Brefczynski-Lewis et al. 2009; Giard and Peronnet 1999;
Joassin et al. 2004; Klucharev et al. 2003; Molholm et al. 2002), and auditory signals have
been shown to modulate visual cortex excitability through enhanced perceptions of TMS-
induced visual phosphenes (Romei et al. 2009). Our new data add to this body of knowledge
by indicating that this effect is also modulated by stimulus salience. The mechanisms for
such interactions are not clear, however, direct connections between early auditory and
visual regions have been identified (Cappe and Barone 2005; Clavagnier et al. 2004;
Falchier et al. 2002; Rockland and Ojima 2003). This proposed mechanism has also been
used to explain similar decreases in activity within early visual regions with concurrent
auditory presentations (Haxby et al. 1994; Kawashima et al. 1995; Laurienti et al. 2002;
Senkowski et al. 2011). A different, but equally interesting pattern was seen at the vertex,
where the auditory-only stimulus was weak enough as to elicit very little response, yet the
comparison of the responses with visual and audiovisual presentations shows a clear
interaction. This interaction is in line with results showing the impact of visual inputs on
auditory multisensory processing, where stimulation of the visual cortex through TMS has
been shown to produce improved auditory and multisensory processing in a manner similar
to combining visual stimuli with auditory stimuli (Romei et al. 2007). Coupled together,
these findings provide further evidence that there are multisensory interactions in these
evoked responses previously described as solely unisensory, but again, it should be noted
that these hypotheses require direct testing in a statistically independent manner before more
conclusive inferences can be drawn.

Multisensory interactions between auditory and visual speech across salience levels were
also measured in the right temporo-parietal region. The temporo-parietal scalp (Fig. 8c) may
reflect activation in superior temporal cortex (STC), a known site of audiovisual speech
integration (Beauchamp et al. 2004a, b, 2008; Calvert et al. 2000, 2001; Stevenson et al.
2009, 2010, 2011; Stevenson and James 2009; Werner and Noppeney 2009, among others).
However, most studies of STC report hemodynamic increases when multiple sensory
modalities are presented simultaneously. Furthermore, our own additive-factors fMRI study
(James et al. 2009, 2012; Stevenson et al. 2009) provided evidence that hemodynamic
activity within STC shows an increase in multisensory gain as stimulus salience is
decreased, whereas the interaction seen in lateral temporo-parietal electrodes in the current
study showed a reduction of multisensory ERP amplitudes relative to summed unisensory
amplitudes as stimulus salience decreased. This apparent dichotomy between measured ERP
interactions and BOLD interactions might be accounted for by one of three alternatives.

First, the relationship between neural activity, particularly the voltage changes associated
with ERP signals, and the BOLD hemodynamic response, is not clearly understood, and it is
unlikely that there is a linear relationship between the two (Attwell and Iadecola 2002;
Heeger and Ress 2002; Logothetis 2002, 2003; Raichle and Mintun 2006). As such, one
cannot immediately assume that neural activity producing an increase in ERP amplitudes
would also produce increases in the BOLD signal. Second, comparing ERP interactions to
BOLD interactions is problematic due to the differences in temporal resolution of each.
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While interactions in the P1 and P1-N1 can be isolated in time using ERP, any interaction
measured in the BOLD signal will also include activity spanning temporal epochs well
beyond the P1-N1. Third, the ERP interaction measured in lateral temporo-parietal
electrodes may originate from another brain region. For example, auditory ERPs that are
known to originate in the primary auditory cortex generated ERP activity that is maximal at
the vertex (Giard and Perronnet 1999; Ponton et al. 2002; Scarff et al. 2004), whereas fMRI
localizes these processes to the superior temporal region (e.g., Brefczynski-Lewis et al.
2009). Differentiating between these three possibilities is beyond the scope of this current
study, which has produced testable hypotheses for future studies employing combined EEG-
fMRI data collection with neural source modeling.

It is worth noting here that while inverse effectiveness has been a remarkably consistent
finding in multisensory studies, there are instances in which it has not been observed.
Particularly relevant to the current study is a behavioral experiment in which multisensory
gain did not parametrically increase as stimulus salience decreased, but rather peaked at an
intermediate salience level (Ross et al. 2007). In contrast, our data showed no evidence of
such a “sweet spot” in either behavioral or ERP responses to multisensory speech stimuli.
However, while these two paradigms have much in common, there are also a number of
significant differences that may have resulted in these seemingly discrepant findings. The
paradigm reported here parametrically varied both the auditory and visual SNR and
measured multisensory gain relative to both auditory- and visual-only performance. The
study of Ross and colleagues varied only the auditory SNR with the visual component of the
audiovisual stimuli presented without noise, and with multisensory gain measured only
relative to the auditory-only performance. Additionally, differences in SNR level, task, and
set size may also produce the differences in findings. While these differences make it
difficult to directly compare these two discrepant findings, these differences also highlight a
number of future directions that need to be explored.

In summary, the results from this study provide a number of new insights into the neural
processing of multisensory speech. We found evidence that the salience of the speech signal
modulates the manner with which auditory and visual processes interact. In particular, the
multisensory gain seen upon the addition of an auditory stimulus has an inverse effect on the
visually evoked N1-P2 responses; gain increases at lower salience levels. The opposite is
found on the P1 and P1-N1, where gain decreases with lower salience speech. These neural
interactions as indexed via EEG were also correlated with behavioral measures of RT, with
reductions in the P1 and P1-N1 components being associated with greater multisensory gain
in RTs, suggesting that the decreases in ERP amplitude can be facilitatory as opposed to
inhibitory. It is argued that this negative correlation may represent an increase in processing
efficiency when audiovisual speech is processed relative to unisensory visual processing. In
addition to more traditional approaches, these results were obtained using an additive-factors
experimental design. While this paradigm has been successfully applied in RT and fMRI
studies, to our knowledge this is the first application in an ERP study. The additive-factors
approach provides a possible means to reduce confounds of common activation and
differences in sensory modality-directed attention that have often been critiqued in ERP
studies of multisensory integration (Besle et al. 2004b; Giard and Besle 2010; Gondan and
Röder 2006). These results, while found with speech, are not necessarily specific to speech.
Further studies investigating possible differences between multisensory processes impacted
by stimulus salience are warranted to answer such questions.
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Appendix
The most commonly used metric of multisensory interactions in ERP research is the additive
metric, or model (Barth et al. 1995; Berman 1961; Besle et al. 2004b). The additive model’s
null hypothesis asserts that the multisensory response should equal the summed responses
measured with both unisensory presentations in isolation, an assertion based on the law of
superposition of electrical fields (Besle et al. 2004b, 2009; Giard and Besle 2010). While
this metric is useful, there are a number of situations where it may produce spurious
superadditive, or subadditive results. In particular, variations in attention across sensory
modality (including variations in difficulty across sensory modalities or divided attention in
bisensory conditions relative to unisensory conditions) and common activity create serious
concerns about the use of the additive metric in multisensory paradigms (for an in-depth
discussion, see Besle et al. 2004b; Giard and Besle 2010; Gondan and Röder 2006). While
the additive metric calculates interactions as:

In terms of sensory specific activations, it is more accurately written as:

where CA refers to common activation, i.e., activation of processes that commonly occur
regardless of sensory input. In this case, the common activation is accounted for twice on the
right side of the equation, but only once on the left, producing spurious findings of
multisensory interactions (Besle et al. 2004b; Giard and Besle 2010). Importantly, the
additive factors equation reduces the impact of the common activation, measuring a change
in each sensory modality:

In terms of specific sensory activations, again, this equation is more accurately written as:
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Here, it should be noted that the impact of common activations, or CA, are diminished
relative to the classic additive metric equation. Each component of the additive-factors
equation includes two common activations that are subtracted from one another, leaving
only the difference between common activations associated with levels of the added factor.

Finally, it should also be noted that there are a number of other approaches that have been
used to circumvent the issues associated with the additive criterion. One such example is the
application of electrical neuroimaging analyses to ERPs that includes assessing not only the
response amplitude and timing of responses, but also utilizes response topography. This
analysis, in addition to bypassing issues of associated with the additive metric also allows
the experimenter to differentiate effects cause by changes in response strength from a given
set of generators from effects caused by changes in the configuration of these generators
Furthermore, the use of global field power can allow for the identification of the
directionality of those interactions (Cappe et al. 2010; Murray et al. 2005, 2008).
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Fig. 1.
Stimuli. Graphical representations for each of the stimuli used. Each panel displays full-
contrast frames from the visual stimuli, reduced-contrast, noisy frames of the visual stimuli,
auditory waveforms, and auditory spectrograms of the utterances
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Fig. 2.
Response time data. Cumulative distribution functions at each salience level and each
modality can be seen as well as race model calculations in Panel A, and differences between
the AV presentations and race models can be seen in Panel B. Change in gain across
salience levels can be seen in Panel C. Panel D shows mean response times for each
modality at each salience level
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Fig. 3.
Accuracy data. Accuracies for each modality at each salience level, as well as the predicted
accuracy for audiovisual trials based on unisensory accuracies
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Fig. 4.
Topographic maps of ERP responses. Group average topographic maps of responses to
visual-only (a), auditory-only (b), and audiovisual stimuli for the whole scalp
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Fig. 5.
Effects of stimulus salience on posterior temporal recordings. Group-averaged ERPs from a
nine electrode cluster overlying the posterior temporal scalp in left and right hemispheres
with visual (yellow) and audiovisual (green) presentations show variable P1-N1-P2
responses relative to stimulus salience, while auditory (blue) presentations evoke no P1-N1-
P2 response (color figure online)
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Fig. 6.
Changes in multisensory interactions across salience levels. Individually extracted P1-N1-P2
responses were averaged and are shown in the top row with audiovisual (green) and summed
unisensory (gray) presentations. Amplitudes of the P1-N2 and N1-P2 are shown for each
salience level, with darker colors representing more salient presentations. Changes of
amplitudes across salience levels are shown in the bottom row (color figure online)
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Fig. 7.
Correlation between multisensory gain in response time and P1-N1-P2 amplitudes across
salience levels. Individuals showing greater multisensory gains in response times relative to
the race model as salience decreased showed a respective decrease of multisensory gain in
their P1 and P1-N2 deflections, and increased multisensory gain in their N1-P2 deflections
relative to the summed unisensory deflections
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Fig. 8.
Interactions in scalp responses in the occipital, right lateral temporal, and vertex electrodes.
Panel A shows topographic maps of additive-factors interactions, where changes in
multisensory gain can be seen across stimulus salience levels. Waveforms extracted from
locations showing interactions in the cortical maps including the occipital pole (panel B),
right temporo-parietal (panel C), and at the vertex (panel D)
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